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Abstract

The rapid expansion of scholarly publications001
has resulted in severe information overload,002
posing significant challenges for researchers003
in retrieving, evaluating, and synthesizing sci-004
entific knowledge. While large language mod-005
els (LLMs) have shown potential in assisting006
scientific workflows, existing approaches of-007
ten suffer from hallucinations and lack sup-008
port for iterative, exploratory research. We009
introduce Ariadne, a multi-agent collabora-010
tive system designed for interactive literature011
analysis. Ariadne dynamically adapts to evolv-012
ing research intents in the course of user in-013
teraction, employs flexible retrieval strategies,014
and performs hierarchical evidence synthesis015
to more effectively address complex scientific016
queries. Experiments on single-turn scien-017
tific QA benchmarks, including SciFact and018
SCHOLARQA-MULTI, demonstrate state-of-019
the-art performance. Moreover, human evalua-020
tions human evaluations in real-world research021
scenarios indicate that Ariadne delivers supe-022
rior performance compared to existing base-023
lines.024

1 Introduction025

In recent years, the volume of scholarly publica-026

tions has grown rapidly across diverse disciplines.027

This information explosion has made research more028

complex, requiring researchers to continuously syn-029

thesize findings from fragmented sources (Shao030

et al., 2024; Wang et al., 2024). Traditional tools for031

literature analysis, such as keyword search and ci-032

tation networks, are no longer sufficient for timely033

and comprehensive scientific inquiry. To address034

these limitations, large language models (LLMs)035

(Park et al., 2023; Anthropic, 2024; Team et al.,036

2023) have been integrated into research work-037

flows, leveraging their advanced language capa-038

bilities to support scientific work, which have sig-039

nificantly advanced literature analysis and research040

workflows (Jiang et al., 2025).041

[ Search for an academic keyword ]

Traditional Academic Search[ A list of papers ]

I have to check those papers carefully then ……

[ A specific academic question ]

RAG-based single-turn 
academic system

[ A detailed but not precise answer ]

Perhaps I need to articulate my needs more clearly 
……

[ A specific academic question ]

[ A detailed but not precise answer ]

No, I means ……

[ A refined and more precise response ]

Yeah, ……

Figure 1: The Evolution of Literature Analysis. The
progression from manual search and single-turn QA
systems to our multi-agent assistant (Ariadne), which
more effectively supports scientific research.

Current LLM-based literature analysis ap- 042

proaches fall into two main paradigms. The first 043

paradigm stores knowledge directly within model 044

parameters, as seen in systems like Med-PaLM 045

(Singhal et al., 2023) and SciGLM (Zhang et al., 046

2024). While these models can generate fluent re- 047

sponses, they often suffer from outdated knowledge 048

due to their fixed parameters (Gekhman et al., 2024) 049

and are prone to hallucinations and false citations, 050

making them less suitable for rapidly evolving re- 051

search fields. 052

The second paradigm is based on Retrieval- 053

Augmented Generation (RAG) frameworks, which 054

leverage external document retrieval for more up- 055

to-date information (Agarwal et al., 2024). For 056

example, AutoSurvey (Wang et al., 2024) and Sur- 057

veyX (Liang et al., 2025) generate research surveys 058

by iteratively expanding outlines, while PaperQA 059

(Skarlinski et al., 2024) and OPENSCHOLAR (Asai 060

et al., 2024) utilize vector-based retrieval to pro- 061

vide more precise citation grounding in response 062

to user queries. Compared to the first paradigm, 063
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  The paper by Abdul Malik Sami et al. (2024) proposes an 
innovative multi-AI agent model designed to fully automate the 
Systematic Literature Review (SLR) process by leveraging the 
capabilities of Large Language Models (LLMs). The model 
operates through a user-friendly interface where …… 
  Regarding the source of the datasets, while the paper does 
not explicitly mention the specific sources of the datasets, the 
model's design for automating the SLR process implies that the 
datasets are likely sourced from academic papers retrieved 
from multiple academic databases through …… 
📚  reference 
- (Abdul Malik Sami et al., 2024): Abdul Malik Sami, Zeeshan Rasheed, Kai-Kristian Kemell, et al. 
(2024). SYSTEM FOR SYSTEMATIC LITERATURE REVIEW USING MULTIPLE AI AGENTS: 
CONCEPT AND AN EMPIRICAL EVALUATION. arXiv 2024.

 In the field of AI for science, significant progress has been 
made in the work of agents for literature review. According to 
the latest research, agents are designed to automate and 
enhance various aspects of scientific research, including 
Systematic Literature Reviews (SLRs), generating novel 
research ideas, conducting experiments, and analyzing single-
cell data. For example, Abdul Malik Sami et al. (2024) proposed 
a multi-AI agent model that automates the entire SLR process, 
significantly reducing the required time and effort while 
ensuring a high level of comprehensiveness and accuracy. 
ResearchAgent, developed by Jinheon Baek et al. (2024),…… 
📚  reference 
- (Abdul Malik Sami et al., 2024): Abdul Malik Sami, Zeeshan Rasheed, Kai-Kristian Kemell, 
Muhammad Waseem, Terhi Kilamo, Mika Saari, Kari Systä, Anh Nguyen Duc, Pekka 
Abrahamsson. SYSTEM FOR SYSTEMATIC LITERATURE REVIEW USING MULTIPLE AI 
AGENTS: CONCEPT AND AN EMPIRICAL EVALUATION[J]. arXiv, 2024. 
- (Jinheon Baek et al., 2024): Jinheon Baek, Sujay Kumar Jauhar, Silviu Cucerzan, Sung Ju 
Hwang. ResearchAgent: Iterative Research Idea Generation over Scientific Literature with Large 
Language Models[J]. arXiv, 2024. 

……

We are interested in the direction of AI for science and 
would like to know about the work done by agents in the area 
of literature review in 2024.

  Conduct a detailed analysis of the paper by Abdul Malik Sami 
et al.(2024),elaborating on its methodology,experimental 
design,and the sources of the datasets used.

Expert Agent

Step 1-1 Task Allocation Phase

Conduct Macro Review on “the direction of AI for 
science”

               Conversation history

No Micro Review needed 

Macro Review Agent

Step 1-2 Construct Query

          the direction of AI for science
Sub-Query 1:  the direction of AI for science

Sub-Query 2:  the work done by agents in the                  
area of literature review in 2024

Conduct Macro Review on “the work done by agents 
in the area of literature review in 2024”

No Micro Review needed 

Answer Sub-Query with Review Content and 
History

Record History of Sub-Query 1

Answer Sub-Query with Review Content and 
History

Record History of Sub-Query 2

       the work done by agents in ……

Step 1-5 Review Phase

Retrieval Agent

Step 1-3 Retrieval Phase

Exact Retrieval、Direct Retrieval、
Hybird Retrieval

Vector Retrieval on Query

Step 1-6 Construct Query 

Step 1-9 Review PhaseStep 1-7 Retrieval Phase

Exact Retrieval、Direct Retrieval、
Vector Retrieval

Hybird Retrieval on Query

Step 2-3 Retrieval Phase

Exact Retrieval、Vector Retrieval、
Hybird Retrieval

Direct Retrieval with Paper ID

Step 2-4 Filtering Phase

Extract the full text of the paper 
with ID 9b033594-9597- ……

Step 1-10 Summary Phase

Integrate the history of records and output.

Step 2-1 Task Allocation Phase

Micro Review Agent

Step 2-2 Construct Query 
No Macro Review needed 

Conduct micro review on Paper in history already, 
excat the Paper ID

Answer the Query with Review Content and History

Query:  Conduct a detailed analysis of the paper 
by Abdul Malik Sami et al.(2024)

      Paper ID 9b033594-9597- ……

Record History of Query

Step 2-6 Summary Phase

Integrate the history of records and output.

Step 2-5 Review Phase

Step 1-4 Filtering Phase

Whether the paper meet the 
requirements of the query.

Extract the summary of filtered 
paper.

Obtain paper ID and information 
based on the retrieval vector.

Step 1-8 Filtering Phase

Whether the paper meet the 
requirements of the query.

Extract the summary of filtered 
paper.

Obtain paper ID and information 
based on the retrieval vector.

Answer the query based on the summary 
of the filtered papers

Answer the query based on the summary 
of the filtered papers

The formatting of literature citations and 
the tracking of Paper ID usage.

The formatting of literature citations and 
the tracking of Paper ID usage.

Answer the query based on tfull text of 
the paper

The formatting of literature citations and 
the tracking of Paper ID usage.

Step 1 

Step 2

Task Allocation PhaseRetrieval Phase

Filtering Phase Review Phase Summary Phase

Figure 2: A practical case of the Ariadne system. This diagram illustrates the collaborative workflow of the three
agents: The Expert Agent coordinates the system, while the Review Agents handle literature review based on the
query. The Retrieval Agent ensures accurate literature retrieval.

these methods can switch between base models064

without retraining, and external retrieval reduces065

hallucination. However, most systems are limited066

to single-turn interactions, lacking iterative guid-067

ance for in-depth exploration. Their reliance on068

vector-based retrieval also limits effectiveness for069

complex, structured queries, such as filtering by070

author or publication period.071

To address the limitations of existing literature072

analysis methods in the second paradigm, a multi-073

agent collaborative literature research system, Ari-074

adne, is proposed with the following key contribu-075

tions:076

• Multi-agent collaboration: Ariadne employs077

a hierarchical multi-agent architecture, where078

Expert, Review, and Retrieval Agents coor-079

dinate to decompose tasks, retrieve evidence,080

and synthesize answers.081

• Hierarchical evidence flow: The system sup-082

ports both Macro and Micro review modes, al-083

lowing for high-level overviews and detailed084

analyses, respectively, to ensure comprehen-085

sive and traceable answers.086

• Adaptive retrieval and filtering: Ariadne087

dynamically selects among vector, exact, and088

hybrid retrieval strategies, and leverages LLM-089

based filtering to ensure high relevance and090

precision.091

These innovations enable Ariadne to overcome 092

existing limitations, serving as an adaptive research 093

partner that enhances research efficiency and qual- 094

ity. 095

2 Methodology 096

Ariadne is a multi-agent system designed to assist 097

research work through interactive dialogue. The 098

overall architecture and workflow are illustrated in 099

Figure 2. 100

2.1 Expert Agent 101

The Expert Agent acts as the central controller, re- 102

sponsible for user interaction, task decomposition, 103

and answer integration. 104

Task Allocation Phase As shown in Step 1-1 105

Task Allocation Phase, the Expert Agent first de- 106

composes the user’s query q into a sequence of 107

sub-questions: 108

Q = Decompose(q,H) (1) 109

where H represents the dialogue history. 110

For each qi ∈ Q, the Expert Agent determines 111

the appropriate review mode mi (Macro or Micro) 112

for qi: 113

mi = SelectReviewMode(qi) (2) 114

Here, Macro mode applies to broad questions, and 115

Micro mode to narrow, detail-oriented ones. 116
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Then, the task is delegated to the Review Agent117

for further analysis:118

ri = ReviewAgent(qi,mi) (3)119

After obtaining ri, the Expert Agent synthesizes120

the answer ai for each qi based on ri and the dia-121

logue context H:122

ai = Synthesize(ri, H) (4)123

Summary Phase As shown in Step 1-10 Sum-124

mary Phase, once responses ai have been generated125

for each sub-question qi, the Expert Agent synthe-126

sizes the final response by integrating these ai. It127

ensures consistency with the research context, for-128

mats citations appropriately, and produces the final129

output A for the user:130

A = Integrate({a1, ..., an}, H) (5)131

This design encapsulates the entire workflow132

within the Expert Agent, abstracting the details of133

evidence retrieval and review.134

2.2 Review Agent135

The Review Agent serves as the bridge between the136

Expert Agent and the Retrieval Agent, responsible137

for synthesizing evidence for each sub-question.138

Review Phase For each qi and its assigned mi,139

the Review Agent first generates a adapted retrieval140

query qretr
i based on qi:141

qretr
i = GenerateRetrievalQuery(qi) (6)142

It then invokes the Retrieval Agent with qretr
i and143

the specified mode to obtain candidate evidence144

Ci:145

Ci = RetrievalAgent(qretr
i ,mi) (7)146

Finally, the Review Agent synthesizes the review147

result ri as follows:148

ri =

{
MacroReview(Ci), if mi = Macro
MicroReview(Ci), if mi = Micro

(8)149

The MacroReview function focuses on synthe-150

sizing high-level overviews from a large volume of151

literature, identifying underlying patterns, trends,152

and consensus. When the number of papers is too153

large, it processes them in batches and then sum-154

marizes the results.155

The MicroReview function performs in-depth156

analysis of specific factual content, extracting con-157

crete paper fragments or full texts to uncover more158

fine-grained information.159

2.3 Retrieval Agent 160

The Retrieval Agent is the backbone of Ariadne, 161

responsible for preprocessing and retrieving aca- 162

demic papers using multiple strategies tailored to 163

different query types. 164

Preprocessing Phase As illustrated in Figure 3, 165

the preprocessing phase involves extracting textual 166

content from academic papers. This is handled 167

through two complementary approaches: (1) using 168

an LLM to extract paper-level overviews, captur- 169

ing key aspects such as main ideas, background, 170

methodology, and findings; (2) slicing the full text 171

into sentence-level embeddings for retrieval. Both 172

are organized by paper ID to ensure that related 173

information from the same paper remains intercon- 174

nected. 175

Sentence-level vectors

Paper PDFs Literature Database

Embedding

Paper-level overview

LLM

Paper ID Manage

Retrieval Agent

Preprocessing Phase

Figure 3: Preprocessing phase of the Retrieval Agent.
LLMs generate paper-level overviews, while sentence-
level embeddings are obtained for retrieval. All data is
indexed and stored in the paper database.

Retrieval Phase As shown in Step 1-3 Retrieval 176

Phase, for each adapted retrieval query qretr
i gen- 177

erated by the Review Agent, the Retrieval Agent 178

retrieves a set of candidate contents Ci from the 179

literature database D: 180

Ci = Retrieve(qretr
i ,D) (9) 181

where D represents the preprocessed database 182

of academic papers, including both paper-level 183

overviews and sentence-level content. 184

To address different query types, the Retrieval 185

Agent supports multiple retrieval strategies: 186

• Vector Retrieval: Content is retrieved based 187

on semantic similarity with qretr
i : 188

Cvec
i = TopKc∈D

(
sim(E(qretr

i ), E(c))
)
(10) 189

where E(·) denotes the embedding model, 190

sim is a similarity metric (typically cosine sim- 191

ilarity), and TopK selects the K most similar 192

items. 193
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• Exact Retrieval: For qretr
i containing precise194

identifiers (e.g., author names, paper titles,195

publication dates), the agent directly matches196

these in the database:197

Cexact
i = {c ∈ D | Match(qretr

i , c)} (11)198

The Match function performs fuzzy matching199

on bibliographic metadata and exact matching200

on quotes or paper identifiers.201

• Hybrid Retrieval: For mixed qretr
i , exact202

matching is first performed to filter relevant203

paper IDs, followed by vector-based retrieval204

within this subset:205

C
hybrid
i = TopKc∈Cexact

i

(
sim(E(qretr

i ), E(c))
)

(12)206

• Direct Retrieval: If qretr
i explicitly includes207

a paper ID, the agent directly retrieves the208

corresponding paper (not shown as a formula209

for brevity).210

Filtering Phase As shown in Step 1-4 Filtering211

Phase, after retrieval, the candidate set Ci is fur-212

ther filtered by an LLM to ensure relevance and213

coherence with respect to qi:214

Fi = FilterLLM(Ci, qi) (13)215

This phase significantly improves the relevance and216

coherence of the final output. The LLM evaluates217

each candidate’s relevance to the original question218

qi and removes irrelevant or tangential content.219

3 Experiment220

To evaluate system performance, a series of ex-221

periments were designed to cover both single-turn222

and multi-turn scenarios. Public single-turn QA223

benchmarks were first used for objective evalua-224

tion, followed by human-in-the-loop multi-turn in-225

teractions for subjective assessment. Additional226

analyses, such as ablation studies and phase-wise227

citation tracking, further reveal the strengths and228

limitations of the system.229

3.1 Single-turn QA Evaluation230

The first stage evaluates factual accuracy and cita-231

tion faithfulness in a single-turn QA setting.232

Evaluation Tasks. Two benchmark tasks are in-233

cluded. The SciFact (Wadden et al., 2020) task234

involves claim verification with sentence-level evi-235

dence identification. The SCHOLARQA-MULTI236

(Asai et al., 2024) requires generating citation-237

grounded answers to academic questions.238

Compared Methods. Five representative meth- 239

ods were tested:ChatGPT-4o (OpenAI, 2024), 240

OPENSCHOLAR (Asai et al., 2024), PaperQA v2 241

(Skarlinski et al., 2024), Naive RAG (Lewis et al., 242

2020), and Ariadne. The latter three methods all 243

utilize the "text-embedding-3-small"1 model for 244

embedding. 245

Parameter Settings. PaperQA v2 was config- 246

ured with its default parameters, while Naive RAG 247

utilized the same vector store as Ariadne, with top- 248

k set to 5 for SciFact and 10 for SCHOLARQA- 249

MULTI. 250

Answer Evaluation Metrics. For SciFact, we 251

report the average and standard deviation of pre- 252

cision, recall, and F1 for claim verification. For 253

ScholarQA-multi, we use Organization, Coverage, 254

and Relevance metrics (see Appendix B). 255

Citation Quality Metrics. Given a model cita- 256

tion set C and ground truth G, compute Precision, 257

Recall, and F1 as: 258

Precision =
|C ∩G|
|C|

(14) 259

Recall =
|C ∩G|
|G|

(15) 260

F1 =
2 · Precision · Recall
Precision + Recall

(16) 261

These metrics reflect the system’s citation accu- 262

racy. 263

Result on SciFact. Table 1 shows Ariadne out- 264

performs existing methods in both judgment and 265

citation accuracy, with stable performance. 266

Result on SCHOLARQA-MULTI. Table 2 shows 267

Ariadne achieves the best overall performance on 268

SCHOLARQA-MULTI, leading in content quality 269

and citation metrics, but at higher cost per question. 270

ChatGPT-4o is lowest cost but less accurate, while 271

PaperQA v2 excels in citation precision. 272

3.2 Tracing Citation Quality 273

We analyzed citation quality across the Retrieval, 274

Filtering, Review, and Summarization phases, 275

tracking precision, recall, and F1 at each step. Re- 276

sults are averaged over three runs. 277

1https://platform.openai.com/docs/models/
text-embedding-3-small
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Metrics Acc. Citation Cost ($/question)
Precision Recall F1

ChatGPT-4o 77.9 ± 1.7 2.7 ± 0.7 6.2 ± 1.6 3.7 ± 0.9 0.0010 ± 0.0002
+Naive RAG 89.5 ± 0.3 38.3 ± 15.1 93.3 ± 0.8 49.3 ± 12.8 0.009 ± 0.001
+OpenScholar 81.3* - - 56.5* 0.05*
+Paper-QA V2 88.1 ± 2.2 87.3 ± 8.6 92.2 ± 3.9 87.9 ± 7.5 0.051 ± 0.006
+Ariadne 90.9 ± 0.5 90.9 ± 3.6 93.8 ± 1.4 91.1 ± 2.2 0.136 ± 0.026

Table 1: SciFact Benchmark Results. This table presents the performance of different systems on the SciFact
dataset, including overall accuracy (Acc.), citation metrics (Precision, Recall, F1), and cost per query (Cost
($/question)). * means data directly sourced from (Asai et al., 2024), provided as reference. The results are reported
as the mean ± standard deviation over three runs.

Metrics Generation Citation Cost ($/question)
Organization Coverage Relevance Precision Recall F1

ChatGPT-4o 3.54 ± 0.04 3.19 ± 0.08 3.37 ± 0.03 6.0 ± 0.5 4.4 ± 0.4 4.8 ± 0.1 0.0034 ± 0.0006
+Naive RAG 3.71 ± 0.07 3.51 ± 0.23 3.56 ± 0.04 35.8 ± 4.6 35.6 ± 3.3 33.2 ± 0.3 0.011 ± 0.002
+OpenScholar - - - - - 37.5* 0.05*
+Paper-QA V2 3.39 ± 0.03 3.07 ± 0.01 3.37 ± 0.04 58.5 ± 0.6 31.0 ± 0.8 38.5 ± 0.7 0.061 ± 0.025
+Ariadne 3.86 ± 0.01 3.75 ± 0.07 3.55 ± 0.03 58.3 ± 2.2 46.6 ± 1.0 49.2 ± 0.3 0.228 ± 0.144

Table 2: SCHOLARQA-MULTI Benchmark Results. This table summarizes the performance of various systems on
the ScholarQA-multi dataset, reporting scores for generation quality (Organization, Coverage, Relevance), citation
accuracy (Precision, Recall, F1), and cost per query (Cost ($/question)). * means data directly sourced from (Asai
et al., 2024), provided as reference. The results are reported as the mean ± standard deviation over three runs.

Figure 4: Citation Quality Variation Across Different
Phases. The top panel presents the precision, recall, and
F1 scores across the four phases (Retrieval, Filtering,
Review, and Summarization) in the SciFact benchmark,
while the bottom panel illustrates the same metrics for
the SCHOLARQA-MULTI benchmark.

Experimental Setup To evaluate the evolution 278

of citation quality throughout the reasoning pro- 279

cess, a phase-wise analysis of Ariadne’s citation 280

workflow was conducted, encompassing the Re- 281

trieval Phase, Filtering Phase, Review Phase, 282

and Summarization Phase. At each phase, the set 283

of retained citations was tracked and their align- 284

ment with gold-standard references was assessed 285

using precision, recall, and F1 score. All results are 286

averaged over three independent runs, with both 287

means and standard deviations reported. 288

Results and Analysis Figure 4 presents the 289

phase-wise citation quality metrics, revealing sev- 290

eral common trends across two benchmarks. In the 291

Retrieval Phase, recall is generally high, indicat- 292

ing that the initial paper retrieval phase effectively 293

captures most relevant citations. However, preci- 294

sion and F1 scores are typically lower in this phase, 295

reflecting the inclusion of a substantial number of 296

non-essential papers, which dilutes the overall qual- 297

ity. 298

In the Filtering Phase, a significant increase 299

in precision and F1 is observed, driven by the re- 300

moval of irrelevant citations. This phase effectively 301

narrows the citation set to a more precise subset, 302

although this refinement often comes at the cost 303

of reduced recall, as some potentially relevant but 304
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lower-confidence citations are also filtered out.305

As the workflow progresses into the Review306

Phase and Summarization Phase, the citation set307

continues to stabilize, with precision and F1 scores308

typically reaching their peak, reflecting the final309

consolidation of contextually relevant evidence.310

This trend suggests that the later phases effectively311

prioritize citation quality over coverage, aligning312

the retained citations more closely with the target313

answers.314

Benchmark-Specific Differences Despite the315

overall consistency in trends across both bench-316

marks, notable differences still emerge. In the Fil-317

tering Phase, SciFact exhibits a sharper improve-318

ment in precision with only a slight drop in recall,319

whereas SCHOLARQA-MULTI experiences a more320

significant decline in recall.321

As shown in the Appendix A, these differences322

can be attributed to the nature of the questions in323

each banchmark: SciFact focuses on factual verifi-324

cation based on a small number of papers, where325

citations are few and closely aligned with the ques-326

tion. In contrast, SCHOLARQA-MULTI questions327

draw on a broader set of references, with each doc-328

ument contributing partially to the final answer,329

making them more prone to being discarded during330

filtering.331

3.3 Ablation Study on the Review Agent332

An ablation study was conducted to assess the indi-333

vidual contributions of Micro Review and Macro334

Review in the Review Phase.335

Experimental Settings On both benchmarks, ei-336

ther Macro or Micro Review was disabled. Each337

experiment was repeated three times, and the mean338

± standard deviation was reported.339

Results and Analysis As shown in Table 3 and340

Table 4, using only Micro or Macro Review de-341

grades overall performance, with only marginal,342

inconsistent gains in some metrics.343

Notably, SCHOLARQA-MULTI drops more with-344

out Macro Review, while SciFact is more sensi-345

tive to removing Micro Review, reflecting dataset-346

specific preferences.347

Using both strategies, Ariadne achieves the best348

or near-best performance, highlighting their com-349

plementarity and the importance of flexible coordi-350

nation.351

3.4 Multi-turn Human Evaluation 352

To complement single-turn benchmarks, multi-turn, 353

subjective human evaluations were conducted to 354

capture richer user experience insights, particularly 355

in scenarios requiring extended dialogue and com- 356

plex reasoning. 357

Figure 5: Human Evaluation Results. Average scores
of Ariadne, Naive RAG, and ChatGPT on five evalu-
ation dimensions. Ariadne achieves the best overall
performance, especially in coverage and relevance.

Experimental Setup Given the education do- 358

main’s reliance on paywalled papers, it provides a 359

fitting testbed for evaluating the proposed method. 360

To support this, a curated database of 1,613 top-tier 361

education journal articles was constructed, simu- 362

lating realistic academic search conditions. Ten 363

graduate students in education were recruited for 364

multi-turn interactions, focusing on real-world ap- 365

plicability and user experience. 366

For comparison, three methods were included: 367

GPT-4.1, GPT-4.1 + Naive RAG, and GPT-4.1 + 368

Ariadne. The Naive RAG used the same embed- 369

dings as the retrieval agent in Ariadne, retrieving 370

the top 10 most similar segments for each user 371

query at the beginning of each conversation. Ari- 372

adne also set the retrieval agent to extract 10 pas- 373

sages or segments to ensure consistency in the re- 374

trieval step. 375

Participants engaged with each method for 5-10 376

rounds, with system identities blinded to reduce 377

bias, and the outputs were rated according to Ta- 378

ble 5. 379

Results and Analysis Figure 5 presents the av- 380

erage scores of Ariadne, Naive RAG, and Chat- 381

GPT across five evaluation dimensions. Ariadne 382
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Metrics Acc. Citation

Precision Recall F1

Ariadne 90.9 ± 0.5 90.9 ± 3.6 93.8 ± 1.4 91.1 ± 2.2
-Micro 87.9 ± 0.6 ↓ 79.9 ± 1.6 ↓ 80.6 ± 1.1 ↓ 79.8 ± 1.4 ↓
-Macro 90.9 ± 0.5 91.2 ± 2.7 ↑ 93.6 ± 1.2 ↓ 91.3 ± 1.6 ↑

Table 3: SciFact Ablation Study Results. Performance comparison between Ariadne and its ablated variants on the
SciFact dataset, including overall accuracy (Acc.) and citation metrics (Precision, Recall, F1). Results are reported
as mean ± standard deviation over three runs. ↑/↓ indicates performance increase/decrease compared to the base
Ariadne model. Bold numbers denote the best results in each column.

Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Ariadne 3.861 ± 0.008 3.747 ± 0.070 3.546 ± 0.033 58.3 ± 2.2 46.6 ± 1.0 49.2 ± 0.3
-Micro 3.812 ± 0.038 ↓ 3.623 ± 0.038 ↓ 3.556 ± 0.013 ↑ 60.8 ± 0.5 ↑ 45.9 ± 1.1 ↓ 50.0 ± 0.8 ↑
-Macro 3.818 ± 0.004 ↓ 3.642 ± 0.029 ↓ 3.543 ± 0.024 ↓ 56.8 ± 1.5 ↓ 40.9 ± 1.7 ↓ 45.6 ± 1.5 ↓

Table 4: SCHOLARQA-MULTI Ablation Study Results. Performance comparison between Ariadne and its ablated
variants. Results show mean ± standard deviation across three runs. ↑/↓ indicates performance increase/decrease
compared to the base Ariadne model. Bold numbers denote the best results in each column.

consistently outperforms the other systems, demon-383

strating its advantage in understanding user intent,384

managing context, and providing comprehensive385

responses. These results highlight the benefits of386

multi-agent collaboration in supporting complex387

academic research.388

4 Discussion and Future Direction389

Impact of Base Models In the experiments,390

representative models such as ChatGPT-4o and391

ChatGPT-4.1 were employed, both demonstrat-392

ing strong performance. Additionally, a broader393

range of models, including ChatGPT-4o mini and394

DeepSeek V3, was explored. Notably, Ariadne395

achieved comparable performance when combined396

with DeepSeek V3. However, a significant perfor-397

mance drop was observed when using ChatGPT-4o398

mini, which lagged behind other methods. This399

indicates that Ariadne relies on the capabilities of400

more powerful base models.401

Cost Considerations As shown in Table 1 and402

2, Ariadne’s multi-step collaborative approach403

incurs higher costs compared to other meth-404

ods—particularly when using more expensive mod-405

els—this issue should be viewed in the context of406

advancing model efficiency. In the long term, as407

large models continue to improve in performance408

and decrease in cost, a more favorable balance be-409

tween performance and cost can be achieved.410

Corpus Size Trade-offs Some RAG-based meth- 411

ods (Asai et al., 2024; Wang et al., 2024) con- 412

struct extremely large retrieval databases, demand- 413

ing heavy storage, computation, and maintenance. 414

However, for most researchers, a small database 415

covering major venues in their field, supplemented 416

by legally obtained papers, is sufficient and more 417

practical. Furthermore, paper retrieval is itself 418

a mature area, and systems like PaSa (He et al., 419

2025) allow online filtering without tightly cou- 420

pling retrieval with intelligent systems. Therefore, 421

an overly large database was not constructed to 422

validate the performance of Ariadne in the experi- 423

ments. 424

Future Work As discussed in sections 3.2 and 425

3.3, future research should focus on two main di- 426

rections. The first is to improve the F1 score in the 427

retrieval and filtering stages. The second is to con- 428

duct a more in-depth analysis of the mechanisms 429

underlying Micro Review and Macro Review to 430

propose more effective review strategies. 431

5 Conclusion 432

This paper introduces Ariadne, a multi-agent col- 433

laborative system designed to support interactive 434

literature analysis and research. Through the in- 435

tegration of expert guidance, detailed review, and 436

efficient retrieval within a hierarchical multi-agent 437

framework, Ariadne addresses key challenges in 438

academic research support. Experimental results 439

on established benchmarks demonstrate that Ari- 440
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Dimension 5 (Excellent) 4 (Good) 3 (Average) 2 (Poor) 1 (Very Poor)

Coverage Fully covers the
task requirements,
all key points in-
cluded, comprehen-
sive content

Covers most key
points, only minor
omissions

Covers some key
points, but with no-
ticeable gaps

Fragmented cov-
erage, significant
omissions

Fails to cover
task requirements,
lacks essential
content

Relevance Highly relevant to
the topic, focused
and on-point

Mostly relevant,
with minor off-
topic sections

Partially relevant,
with noticeable di-
gressions or redun-
dant content

Mostly irrelevant,
significant off-
topic content

Completely off-
topic, chaotic and
irrelevant

Structure Clear structure,
well-organized,
logical progression,
smooth transitions

Generally well-
structured, with
occasional incon-
sistencies

Basic structure
present, but lacks
clarity and coher-
ence

Poorly structured,
disconnected ideas,
lacks coherence

No recognizable
structure, disorga-
nized and chaotic

Citation
Quality

Accurate, reliable,
and clearly sourced
citations, sufficient
in number, fully
supports arguments

Mostly accurate
and clearly sourced
citations, generally
sufficient, but with
minor omissions

Mixed quality,
some accurate,
some unverifiable,
or insufficient in
number

Mostly inaccurate
or poorly sourced
citations, clearly in-
sufficient

Mostly inaccurate,
fabricated, or mis-
leading citations,
almost entirely un-
supported

Critical
Analysis

Demonstrates deep
analysis and bal-
anced evaluation,
identifies complex
issues and offers in-
sights

Shows some criti-
cal thinking, able
to identify issues
or weigh pros and
cons

Superficial analy-
sis, often relies on
surface-level obser-
vations

Lacks independent
analysis, mostly
repetition or sum-
mary

No critical think-
ing, blindly ac-
cepts or oversim-
plifies information

Table 5: Rubric for subjective evaluation of response quality across five dimensions.

adne achieves superior performance in both answer441

quality and citation accuracy compared to existing442

methods, highlighting its effectiveness in enhanc-443

ing academic research workflows. These findings444

underscore the potential of multi-agent collabora-445

tion for advancing intelligent literature analysis446

and supporting future developments in automated447

scientific inquiry.448

6 Related Work449

LLM for literature analysis With the rapid450

advancement of natural language processing451

(NLP) technologies, particularly LLMs, signifi-452

cant progress has been made in automating var-453

ious stages of scientific research workflows (Jiang454

et al., 2025). LLMs have proven effective in doc-455

ument processing tasks, including information re-456

trieval, citation text generation, and paper review.457

For instance, PaperRobot (Wang et al., 2019) sup-458

ports incremental draft generation, while (Xing459

et al., 2020) focuses on accurate citation text gen-460

eration using pointer-generator networks. In addi-461

tion, (Zimmermann et al., 2024) demonstrates the462

potential of LLMs in automating paper review writ-463

ing. Beyond writing assistance, LLMs have been464

employed in the peer review process to generate ex-465

plainable reviews based on synthesized knowledge466

from large volumes of scientific paper (Wang et al., 467

2020; Yu et al., 2024), and to identify errors for 468

quality validation (Liu and Shah, 2023). Moreover, 469

LLMs have been utilized for automated hypothesis 470

generation by extracting key insights from exten- 471

sive bodies of paper (Yang et al., 2024; Zeng et al., 472

2024). 473

RAG-Based Methods for literature analysis 474

Another line of work employs RAG methods, such 475

as AutoSurvey (Wang et al., 2024) and SurveyX 476

(Liang et al., 2025), which plan an outline and re- 477

trieve literature to generate surveys on given topics. 478

While these approaches offer broad overviews of 479

research fields, they often produce lengthy outputs, 480

require considerable time, and struggle to address 481

specific queries or support interactive exploration. 482

In contrast, PaperQA (Skarlinski et al., 2024) and 483

OPENSCHOLAR (Asai et al., 2024) focus on retriev- 484

ing literature and answering user queries. However, 485

existing systems are typically limited to single-turn 486

interactions, lack task decomposition, and heavily 487

rely on vector retrieval, making them inadequate 488

for exploratory research that demands iterative re- 489

finement and the handling of complex tasks. 490
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Limitations491

Dataset Limitations The study’s evaluation was492

constrained by the limited availability of publicly493

annotated datasets, preventing broader task cover-494

age. Nevertheless, multiple validation rounds were495

conducted to ensure experimental stability.496

Human Evaluation Human evaluation was con-497

fined to a single academic discipline due to time498

and resource constraints. However, the focus499

remained on participants’ subjective experiences500

and objective assessments, as the SCHOLARQA-501

MULTI already established the methods’ effective-502

ness across diverse disciplinary contexts as shown503

in Appendix C.504

Ethics Statement505

This study involved human participants for evalua-506

tion. To ensure privacy, all personal information in507

the collected responses and related materials was508

anonymized. Data used for methodological analy-509

sis was included only with the explicit consent of510

the participants.511

We used ChatGPT to assist with language pol-512

ishing during the preparation of this manuscript.513

However, all conceptual development, analysis,514

and argumentation were carried out by the human515

authors.516
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A Details of the Dataset693

Figure 6 presents the distribution of cited refer-694

ences per question in SCHOLARQA-MULTI and695

SciFact. In SCHOLARQA-MULTI, most questions696

cite 3 to 7 references, with some citing up to 10. In697

contrast, SciFact questions predominantly cite a sin-698

gle reference. This highlights the multi-document699

nature of SCHOLARQA-MULTI compared to Sci-700

Fact.701

B Criteria for SCHOLARQA-MULTI702

Table 6 lists the assessment criteria adapted from703

Asai et al. (2024).704

C Subject Area Distribution and705

Per-Discipline Results706

Figure 7 shows the distribution of questions across707

scientific domains in SCHOLARQA-MULTI.708

Tables 7–12 report per-discipline results for six709

metrics: Organization, Coverage, Relevance, Pre-710

cision, Recall, and F1. Results are shown for Raw,711

Naive-RAG, Paper-QA, and Ariadne. For each712

metric, the highest mean is bolded. These tables713

support detailed comparison across domains.714

D Implementation Details715

D.1 Workflow Pseudocode716

The multi-agent workflow is summarized in Algo-717

rithm 1. Prompt templates are listed in Section D.2.718

D.2 Prompt Design719

Ariadne adopts a modular prompt design, where720

each agent (Expert, Retrieval, MacroReview, and721

MicroReview) is equipped with specialized prompt722

templates that reflect its distinct function within the723

multi-agent system, as listed from Prompt 1-12.724

We use publicly available code and data under725

the MIT License, with proper attribution to the726

original sources.727

D.3 Interface Design728

Our system interface is implemented based on Gra-729

dio2, a user-friendly and interactive web UI with730

Apache 2.0 License. Users can input academic731

questions, view multi-turn dialogue history, export732

chat records, and directly access cited references.733

The interface is designed for clarity and ease of734

2https://github.com/gradio-app/gradio?tab=Apache-2.0-
1-ov-file

use, supporting efficient literature analysis and in- 735

teractive research. As shown in Figure 8, the main 736

interface allows users to input questions and re- 737

ceive structured answers. Figure 9 demonstrates 738

the multi-turn dialogue and literature citation dis- 739

play. 740

E Details of Human Evaluation 741

Participant Demographics. Participant demo- 742

graphics are summarized in Table 13. The par- 743

ticipants were graduate students and visiting re- 744

searchers with diverse levels of experience in edu- 745

cational technology research. 746

Test Procedure. Each participant interacted with 747

three intelligent agent systems, each designed for 748

different scenarios in educational technology re- 749

search. Participants were instructed to ask ques- 750

tions based on their own research interests, such 751

as exploring a research direction or querying a spe- 752

cific academic paper. For each system, participants 753

conducted 5–10 rounds of dialogue. 754

To ensure consistent understanding of the task, 755

participants were shown an instruction modal be- 756

fore beginning the evaluation (Figure 10). The 757

modal clearly explained the purpose and structure 758

of the test in both English and Chinese, including 759

the number of interactions, anonymization policy, 760

and the post-evaluation rating procedure. 761

After completing all dialogue sessions, partici- 762

pants were provided with the full conversation his- 763

tory for each system. They then rated the quality of 764

the responses using the evaluation rubric described 765

in Appendix B. 766

All dialogue records were anonymized during 767

analysis and presentation to ensure that no person- 768

ally identifiable information was disclosed. 769
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Figure 6: Distribution of the number of cited references per question in SCHOLARQA-MULTI and SciFact.

Figure 7: Disciplinary distribution of questions in
SCHOLARQA-MULTI.
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Figure 8: Main interface: users input academic questions and receive structured answers.

Figure 9: Interface example: multi-turn dialogue and literature citation display.
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Aspect 5 4 3 2 1

Organization Exceptionally
well-organized,
flawless logical
structure, points
grouped perfectly,
seamless flow,
clear discourse
markers or sec-
tion headers, no
contradictions
or unnecessary
repetition.

Well-organized,
clear and log-
ical structure,
points effectively
grouped, smooth
flow, clear open-
ing or section
headers, minor
lapses in coher-
ence, minimal
repetition or
contradictions.

Generally well-
organized, clear
structure mostly
maintained, points
grouped logically,
minor lapses in
flow or coherence,
mostly clear,
occasional rep-
etition or slight
contradictions.

Some organiza-
tion, inconsistent
structure, occa-
sional lapses in
coherence, minor
contradictions
or repetitive
statements disrupt
clarity.

Disorganized, no
clear structure,
points scattered,
difficult to follow,
lacks coherence,
contradictions or
irrelevant repeti-
tions throughout.

Coverage Comprehensive
and exceptional
coverage, di-
verse range of
papers and view-
points, thorough
overview, addi-
tional important
discussion points,
all necessary
and sufficient
information, no
irrelevant details.

Good coverage,
variety of repre-
sentative papers
and sources, broad
overview, may
miss a few minor
areas, mostly suffi-
cient information,
avoids excessive
irrelevant details,
minor points
could benefit from
deeper explo-
ration.

Acceptable cov-
erage, several
representative
works, satisfac-
tory overview,
addresses core
aspects, may miss
some details, rea-
sonable amount
of relevant in-
formation, may
lack some helpful
details.

Partial coverage,
covers some key
aspects, misses
significant lines
of research,
focuses too
narrowly, lacks
well-rounded
view, limited in-
formation, leaves
out important
details.

Severely lacking
coverage, focuses
on a single line
of work, misses
holistic view,
greatly limited
depth, lacks
essential details
to understand the
topic.

Relevance Exceptionally
focused and
entirely on topic,
tightly centered
on the subject,
enough depth
and coverage,
every piece of
information con-
tributes directly to
understanding.

Mostly on-topic,
clear focus, minor
digressions or
slightly irrelevant
details, infrequent
deviations, does
not significantly
undermine clarity
or usefulness.

Somewhat on
topic, several
digressions or
irrelevant infor-
mation, frequent
deviations, dis-
tract from the
main question
or redundant
information.

Frequently off-
topic, limited
focus, addresses
the question
to some extent
but often strays,
several irrelevant
or tangential
points, difficult to
maintain focus.

Off-topic, content
significantly devi-
ates from the ques-
tion, difficult to
discern relevance,
distracts the user.

Table 6: Assessment criteria for SCHOLARQA-MULTI across three core aspects.

Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Raw 3.78 ± 0.05 3.42 ± 0.09 3.73 ± 0.02 0.8 ± 1.2 0.6 ± 0.8 0.7 ± 0.9
Naive-RAG 3.85 ± 0.04 3.70 ± 0.18 3.92 ± 0.02 31.4 ± 2.6 38.3 ± 7.6 33.3 ± 4.3
Paper-QA 3.37 ± 0.06 3.00 ± 0.04 3.65 ± 0.07 70.0 ± 1.8 40.3 ± 2.6 48.7 ± 2.0
Ariadne 3.85 ± 0.04 3.78 ± 0.05 3.78 ± 0.08 63.9 ± 1.7 60.6 ± 0.6 60.0 ± 1.1

Table 7: Detailed results of different methods on bio.

Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Raw 3.44 ± 0.09 3.15 ± 0.05 3.63 ± 0.05 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Naive-RAG 3.74 ± 0.14 3.56 ± 0.24 3.85 ± 0.14 51.2 ± 8.1 35.5 ± 2.7 39.7 ± 2.2
Paper-QA 3.41 ± 0.05 3.19 ± 0.05 3.52 ± 0.05 100.0 ± 0.0 38.1 ± 2.3 53.3 ± 2.4
Ariadne 3.96 ± 0.05 3.74 ± 0.05 3.70 ± 0.14 96.1 ± 2.4 60.0 ± 3.0 72.4 ± 2.5

Table 8: Detailed results of different methods on biophysics.
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Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Raw 3.83 ± 0.00 3.44 ± 0.21 3.72 ± 0.08 17.9 ± 2.4 17.4 ± 2.1 16.7 ± 1.9
Naive-RAG 3.78 ± 0.08 3.61 ± 0.31 3.67 ± 0.14 23.4 ± 12.6 31.2 ± 2.6 24.3 ± 7.1
Paper-QA 3.44 ± 0.08 3.06 ± 0.08 3.72 ± 0.08 56.5 ± 8.6 34.6 ± 1.2 40.4 ± 2.5
Ariadne 3.94 ± 0.08 3.83 ± 0.14 3.94 ± 0.08 53.6 ± 6.3 50.2 ± 1.2 49.9 ± 3.2

Table 9: Detailed results of different methods on physics.

Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Raw 3.56 ± 0.11 3.18 ± 0.08 3.66 ± 0.08 9.6 ± 1.3 6.1 ± 0.6 7.1 ± 0.1
Naive-RAG 3.78 ± 0.11 3.68 ± 0.29 3.86 ± 0.03 36.9 ± 5.4 36.8 ± 3.5 34.9 ± 0.6
Paper-QA 3.41 ± 0.06 3.18 ± 0.07 3.71 ± 0.04 50.2 ± 2.7 29.2 ± 1.5 35.2 ± 1.7
Ariadne 3.94 ± 0.03 3.88 ± 0.08 3.87 ± 0.03 53.8 ± 2.6 41.0 ± 3.1 44.0 ± 2.2

Table 10: Detailed results of different methods on photonics.

Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Raw 3.47 ± 0.04 3.06 ± 0.11 3.46 ± 0.04 7.3 ± 0.7 5.3 ± 0.8 6.0 ± 0.7
Naive-RAG 3.74 ± 0.05 3.42 ± 0.19 3.75 ± 0.08 46.4 ± 7.3 44.4 ± 2.8 41.5 ± 1.7
Paper-QA 3.49 ± 0.04 3.11 ± 0.08 3.52 ± 0.09 65.8 ± 0.4 33.8 ± 1.7 42.6 ± 1.2
Ariadne 3.87 ± 0.08 3.76 ± 0.13 3.77 ± 0.08 67.3 ± 6.8 52.9 ± 3.0 55.8 ± 3.4

Table 11: Detailed results of different methods on cs_nlp.

Metrics Generation Citation

Organization Coverage Relevance Precision Recall F1

Raw 3.17 ± 0.12 3.07 ± 0.09 1.00 ± 0.00 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Naive-RAG 3.07 ± 0.21 2.83 ± 0.17 1.00 ± 0.00 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Paper-QA 3.00 ± 0.22 2.60 ± 0.08 1.00 ± 0.00 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Ariadne 3.47 ± 0.26 3.20 ± 0.00 1.00 ± 0.00 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

Table 12: Detailed results of different methods on cs_hci.
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Algorithm 1 Ariadne: Multi-Agent Collaboration Main Workflow

Require: User query q, conversation history H
Ensure: Structured academic response (JSON format)

1: Task Allocation Phase:
Expert Agent uses ExpertPrompts.query_decomposition_prompt to decompose q into sub-
questions Q; For each qi, calls ExpertPrompts.route_query_prompt for task allocation, deter-
mining whether macro/micro review is needed and which paper IDs can be reused.

2: for each sub-question qi in Q do
3: Review Phase (First Part):

Review Agent generates an adapted retrieval query qretr
i based on qi using

ReviewPrompts.generate_retrieval_query_prompt;
4: Retrieval phase:

Retrieval Agent uses qretr
i and the specified mode mi to select retrieval strategy (exact/vector/hy-

brid/full) and retrieve relevant papers or content.
5: Filtering Phase:

For retrieved content, calls LiteraturePrompts.filter_relevance_prompt to evaluate rele-
vance and filter highly relevant content; If there are multiple moderately relevant items, calls
LiteraturePrompts.select_best_moderate_prompt for supplementary selection; For long
text, calls LiteraturePrompts.compress_content_prompt to compress into concise paragraphs.

6: if task is Macro Review then
7: Review Agent calls MacroReviewPrompts.analyze_papers_prompt to analyze paper

overviews and generate ri;
8: if number of papers is large then
9: Process in batches, finally use MacroReviewPrompts.integrate_batch_results_prompt

to integrate all batch results
10: end if
11: else if task is Micro Review then
12: Review Agent calls MicroReviewPrompts.answer_query_prompt to analyze detailed content

or full text and generate ri
13: end if
14: Expert Agent synthesizes ai based on ri and dialogue context H by calling

ExpertPrompts.synthesize_prompt
15: end for
16: Summary Phase:

Expert Agent calls ExpertPrompts.integrate_sub_responses_prompt to integrate all ai and form
the final answer A; Then calls ExpertPrompts.general_response_prompt for citation formatting
and final output.

17: return Final structured response (with citations, JSON format)
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Prompt 1: ExpertPrompts.route_query_prompt

Extract academic search queries from the user's question to find relevant academic
literature.

User Query: {query}

Conversation History:
{conversation_history}

Task:
Extract academic search query from the User Query. Focus only on the academic
content, ignoring any non-academic requirements. The query should be transformed
into a clear, academic question format that captures the core research interest.

- Choose EITHER macro_review OR micro_review based on the query's nature
- A query should not be classified as both - select the most appropriate category

Return in JSON format:
{

"query": "", # Academic search query in question form, transformed to capture
the core research interest
"use_macro_review": true/false, # If query involves research trends or
categories

"use_micro_review": true/false, # If query involves specific facts or methods
"macro_context_paper_ids": [], # Relevant paper IDs from history for context,
if can be used for macro review

"micro_direct_analysis": true/false, # If query requires to analyze specific
papers from history
"micro_direct_paper_ids": [] # Paper IDs from history to analyze directly,
which is required by query

}

Return only the JSON format result without any other explanation.
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Prompt 2: ExpertPrompts.integrate_results_prompt

Based on the user's query, conversation history, and search results, generate a
comprehensive response.

User Query:
{user_query}

Conversation History:
{conversation_history}

Macro Literature Analysis Results:
{macro_results}

Micro Literature Analysis Results:
{micro_results}

Please generate a complete and coherent response that:
1. Directly addresses the user's question based on available information
2. References information from previous conversation turns when relevant
3. Appropriately integrates both macro and micro analysis results
4. Organizes information in a clear, logical structure
5. If any analysis contains error messages (e.g. "No relevant papers found" or
"Unable to determine relevant papers"):

- Still provide any useful information from successful analyses
- Naturally incorporate questions for additional information that would help
provide better results

Citation Rules:
1. In-text citation format:

- Single author: (Smith, 2023)
- Two authors: (Smith and Brown, 2023)
- Three or more authors: (Smith et al., 2023)

2. For multiple papers by the same author(s) in the same year, add letters
(a, b, c...)

Example: (Smith, 2023a), (Smith, 2023b)
3. Full citation format in citations_used:

- Keep maximum THREE authors in the full citation, followed by "et al."
- Format: (First author et al., Year):
First Author, Second Author, Third Author, et al. (Year). Title.
Example:
(Schulz et al., 2023): Schulz, A., Stathatos, S., Shriver, C., et al. (2023).
Utilizing online and open-source machine learning toolkits to leverage the future
of sustainable engineering.

Return in JSON format:
{

"answer": "Complete response including both available information and any
necessary follow-up questions. The response should be well-structured with clear
introduction, logical flow of ideas, and concise conclusion.",
"citations_used": {

"(Citation Key)": ["Full citation details", "Paper ID"],
// Include all citations used in the answer

}
}
Return only the JSON format result without any other explanation.
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Prompt 3: ExpertPrompts.general_response_prompt

Based on the conversation history and current query, generate a comprehensive
response.

Current Query: {query}

Conversation History:
{conversation_history}

Please generate a complete and coherent response that:
1. Directly addresses the user's question based on available information
2. References information from previous conversation turns when relevant
3. Organizes information in a clear, logical structure

Citation Rules:
1. In-text citation format:

- Single author: (Smith, 2023)
- Two authors: (Smith and Brown, 2023)
- Three or more authors: (Smith et al., 2023)

2. For multiple papers by the same author(s) in the same year, add letters
(a, b, c...)

Example: (Smith, 2023a), (Smith, 2023b)
3. Full citation format in citations_used:

- Keep maximum THREE authors in the full citation, followed by "et al."
- Format: (First author et al., Year):
First Author, Second Author, Third Author, et al. (Year). Title.
Example:
(Schulz et al., 2023): Schulz, A., Stathatos, S., Shriver, C., et al. (2023).
Utilizing online and open-source machine learning toolkits to leverage the future
of sustainable engineering.

Return in JSON format:
{

"answer": "Complete response including both available information and any
necessary follow-up questions. The response should be well-structured with clear
introduction, logical flow of ideas, and concise conclusion.",
"citations_used": {

"(Citation Key)": ["Full citation details", "Paper ID"],
// Include all citations used in the response

}
}

Return only the JSON format result without any other explanation.

19



Prompt 4: ExpertPrompts.query_decomposition_prompt

Analyze the user query. If it contains multiple independent questions, split them
into separate sub-queries. If it's a single question, keep it as is.

User Query: {query}

Conversation History:
{conversation_history}

Rules:
1. Only split when the query contains multiple independent questions
2. Keep the exact original expression of each question, do not modify any wording
3. If it's a single question, return the original question
4. Maximum 3 sub-queries

Examples:
Input: "How has neural architecture search evolved for efficient transformers?"
Output: {

"sub-query": [
"How has neural architecture search evolved for efficient transformers?"

]
}

Input: "I'm studying Zhang's 2023 paper on transformer efficiency. Could you
explain their approach to reducing computational complexity? Also, how does their
method compare with previous work, and what are the main limitations they found in
experiments?"
Output: {

"sub-query": [
"I'm studying Zhang's 2023 paper on transformer efficiency. Could you explain

their approach to reducing computational complexity?",
"Also, how does their method compare with previous work, and what are the main

limitations they found in experiments?"
]

}

Return in JSON format:
{

"sub-query": ["question1", "question2", "question3"]
}

Return only the JSON format result without any other explanation.
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Prompt 5: ExpertPrompts.integrate_sub_responses_prompt

Based on the original query and its Conversation History, generate a comprehensive
answer.

Original Query:
{original_query}

Conversation History:
{conversation_history}

Please generate a complete and coherent response that:
1. Directly addresses the user's question based on available information
2. References information from previous conversation turns when relevant
3. Appropriately integrates both macro and micro analysis results
4. Organizes information in a clear, logical structure
5. If any analysis contains error messages (e.g. "No relevant papers found" or
"Unable to determine relevant papers"):

- Still provide any useful information from successful analyses
- Naturally incorporate questions for additional information that would help
provide better results

Citation Rules:
1. In-text citation format:

- Single author: (Smith, 2023)
- Two authors: (Smith and Brown, 2023)
- Three or more authors: (Smith et al., 2023)

2. For multiple papers by the same author(s) in the same year, add letters
(a, b, c...)

Example: (Smith, 2023a), (Smith, 2023b)
3. Full citation format in citations_used:

- Keep maximum THREE authors in the full citation, followed by "et al."
- Format: (First author et al., Year):
First Author, Second Author, Third Author, et al. (Year). Title.
Example:
(Schulz et al., 2023): Schulz, A., Stathatos, S., Shriver, C., et al. (2023).
Utilizing online and open-source machine learning toolkits to leverage the future
of sustainable engineering.

Return in JSON format:
{

"answer": "Complete response integrating all sub-answers with citations in the
context",
"citations_used": {

"(Citation Key)": ["Full citation details", "Paper ID"],
// Include all citations used in the answer

}
}

Return only the JSON format result without any other explanation.
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Prompt 6: LiteraturePrompts.search_analysis_prompt

Analyze the following literature search query to determine the most appropriate
SEARCH MECHANISM that ensures COMPLETE and ACCURATE paper retrieval.

CRITICAL: Your primary goal is to determine HOW to retrieve papers, NOT how to
analyze them.
- Focus on paper retrieval completeness and accuracy
- Choose the search mechanism that ensures no relevant papers are missed
- The actual analysis of paper content will be handled separately by review agents

Query: {query}

STEP 1: DETERMINE SEARCH TYPE
Choose the most appropriate search type for RETRIEVING papers:

- "full": When the query indicates a need for ALL papers in the database
* Choose this when completeness is required AND there is no clear analysis focus
* Examples: "all papers", "entire database", "every paper", "show all",
"analyze all papers"
* This ensures NO papers are missed
* If the query has a specific analysis focus (e.g. "analyze all papers about
deep learning"), use "vector" or "hybrid" instead
* When in doubt and there's no clear analysis focus, choose "full" to ensure
completeness

- "exact": When papers can be found using precise matching criteria
* Use when query contains specific identifiers
* Examples: author names, years, exact titles
* Example: "Find papers by John Smith from 2023"

- "vector": When papers need to be found based on topic similarity
* Use for topic-based searches without exact criteria
* Example: "Find papers about deep learning applications"

- "hybrid": When both exact matching and topic similarity are needed
* Combines exact and vector search
* Example: "Find John Smith's papers about deep learning"

STEP 2: CREATE SEARCH QUERY
(Skip this step if search_type is "full")

For vector search, create a specific query text that DIRECTLY addresses the user's original query:

CRITICAL: The generated query text MUST:
- Be SPECIFICALLY designed to help answer the user's original query
- Use key terms and concepts from the original query
- Maintain the same intent and focus as the original query
- Be detailed enough to capture the semantic meaning of the search intent

Example:
If original query is "How does gamification affect student motivation?":
{

"vector_query_text": "Research on gamification effects and impact on student motivation and
engagement in education, including methods, implementations and results"

}

IMPORTANT RULES:
1. Keep query text focused and specific YET DIRECTLY RELATED to the original query
2. Include all relevant aspects of the search intent in a single comprehensive query
3. ALWAYS ensure the generated query text helps find papers that answer the user's specific question

RESPONSE FORMAT:
{

"search_type": "exact|vector|hybrid|full",
"exact_criteria": {

"authors": ["exact author names"], // Only when query explicitly mentions specific authors
"year": "specific year", // Only when query explicitly mentions specific year
"title": "specific title" // Only when query explicitly mentions specific title

},
"vector_query_text": "comprehensive query text for finding relevant papers" // Single string for
vector search

}

Return only valid JSON without any additional text in English.

22



Prompt 7: LiteraturePrompts.filter_relevance_prompt

Please evaluate how relevant this content is to the query.

Query: {query}

Content:
{content}

Evaluate the relevance on a scale of 0-5:
5 - Perfectly relevant: The content directly and comprehensively answers the query
4 - Highly relevant: The content directly answers most aspects of the query
3 - Moderately relevant: The content contains helpful information that partially
answers the query
2 - Somewhat relevant: The content has some related information but doesn't directly
answer the query
1 - Marginally relevant: The content has only tangential or contextual relevance
0 - Not relevant: The content does not contain helpful information for the query

Note: If the content is clearly the reference section of a paper, return 0.

Return in JSON format:
{

"relevance_score": 0, // Score from 0-5
}

Prompt 8: LiteraturePrompts.select_best_moderate_prompt

Given a research query and a list of moderately relevant items, select the most
suitable items that best complement the highly relevant results.

Query: {query}

Number of slots to fill: {remaining_slots}

Available items:
{items_text}

Return your selection as a JSON object with this format:
{

"selected_indices": [0, 2, 5] // List of selected item indices, maximum
{remaining_slots} items

}

Note: Only return indices of items that would be truly helpful in answering the
query. You don't need to use all available slots if fewer items would suffice.
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Prompt 9: LiteraturePrompts.compress_content_prompt

Compress the following research content to approximately 150 words while
maintaining the most relevant information to the query.

Query: {query}

Content to compress:
{content}

Requirements:
1. Focus on information related to the query
2. Target length: ~150 words

Return in JSON format:
{

"compressed_content": "The compressed text here..."
}

Prompt 10: MacroReviewPrompts.analyze_papers_prompt

Based on the literature provided below, please answer the following research
question:

Question: {query}

Relevant Literature:
{papers_text}

Write a focused, well-structured answer that directly addresses the question.
Synthesize only the relevant insights from multiple papers, compare approaches
when appropriate, and support your points with specific details.
Avoid summarizing papers unless it helps answer the question. Use a scholarly
tone, cite sources as (Author, Year), and list only the citations actually
used (with citation and paper_id) in the citations_used field.
The goal is to provide a clear, helpful answer—not to review the literature.

Return your response as a JSON object with the following structure:
{

"answer": "Your comprehensive answer here, including citations in the text.
The response should be well-structured with clear introduction, logical flow of
ideas, and concise conclusion.",
"citations_used": {

"(Smith et al., 2023)": ["Full citation for Smith et al., 2023 in Relevant
Literature", "paper_id for Smith et al., 2023 in Relevant Literature"],

"(Johnson, 2020)": ["Full citation for Johnson, 2020 in Relevant Literature",
"paper_id for Johnson, 2020 in Relevant Literature"]

}
}

Return only the JSON object without any additional explanations.
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Prompt 11: MacroReviewPrompts.integrate_batch_results_prompt

I will provide you with multiple batches of paper analysis results. Please integrate
these results into a comprehensive summary.

Original Question: {query}

Analysis Results from Multiple Batches:
{batch_results}

Please integrate these analysis results into a complete response. Your integration
should:
1. Avoid redundant information
2. Maintain a coherent narrative that directly addresses the original question
3. Preserve all relevant citations and evidence
4. Combine similar findings while maintaining specificity
5. Ensure the integrated response is comprehensive yet detailed

Return your response in the same JSON format as the input:
{

"answer": "Your integrated comprehensive answer here, including citations in the
text",
"citations_used": {

"(Author et al., Year)": ["citation", "paper_id"],
...

}
}

Return only the JSON object without any additional explanations.

Figure 10: Screenshot of the instruction modal shown at the beginning of the test.
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Prompt 12: MicroReviewPrompts.answer_query_prompt

Based on the literature provided below, please answer the following research
question:

Question: {query}

Relevant Literature:
{paper_content}

Write a focused, well-structured answer that directly addresses the question.
Synthesize only the relevant insights from multiple papers, compare approaches
when appropriate, and support your points with specific details.
Avoid summarizing papers unless it helps answer the question. Use a scholarly tone,
cite sources as (Author, Year), and list only the citations actually used (with
citation and paper_id) in the citations_used field.
The goal is to provide a clear, helpful answer—not to review the literature.

Return your response as a JSON object with the following structure:
{

"answer": "Your comprehensive answer here, including citations in the text. The
response should be well-structured with clear introduction, logical flow of
ideas, and concise conclusion.",
"citations_used": {

"(Smith et al., 2023)": ["citation for Smith et al., 2023", "paper_id for
Smith et al., 2023"],

"(Johnson, 2020)": ["citation for Johnson, 2020", "paper_id for Johnson,
2020"]

}
}

Note: You can only use the citation from Relevant Literature itself which marked
with citation and paper_id, don't refer to the citation in the "content"!

Return only the JSON object without any additional explanations.
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Participant Type Count

Master’s (Year 1) 3
Master’s (Year 3) 1
PhD (Year 1) 1
PhD (Year 2) 2
PhD (Year 3) 2
Visiting Scholar 1

Table 13: Demographics of human evaluation partici-
pants.
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