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Abstract: The number of people participating in urban farming and its market size have been in-
creasing recently. However, the technologies that assist the novice farmers are still limited. There
are several previously researched deep learning-based crop disease diagnosis solutions. However,
these techniques only focus on CNN-based disease detection and do not explain the characteristics
of disease symptoms based on severity. In order to prevent the spread of diseases in crops, it is
important to identify the characteristics of these disease symptoms in advance and cope with them
as soon as possible. Therefore, we propose an improved crop disease diagnosis solution which can
give practical help to novice farmers. The proposed solution consists of two representative deep
learning-based methods: Image Captioning and Object Detection. The Image Captioning model de-
scribes prominent symptoms of the disease, according to severity in detail, by generating diagnostic
sentences which are grammatically correct and semantically comprehensible, along with presenting
the accurate name of it. Meanwhile, the Object Detection model detects the infected area to help
farmers recognize which part is damaged and assure them of the accuracy of the diagnosis sentence
generated by the Image Captioning model. The Image Captioning model in the proposed solution
employs the InceptionV3 model as an encoder and the Transformer model as a decoder, while the
Object Detection model of the proposed solution employs the YOLOv5 model. The average BLEU
score of the Image Captioning model is 64.96%, which can be considered to have high performance
of sentence generation and, meanwhile, the mAP50 for the Object Detection model is 0.382, which re-
quires further improvement. Those results indicate that the proposed solution allows the precise and
elaborate information of the crop diseases, thereby increasing the overall reliability of the diagnosis.

Keywords: crop diseases diagnosis; farm-tech; deep learning; Inceptionv3; transformer; image
captioning; YOLOVS5; object detection

1. Introduction

The unique form of farming that has taken place inside or near the city rather than
rural areas, or urban farming, is growing at a rapid rate. Its market share has also shown
a steady increase. The lack of knowledge and inexperience, however, makes the novice
farmers face challenges since the crops are vulnerable to climate changes that only the
professional farmers can properly manage. There have been a number of attempts to detect
crop diseases using cutting-edge techniques such as CNN [1]. However, those types of
models show whether the plants were infected or not rather than giving the specific details
such as the cause, the area, or the gravity of the diseases.

Therefore, our research aims to develop a solution that can help the novice urban
farmers who are struggling with maintaining their crops. Our proposed solution was de-
signed to show the infected areas and diagnose the diseases with detailed explanations.
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Therefore, we employed the Image Captioning model that requires image and sentence
inputs to generate the captions which play a key role in diagnosing diseases. Moreover,
we also utilize the YOLOv5-based Object Detection model that shows bounding boxes to
indicate the damaged area.

Preventing the spread of diseases in crops is indispensable for farmers, and therefore,
itis crucial to identify the characteristics of diseases and handle them in advance. However,
most urban farmers are struggling with them since they are not familiar with farming. We
expect our improved solution suggested in this paper can give helpful assistance to those
who are not familiar with agriculture.

We expected that our research model could contribute to boost the reliability and ac-
curacy of detecting the crop diseases by presenting sentences of its diagnosis based on
our Image Captioning model and boxing the damaged areas without the Object Detection
model. We also anticipated that our model could help existing urban farmers with a lack
of farming knowledge.

Our research was conducted as follows. In Section 2, we presented background and
the related work in Image Captioning and Object Detection. We also introduced data col-
lection and preprocessing work along with the explanation of our two models in Section 3.
We described the output of our model test by illustrating the tables and the plots of the
qualitative and quantitative results in Section 4. We concluded our paper with an overall
summary of our research in Section 5.

2. Related Work
2.1. History of Deep Learning-Based Image Captioning and Object Detection

Research using deep learning has been conducted in various fields. Among them,
Image Captioning and Object Detection model research using deep learning are also being
actively conducted.

Image Captioning is a technique that captures various features of images and gen-
erates sentences describing them in detail. It should accurately grasp the various features
contained in the image, such as people, objects, and actions, and generate high-quality sen-
tences that explain these features well. A representative Image Captioning technique using
deep learning is the ‘End-to-End’ method. It is a method built on the Encoder-Decoder
structure, which originated with the field of machine translation [2]. The End-to-End
method typically consists of a CNN-based encoder that processes features of the image
and a RNN-based decoder that generates captions which describe features of the image.
For example, there is a model which was designed to extract the features of the image
from the CNN model of the encoder, compress the extracted features into a ‘global visual
feature vector’, and pass it on to the RNN model of the decoder to generate sentences [3].
In addition, a model with “Attention”, a technique for finding parts to focus on among
various features, was devised to enhance the accuracy of image feature description [4]. Re-
cently, models developed based on Attention, such as Transformer, have also been applied
to the decoder of the End-to-End method [5]. The Image Captioning model used in this
study was also applied with the End-to-End technique that applied the Transformer model
to the decoder.

Object Detection is a technique that detects a specific object, such as a person, from
an image to classify the class of the object and generates a bounding box that distinguishes
the object from others [6]. With the advent of the deep CNN algorithm, the performance of
feature extraction of images has increased dramatically. Research on deep learning-based
Object Detection models has become active as well [7]. Deep learning-based Object Detec-
tion algorithms are largely divided into two types. First, there is a type that separates the
process of detecting and classifying an object. For example, The RCNN model proposed
by Girschick et al. (2014) finds multiple candidate regions that are expected to be objects,
converts the sizes of each candidate region to the same, inputs candidate regions into the
CNN model to extract features, and passes each feature to the SVM model to classify the
object category [8]. Second, there is a type that processes detecting and classifying an ob-
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ject at once. This type of model has the advantage of relatively fast image processing since
it detects and classifies an object simultaneously. For Instance, The YOLO model proposed
by Joseph et al. (2015) is one of the representatives of this type. As shown in Figure 1, it
selects candidate regions separately from images, inputs the entire image into the neural
network instead of inputting each candidate region, divides the image into multiple grid
cells, and performs detecting and classifying objects simultaneously using each cell [9].

S x S grid on input

Class probability map

Figure 1. Structure of the YOLO.

Even after the YOLO was released, other YOLO models with improved performance
were steadily released. YOLOVS, the fifth-updated YOLO model, was applied to the Object
Detection model used in this study.

2.2. Model Application Case

There were only a few number of studies related to Korean context on Image Cap-
tioning. Those studies translate the English captions of the MS COCO dataset into Korean
using RNNs and LSTMs [10,11]. Moreover, most of them employ old-fashioned models
with poor accuracy in the field of Natural Langue Processing. Although several models
have started to conduct research using Attention, we have rarely found research that han-
dles Korean context using Transformer.

In the non-agricultural field, several studies using Object Detection models have been
conducted. There are examples of implementing dirt and garbage detection models using
SSDs and VGG16, and there are also studies that have constructed a total of three CNN
models—InceptionV3, VGG16, MobileNet—to determine whether people are wearing a
mask at the time when COVID-19 was spread worldwide [12].

There were several cases in which an Object Detection model was constructed using
a deep learning model in the agricultural field. Leveraging Plant village data, AlexNet
and GoogleNet-based crop disease detection cases exist [13]. In addition, there are Fast
R-CNN, R-FCN, SDD-based tomato disease, and pest detection models [14]. Meanwhile,
using the In Yolo County California, 2014 dataset, the crop classification model combining
the enhanced LSTM model and the 1D CNN model yielded higher accuracy of 85.54% and
f1_score results of 0.73 compared to existing machine learning models such as XGBoost,
RF, and SVM [15]. In addition, there is also a case of improving the apple leaf disease
detection model through deep residual learning [16]. There was also a study of recogniz-
ing plant leaf diseases by segmenting disease symptoms through a hue, saturation and
intensity-based, and LAB-based hybrid segmentation algorithm, as well as by classifying
the name of diseases through CNN network [17]. Moreover, we find transfer-learning-
based plant disease detection studies that detect rice plant diseases based on the DenseNet
pre-trained on ImageNet and the Inception module [18]. There is also a case of identify-
ing plant diseases based on the VGGNet pre-trained on ImageNet and the Inception mod-
ule [19]. Meanwhile, we also find a case of identifying plant diseases based on ensemble
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learning, aggregating three lightweight CNNs, including SE-MobileNet, Mobile-DANet,
and MobileNet V2 [20].

There were also cases in which Object Detection research was conducted using the
YOLO model. There existed a YOLOv3-based apple growth phase prediction model utilizing
the Author Collection Dataset, which led to performance above the Fast R-CNN model and
the VGG16 model. There was also a study in which the YOLOv5 model used in this work is
applied in conjunction with the optical flow algorithm to develop a tram-to-pedestrian colli-
sion prediction prevention model [21].

Therefore, through this study, we used a Transformer model for Image Captioning
technology to apply it to Korean, which has not yet been studied, to help agricultural fields
and diagnose crop diseases. We also wanted to study it because there were few cases of
crop disease diagnostic studies using Image Captioning models.

In addition, we used YOLOV5 as our Object Detection model to visualize the affected
area of the crop’s disease with bounding boxes so that the damaged part can be seen at a
glance.

3. Materials and Methods
3.1. Data Collection

We collected a crop image dataset for model training from Al-hub, a Korean plat-
form that discloses open-source data needed for developing Al-based technology, prod-
ucts, and services [22]. As for crop image data, the “Facility Crop Disease Diagnostic Image”
dataset [23], which is the main field crop (10 types) disease image data, and the “Outdoor
Crop Disease Diagnostic Image” dataset [24], which is the main facility horticultural crop dis-
ease image data (12 types), were used for the disease diagnosis of crops. Both datasets contain
images of normal and disease-infected crops. We selected five crops; “pepper”, “pumpkin”,
“tomato”, “bean”, and “spring onion”, which are common in Korean households.

Using the annotation of metadata contained in Al-hub, the crop image data was used
to detect normal crops and nine diseases with “Pepper Anthracnose”, “Pepper White Pow-
der”, “Pumpkin Old Disease”, “Pumpkin White Powder Disease”, “Tomato Leaf Mold
Disease”, “Soybean Spot Disease”, and “Black Bottle”. As shown in Figure 2a, crop im-
ages appropriate for model training could be well collected.

(b)
Figure 2. (a) Red Pepper with Anthracnose; (b) Non-Crop Image.

Meanwhile, to prevent disease from being detected in non-crop objects, we had to
secure non-crop images for model training so that the model could learn there are no dis-
eases in the non-crop image. We collected non-crop image datasets by randomly crawling
non-crop images on websites such as Coupang, Danawa, Lotte Home Shopping, Monthly
Airlines, JoongAng Ilbo, Dong-A Ilbo, and Chosun Ilbo. We also took pictures of objects,
such as cups and pencils, which can be commonly encountered in everyday life. As shown
in Figure 2b, non-crop images could be well secured.
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3.2. Data Preprocessing
3.2.1. Data Preprocessing for Image Captioning

In order for the Image Captioning model to generate detailed and accurate diagnos-
tic sentences in images of disease-infected crops, appropriate diagnostic sentences which
comprehensively take into account crop types, disease types, disease damage levels, and
disease symptoms must be produced. To this end, websites of both AI-Hub and the Na-
tional Crop Pest Management System were referred to in order to identify types of crops,
diseases, disease damage, and disease symptoms, and a crop disease diagnosis sentence
necessary for model training could be produced. The process of producing diagnostic sen-
tences for each image, used in model training, is as follows.

Referring to Metadata in AI-Hub

AI-Hub also provides metadata about additional information of the crop images, as
shown in Table 1.

Table 1. Examples of Metadata Information Provided by AI-Hub.

Item Type Code Example of Code
Disease Integer 0,1,...,20 14
Crop Integer 0,1,...,10 9
Area Integer ,1,...,7 3
Grow Integer 11, 12,13 12
Risk Integer 0,1,2,3 2
Bounding Box Points Dictionary {xtl, ytl, xbr, ybr} {"xtl”: 100, “ytl”: 200,

“xbr”: 1100, “ybr”: 1200}

The metadata of the image is provided as a file in JSON form, as shown in Figure 3.
Among the various categories that make up the metadata, the type of disease was identified
in the “disease’ part, the type of disease-infected crops in the ‘crop’ part, and the degree of
disease damage, such as early, mid, late stage, in the ‘risk” part.

"annotations™: {

"disease": 1,
"crop™ 1,
"area"™: 1,
"grow": 13,
"risk™ 1,
"points”: [
{
"xtl": 2322,
"ytl": 480,
"xbr": 3382,
"ybr": 3627

}
Figure 3. Metadata in JSON form provided to each image.

Referring to Disease Keywords Provided by National Crop Pest Management System

National Crop Pest Management System provides various information to prevent dis-
eases of crops, such as the type of disease of crops and the timing of disease outbreaks [25].
Particularly, some information about a specific disease can be found there, which contains
the types of crops that can be infected with the disease and various symptoms which can
be identified from the infected crops. In the information describing the symptoms, the
features that appear prominently as symptoms of the disease were identified, and these
features were regarded as keywords for symptoms of the disease. For Example, if ‘Anthrac-
nose’, one of the names of diseases which can infect crops, is searched, several crops that
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can be infected with the disease, such as peppers, are introduced. Among them, “round
spots”, “dark or yellowish-brown spores”, and “dry twisting” can be identified as key-
words for the symptoms of the disease.

Using All the Information Gathered to Produce Crop Disease Diagnostic Sentences

First of all, disease symptom keywords were allocated according to the type of disease
and the degree of damage previously identified. As a result of comparing the images of
various crops and the symptom keywords of the disease in which the crop was infected
according to the degree of disease damage, it was confirmed that the number of keywords
appearing in the crop image increased as the disease damage intensified. Reflecting this
point, more symptom keywords were assigned to disease diagnosis sentences as the degree
of disease damage in the crop image increased. For example, keywords according to the
degree of disease damage of pepper anthracnose are as follows.

Early Stage: “round spots”
Middle Stage: “round spots” + “dark or yellowish-brown spores”
Late Stage: “round spots” + “dark or yellowish brown spores” + ”dry twisting”

Next, a disease diagnosis sentence including both symptoms and types of disease
was produced using keywords allocated according to the degree of disease damage. For
example, the disease diagnosis sentence for pepper anthracnose is as follows.

e  Early Stage: A round spot appears on the pepper, which is suspected to be a red
pepper anthracnose.

e  Middle Stage: The pepper has yellowish brown spores and round spots, so it is sus-
pected to be a pepper anthracnose.

e Late Stage: Itis suspected that it is a pepper anthracnose, as it appears to have circular
spots, yellow-brown spores, and dry twist on the pepper.

Sentence Augmentation for Model Training

Finally, two text augmentation techniques, ‘word order change’ and ‘back transla-
tion’, were used to produce additional synonymous sentences to enable the model to learn
sentences in various contexts. Word order change is a technique that changes the structure
of a sentence by changing the order of sentence components. In Korean, the overall mean-
ing of the sentence is generally maintained even if the order of the sentence components is
changed. Using the characteristics of Korean, which has relatively flexible word order [26],
various forms of sentences were produced by changing the positions of various sentence
components that make up the sentence. Next, back translation is a technique that uses a ma-
chine translator to translate a sentence into another language and, then, translates it back
into the language before it was translated to change the form of the sentence [27]. Many
IT companies, such as Google and Naver, are providing machine translation services. As
a result of directly comparing the quality of various machine translation services, the ma-
chine translation service called “Papago” provided by Naver tended to be more natural, in
terms of foreign to Korean translation, than other services. Therefore, using Naver’s ‘Pa-
pago’, an original diagnostic sentence was translated from Korean to English, translated
from English to Japanese, and then translated from Japanese to Korean again to produce a
new sentence.

For model training, basically 5 disease diagnosis sentences were produced per im-
age using disease symptom keywords, and then, word order change and back translation
techniques were applied to the 5 basically produced sentences, respectively, to produce
a total of 10 new sentences. In addition, 5 additional sentences were produced by apply-
ing back translation techniques to the existing 5 sentences produced by applying word
order change. In this way, a total of 20 candidate sentences were produced according to
the disease and symptoms of one crop, and 5 non-overlapping sentences were assigned
out of 20 candidate sentences per image. In the same way, sentences for normal crops and
non-crops were generated and assigned to each image. The number of images used for
model training was 123,913. As a result, a total of 619,565 sentences were produced for
123,913 images. On the other hand, the number of images used for model testing was 303,
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collected from sample images provided by Al-hub’s “Facility Crop Disease Diagnostic Im-
age” dataset and “Outdoor Crop Disease Diagnostic Image” dataset, along with non-crop
images collected by crawling websites and taking them in person. Thus, a total of 1515
sentences were produced for 303 images.

The overall preprocessing step of Image Captioning is shown in the Figure 4.

Refer to Metadata Refer to Disease Keywords Make a Sentence Sentence Augmentation
¢+ Disease
> . Regard Features of Symptoms »| ¢ Combine All Gathered Informations | —3{ « Increase the number of Sentences
+ Crop as Disease Keywords * Allocate Keywords by a Degree of a o Word Order Change
Damage o Back Translation
» Degree of a Damage k J \

Figure 4. The Overall Preprocessing Step of Image Captioning.

3.2.2. Preprocessing for Object Detection Model

We also collected crop images from Al-hub’s “Outdoor Crop Disease Diagnostic Im-
age” and “Facility Crop Disease Diagnostic Image” datasets to train the Object Detection
model. We classified seven predicted classes, which was different from the Image Cap-
tioning model that defines nine predicted classes since Anthracnose and Leaf Blight were
shown in two types of plants.

We labelled images after the data collecting and class defining process. We used ‘La-
bellmg’, a python-based program that can create bounding boxes of the images, to box the
damaged area. Bounding boxes were based on metadata in Al-hub, which describes the
name and types of diseases. We generated boxes where crops were affected with diseases.
There were also a number of cases that box the entire part when the infected areas were
widely spread on the crop.

The total number of the original dataset from Al-hub is 5970, and among them, we
split the entire dataset into a training set and a validation set given the ratio 8:2. The specific
figure is as follows: the red pepper data with 1507 images for training and 377 images for
validation, the tomato data with 850 images for training and 213 images for validation, the
spring onion data with 928 images for training and 112 images for validation, the bean data
with 928 images for training and 201 images for testing, and zucchini data with 784 images
for training and 196 images for validation. We collected the total 4871 images for training
and 1099 images for validation.

We decided to augment image data since the original dataset is not enough to train
the proper model with each label not uniformly distributed. What our team had to do
before the augmentation process is make a module to resize the bounding boxes based on
the augmentation, since the existing tools offer augmentation only for images. The process
includes transferring the coordinates from Pascal VOC type to Yolo type for model training.

The augmenting options are as follows: Vertical Flip, Horizontal Flip, Linear Contrast,
Grayscale, Superpixel, Affine transformation, Embossing, and Sharpening. The Grayscale
option was triggered with a 20% chance while other options were with a 50% chance as a
way to guarantee the randomness and maximize the diversity of augmented images. We
also resized the image to 640 x 640 to reduce the training time of the model.

The total number of image datasets after augmentation were 31,394 with 25,458 im-
ages for training and 5936 images for validation. The specific figures were as follows: the
red pepper data with 4521 images for training and 1131 images for validation, the tomato
data with 3196 images for training and 952 images for validation, the spring onion data
with 5950 images for training and 1278 images for validation, the bean data with 3208 im-
ages for training and 928 images for validation, and the zucchini data with 3712 images for
training and 804 images for validation.
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3.3. Structure of the Crop Disease Diagnosis Solution
3.3.1. Image Captioning Model

The Image Captioning model used in this study is based on the End-to-End structure,
which is one of the machine translation models in natural language processing. Image
features are extracted from the encoder, and caption sentences are generated in the decoder
based on the extracted features. In this study, InceptionV3, a CNN-based model pretrained
with ‘ImageNet’ data, was used as an encoder, and Transformer was utilized as a decoder.

(a) InceptionV3

The InceptionV3 is a CNN-based image recognition model that showed a greater per-
formance than VGGNET, commonly known as ILSVRC14 (ImageNet Large-Scale Visual
Recognition Challenge 2014) [28]. GoogleNet, developed by researchers at Google, is In-
ceptionV1, an earlier version of InceptionV3 [29].

Thanks to the Inception Module, InceptionV3 was able to be trained with 48 deep
neural networks for high accuracy, as shown in Figure 5. As illustrated in Figure 6, the
Inception Module performs four types of convolution and pooling operations on the input
values, and it combines the results in the channel direction. The Inception V3 model has
nine Inception Modules.

We perform various dimensions of convolution operations in parallel to extract the fea-
ture map from the Inception Module in a more effective way. In the Inception Module, the
1 x 1 convolution layer plays a key role in reducing dimensions and reducing operations.

The InceptionV3 model was improved by changing the optimizer to RMSProp from
the InceptionV2 by applying the Label Smoothing technique, which prevents overfitting
and Batch Normalization (BN) in the fully connected layers.

Those techniques allow InceptionV3 to reduce the complexity while operating with
fewer number of parameters, thereby improving accuracy in a shorter period of time.

In this study, we removed the SoftMax layer, the last layer of the InceptionV3 model,
in order to extract certain feature points of the input images and use them as other inputs
for the Transformer.

>
b At > b b > A b
NRAENEARARN } } (Bt UL
P PP > > > o > > L o P PP P PP
o > N > > o >

Convolution L {_ 0l ,} X
AvgPool Input: 299x299x3 a1 em 1 ,'I‘.,
- Concat Output: 8x8x2048 U L}
Dropout o o N
[ Fully connected i '{ I %
@ Softmax T T

delete softmax layer

Figure 5. Structure of InceptionV3.
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Figure 6. Structure of Inception Modules.

(b) Transformer

Transformer is a model that adopts the Attention mechanism from seq2seq’s Encoder-
Decoder structure. This model shows better performance than RNN without using RNN.
RNN-based seq2seq models squeeze the input sequence into a single context vector, and
the decoder generates an output sequence through this context vector. However, this struc-
ture loses some information of the input sequence while the encoder compresses the input
sequence into a context vector. Therefore, Attention was used to correct it [30]. Encoder-
Decoder structure with Attention allows Transformer to achieve better parallel processing
and thus make the model faster than RNN [31].

The Transformer model obtains the positional information of the input sequence through
positional encoding. Existing RNNs allow input values to be entered in sequential order,
but Transformers use a positive encoding technique and, therefore, cannot be entered in se-
quential order. As shown in Figure 7, Transformer also utilizes three attentions, which are
Self-Attention in encoders, Masked Self-Attention in decoders, and a vanilla Attention layer.

Add & Norm
Add & Norm

Feed Forward '—l
Feed Forward

Add & Norm

Multi-Head Attention

Multi-Head Attention o—l

Add & Norm -‘
I
Output Embedding Positional Encoding

| Positional Encoding »

Figure 7. Structure of Transformer Model.

I
Input Embedding

In this study, the feature points of the image extracted through the InceptionV3 model
can also be used as an input value of the transformer.

(c) InceptionV3-Transformer
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The process of creating captions for images is shown in Figure 8. First, when the image
goes as an input into InceptionV3, various features are analyzed in the image. For exam-
ple, if an image of a red pepper infected with Anthracnose is loaded as an input, the model
analyzes the shape, the number, and the color of the affected area. Features extracted from
InceptionV3 become an input into the Decoder of Transformer to generate captions. Mean-
while, the Transformer model itself has an Encoder-Decoder structure. First, the features
of the image were input into Transformer’s encoder, along with the location information
of each feature, and then analyzed through the Self-Attention process. The analyzed infor-
mation is then entered into Transformer’s decoder, which also includes a pre-made disease
diagnostic sentence for model training. Finally, features of the image and disease diagnos-
tic sentences are comprehensively analyzed by the Self-Attention process in the decoder of
Transformer, resulting in generated captions predicted by the model.

[A green leaf is detected. <End> |

| Linear |
( [ \\ (/I Add & Norm I\
—  Add & Norm | x
Feed Forward
Feed Forward
— Multi-Head Attention

—~  Add&Norm |
1

Add & Norm

Multi-Head Attention

N—

| Input Embedding | | Output Embedding |
I —

[ <start> A green leaf is detected. |

Figure 8. Structure of Image Captioning Model.

3.3.2. Object Detection Model
(a) YOLOvV5

There have been a number of models dedicated to the Object Detection, and we de-
cided to use a pretrained model to reduce the training time. Among them, our model
employed the YOLO algorithm released in 2016. YOLO algorithm outperforms its competi-
tors, such as Fast R-CNN, in accuracy and speed. We use the YOLOv5 model among other
YOLO family models since YOLOv5 showed improved processing time when in deeper
networks. Our Object Detection model employed YOLOv5m, one of the subvariants of
YOLOVS5, considering our situation.

YOLOV5 made features from input images, and the features passed into a prediction
system to create a rectangle to form a boundary around the detecting object for prediction
using class labels.

Asillustrated in Figure 9, Backbone, Neck, and Head are three main parts of YOLOVS5.
The Backbone collects and creates image features, while the Neck passes those features to
the Head for the prediction. Then, bounding boxes and class predication were made in the
Head part.



Appl. Sci. 2023, 13, 3148

11 of 19

BackBone Neck Head
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Figure 9. Structure of YOLOV5.

3.3.3. Flow of Crop Disease Diagnosis Solution

The flow of crop disease diagnosis solution consisting of the Image Captioning model
and Object Detection model introduced above is shown in Figure 10. First, images of
disease-infected crops are simultaneously input into the Image Captioning model and the
Object Detection model. In the Image Captioning model, the type, symptom, and degree of
damage of the disease are recognized from the features of the crop image. Then, appropri-
ate disease diagnostic sentences in which these features are comprehensively considered
are generated. In the Object Detection model, the affected area of the crop is detected in
the input image and a bounding box is displayed on the affected area to ensure high relia-
bility in disease diagnosis. Finally, the crop disease diagnostic sentence and the bounding
box shown on the affected area are displayed together. On the other hand, when an image
of a normal crop that is not infected with disease is input into the crop disease diagnosis
solution, an image without a bounding box is presented with a diagnostic sentence that the
crop is normal. When an image of a non-crop object is input, an image without a bounding
box is presented with a sentence that the crop is unrecognizable.

( )

Image captioning Diagnostic Caption

. J/

NS

Diagnostic
Caption

Object Detection Bounding Box

N J

Figure 10. Structural Diagram of Crop Disease Diagnosis Solution.

4. Result
4.1. Quantitative Result
4.1.1. Quantitative Result of Image Captioning Model

The overall training process of the Image Captioning model was done by extracting the
features of train images from InceptionV3 and caching them to disk with the “.npy’ extension.
Meanwhile, we used five captions for every feature as an input of the Transformer.

The training was conducted with setting the epoch to 30 with the Adam optimizer.
The loss function was Sparse Category Cross-Entropy with the drop rate at 0.2 to pre-
vent overfitting.
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Hyperparameters are the default values published in the ‘Attention all you need’ paper,
which are set with four layers of Encoder-Decoder, 2048 hidden layers of Encoder-Decoder
Position-Wise-Feed Forward neural networks, 512 input/output dimensions of Encoder-Decoder,
and eight heads for parallel use in Multi-Head-Attention.

Caption generation performance of the Image Captioning model was evaluated us-
ing BLEU score [32]. The BLEU score is a representative sentence generation performance
indicator frequently used in the field of machine translation, yielding a mathematically
calculated score of similarity between human-made sentences and model-generated sen-
tences. The BLEU score has a value between 0 and 1, which means that the closer it is
to 1, the higher the sentence generation performance. The BLEU score is calculated by
tokenizing each sentence in a word unit and comparing the number of tokens shared be-
tween the tokens of the human-made sentence and the tokens of the sentence generated by
the model. Meanwhile, the N-gram technique can be applied when calculating the BLEU
score. Similarities in sentence structure can be analyzed by grouping tokens by the number
of words in N-gram units to compare pairs of words with each other. In this study, the per-
formance of the Image Captioning model was analyzed using BLEU_1, BLEU_2, BLEU_3,
and BLEU_4, which are BLEU scores applied with 1-g, 2-g, 3-g, and 4-g, respectively, as
well as BLEU_AVG, which is the average of these four BLEU scores. The performance of
the model was analyzed with 306 images evenly containing disease-infected and normal
crops, and each score was multiplied by 100 so that the final score could be expressed as a
percentage. Each calculated BLEU score is shown in Table 2.

Table 2. BLEU scores (%).

BLEU_1 BLEU_2 BLEU_3 BLEU_4 BLEU_AVG
78.64 69.77 61.08 50.58 64.96

All scores were calculated by discarding the third decimal place.

As shown in Table 2, all five BLEU scores were more than 50 points, and in particular,
the average score of each N-gram-based BLEU score was calculated to be about 64.96 points.
According to the ‘AutoML Translation Guide” on the Google Cloud website, the quality of
the sentence is considered very high if the BLEU score of the generated sentence is over
50 points [33]. Evaluating the model’s ability to generate captions based on this criterion,
it can be interpreted that the Image Captioning model in this study produces very high
quality captions since all measured BLEU scores are over 50 points.

4.1.2. Quantitative Result of Object Detection

The Object Detection model was designed to display bounding boxes to highlight the
affected area of the plant, and each label had different colors of boxes. The actual classes for
prediction are seven rather than nine, since Powdery Mildew was detected in red peppers
and zucchinis, while leaf blight was shown in tomatoes and beans. Meanwhile, among five
pretrained models of YOLOvV5, which are YOLOv5n, YOLOv5s, YOLOv5m, YOLOV5], and
YOLOVvV5x, our team chose YOLOv5m.

The confusion matrix on Figure 11 shows the performance of our Object Detection model.

Figure 12 displays the precision-recall curve of our Object Detection model.

According to Figures 12 and 13, Anthracnose, Alternaria Leaf Spot, and Leaf Mold
were detected quite well, while detecting Powdery Mildew, Leaf Blight, and Frogeye Leaf
Spot shows low level of precision and F1-confidence. Figure 12 suggests mAP50 of each
class, which has a similar output compared to the confusion matrix. The average mAP50
was 0.382, indicating that the performance of the model is low. Anthracnose, Alternaria
Leaf Spot, and Leaf Mold had a mAP50 score above 0.5, while other classes showed the
mAP50 below 0.3. Meanwhile, Figure 13 suggests the highest average F1-score is 0.44 at
0.204 confidence, which shows the significant difference among the classes.
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Figure 11. Confusion Matrix of Object Detection Model.
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Figure 13. F1-Confidence of Object Detection Model.

4.2. Qualitative Result
4.2.1. Qualitative Result of Image Captioning Model

The following are scenes in which a sentence predicted by the model and a correct
answer sentence produced for model training are displayed together. The predicted sen-
tence was generated by inputting a randomly selected image of a disease-infected crop or
a normal crop.

First of all, comparing a generated sentence and a correct answer sentence for the image
of the disease-infected crop, as shown in Figure 14, they are both structurally and semanti-
cally similar, except that the sentence generated by the model replaces the ‘2§ 7|1 7{© 2 (be
formed)’ of the answer sentence with ‘L}E}L}= Z{ (was appeared)’. In addition, the sen-
tence generated by the model also describes the disease symptom keywords “yellowish-
brown spores” and “circular spots” in the correct answer sentence, and, at the same time,
accurately diagnoses “pepper anthracnose” as a disease for a pepper, which is a disease
diagnosis target crop input in the model. In conclusion, it can be confirmed that the model
accurately recognizes the symptoms and degree of damage of the crop and accurately di-
agnoses the type of disease.

Real Caption: D0 Zzo| ZAlel AELHH0| 21 212 B0t D% EHHY

2 Hoz QAMELIC
Predicted Caption: D0 ZMo| ZRIQL |SUIEHO| LIEH s 2122 20t DRE

tHESZ olAELICH

Figure 14. Generated sentence (predicted caption) and correct answer sentence (real caption) for the
image of an Anthracnose-infected pepper.

Next, comparing the generated sentence and the correct answer sentence for the im-
age of a normal crop, as shown in Figure 15, the positions of ‘ EOtE GO 0f| A (in tomato
fruit)’ and * £t & H 0| (special disease)’ in the correct answer sentence are switched
with each other. Due to the characteristics of Korean, the meaning of the sentence does
not change much even if the word order is changed, and the meaning of the generated
sentence is still the same even if the position of those two expressions is changed. Ad-
ditionally, 274 | X| %L (not found)’ and ‘ AF&E ZE|L|C} (to be thought)” are replaced by
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‘A= K| UT| (not detected)” and ‘ ZFZ= =l L|C} (to be considered)’, respectively. Since

the meaning of those replaced expressions is similar to the expression of the correct answer sen-
tence, the meaning of the generated sentence is still the same as the correct answer sentence.

Real Caption: S0IE ZOHGIAM SE& 20| AL A 2 202 201 Zdoz ARELICH
Predicted Caption: SE&H 20| E0IE S0HHIA Z=LIA A2 2 2222 A= LICH

Figure 15. Generated sentence (predicted caption) and correct answer sentence (real caption) for the
image of a normal tomato.

In conclusion, since the Image Captioning model generated sentences with similar
meanings to correct answer sentences, it can be evaluated that it has high-performance
sentence generation ability.

4.2.2. The Qualitative Result of Object Detection Model

Figure 16 shows the red pepper with Anthracnose detected. The Object Detection
model precisely detected the infected area rather than a different region, given that another
crop that has a similar color with the damaged area was not detected.

Figure 16. The red pepper with Anthracnose.

Meanwhile, Figure 17 indicates that the crop without symptoms was not detected.
Figure 17 is the photo of spring onion, and any related disease, such as leaf spot, was
not detected.
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Figure 17. Spring onion without anything detected.

4.3. Result Analysis

We designed the solution where an input crop image generates a diagnosis in a de-
tailed sentence and shows the infected area with bounding boxes. This output can help
users to know which part is damaged and find a way to manage it.

Figure 18 illustrates the final output of our solution. When the user takes a photo of
the infected crops, such as the red pepper with Anthracnose in Figure 18a, the solution
generates the diagnosis and bounding boxes on the screen. The diagnosis generated the
sentence ‘30| Y SHED M EXFO{2(7t LiEtLD ZEt HIEOX AS
Hop nFEtYHOZ O|MEIL|Ct (The pepper is dried and twisted with yellow-brown
spore and round spot on the surface, which is suspected to be infected with Anthracnose)’.

KT3:10 @ & A{t0) Bl 55% &

o) AN [ ] A7)

] @) < il @] i

(@) (b)

Figure 18. (a) The output of the red pepper with Anthracnose below TITHL-& (Diagnosis); (b) The
output of non-crop image below £l EtLY-& (Diagnosis).
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Figure 18b is a wireless earphone with no bounding box. The diagnosis also generated
the sentence ' 20| AEE[X| AUSLICH (Crops were not detected)’.

Total running time was 8.3 s in the Amazon AWS cloud server with vCPU 1, a main
memory with a volume of 1GB and 100G environment of network outbound. The running
time could have been faster if our research had been conducted in an environment based
on better equipment. Consequently, we developed the solution that diagnoses the diseases
with precise explanations and clearly illustrates the area of the damaged part rather than
merely showing the figures.

5. Conclusions

The research aims to develop technology that can help inexperienced urban farmers
manage their crops in a more efficient way. To do so, we utilized the Image Captioning
model that presents evidence sentences of its diagnosis and Object Detection that creates
bounding boxes on the damaged area. Those two models allowed us to design an accurate
crop disease diagnosis solution with detailed explanations. We anticipated a few positive
social effects if our solution combines with application services, IOT, or robots. The re-
search aims to develop the technology that can help inexperienced urban farmers manage
their crops in a more efficient way. To do so, we utilized the Image Captioning model that
presents evidence sentences of its diagnosis and Object Detection that created bounding
boxes on the damaged area. Although the mAP50 in the Object Detection model was quite
lower than our expectation, overall performances can be improved with further research.
Those two models allowed us to design an accurate crop disease diagnosis solution with
detailed explanations. We anticipate a few positive social effects when our solution is com-
bined with application service. Moreover, it can also satisfy the social needs of the increas-
ing urban farmers, and even home farmers, raising pet plants. Consequently, we expect
that our solution can create the environment for sustainable development and stimulate
the agricultural economy.
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