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Abstract

We present Learn2Aggregate, a machine learning (ML)
framework for optimizing the generation of Chvatal-Gomory
(CG) cuts in mixed integer linear programming (MILP). The
framework trains a graph neural network to classify useful
constraints for aggregation in CG cut generation. The ML-
driven CG separator selectively focuses on a small set of im-
pactful constraints, improving runtimes without compromis-
ing the strength of the generated cuts. Key to our approach
is the formulation of a constraint classification task which
favours sparse aggregation of constraints, consistent with em-
pirical findings. This, in conjunction with a careful constraint
labeling scheme and a hybrid of deep learning and feature
engineering, results in enhanced CG cut generation across
five diverse MILP benchmarks. On the largest test sets, our
method closes roughly rwice as much of the integrality gap
as the standard CG method while running 40% faster. This
performance improvement is due to our method eliminating
75% of the constraints prior to aggregation.

1 Introduction

Mixed integer linear programming (MILP) is an established
mathematical optimization framework used in many indus-
trial applications such as operation room scheduling, sup-
ply chain, and transportation. The integrality requirement
makes MILP NP-hard in general and thus highly challeng-
ing to solve exactly in practice. Cutting planes (or cuts) play
a pivotal role in strengthening the linear programming (LP)
relaxation of MILPs, leading to tighter bounds on the op-
timal integer value. Cuts can be separated heuristically or
by optimizing an appropriate measure of cut quality. For in-
stance, Gomory Mixed-Integer (GMI) cuts are read from the
simplex tableau of the LP relaxation; a simple, fast heuristic
which may nonetheless generate weak cuts.

In contrast, optimization-based separation, such as that
of Chvétal-Gomory (CG) cuts, produces strong cuts but re-
quires solving challenging auxiliary MILPs. A CG cut is a
weighted aggregation of a subset of the original constraints
followed by a rounding down of the resulting coefficients.
However, optimizing over the extremely large set of possi-
ble aggregation weights for all constraints becomes compu-
tationally prohibitive for large MILPs. Although screening
rules to eliminate constraints for the special case of {0, 1/2}-
CG cuts (Koster, Zymolka, and Kutschka 2009), they have
not been explored for general CG cuts.

This paper bridges the gap between heuristic and
optimization-based cut generation by using machine learn-
ing (ML) to accelerate the optimization of aggregation-
based cuts. We address the computational bottleneck of cut
optimization by leveraging a model trained to screen con-
straints, eliminating unnecessary ones from consideration
for aggregation. This allows us to solve a reduced separa-
tion problem over a much smaller subset of constraints and
can be seen as a heuristic version of an exact optimization
formulation for cut separation.
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Figure 1: A binary two-variable problem. Constraints are
solid and their associated normal vectors (excluding the
bound constraints) are drawn, along with the maximization
objective vector. Point “LP Opt.” is the solution of the LP
relaxation whereas “ILP Opt.” is the desired integer opti-
mum. The dashed cut, 1 + x2 < 1 in purple, is a strong cut
which we would like to derive by aggregating the (normal
vectors of the) dashed constraints; this cut tightens the LP
such that its optimum is “ILP Opt.”. The normal vector of the
desired cut is in the cone of the blue and orange constraints
and thus can be derived by aggregating them with appropri-
ate weights (e.g., multiplying both of them with 0.9, adding
them up, then rounding down the resulting vector; this is a
CG cut). The green constraint is not useful and can be ex-
cluded from consideration when aggregating.

Our method involves a careful combination of the follow-
ing empirical observations and technical ideas:

1. On five families of MILP problems (facility location,
packing, stable set, p-median, set covering), we observe
that CG cuts generated via optimization (Fischetti and
Lodi 2005) typically aggregate a tiny fraction of all con-



straints (Table 1). If those constraints could be identi-
fied in advance of cut generation, the optimization would
likely be much faster. Figure 1 illustrates the idea.

2. CG optimization can produce many cuts of varying qual-
ity. We argue for learning only from non-dominated cuts,
i.e., cuts that are binding at the LP optimum after they
are added. This results in better labels for training a con-
straint classifier.

3. Our constraint classifier is a hybrid of feature engineering
— representing constraints and variables using metrics
established in the mathematical optimization literature —
and graph neural networks (GNNs). This design choice
makes learning the GNN far easier than using a pure deep
learning approach.

We evaluate the ML-based separator against heuristic CG
cuts and exact separation on the five families of problems in
terms of final integrality gap closure (IGC, i.e., how close
the LP relaxation bound is to the optimal integer value) and
total cut generation time. We find that:

1. On average, we remove 75% of the constraints, leading to
mean IGC improvements of 2%, 23%, and 93% at time
reductions of 57%, 64%, and 41% for small, medium,
and large instances, respectively. These are substantial
improvements that validate our motivating observation 1.
above as well as the GNN design described in 3.

2. We show that learning only from non-dominated cuts (2.
above) is strictly better than the more straightforward ap-
proach of learning from all CG cuts.

3. A GNN trained on small instances of a given problem
performs well on medium and large instances. This can
save substantial data collection and training time which
can be constrained in some applications.

2 Background
Integer Linear Programming (ILP)

An ILP is an optimization problem involving n discrete vari-
ables € Z'™ that aims to minimize a linear objective func-
tion cTx over m linear constraints Az < b. Assuming the
variables are nonnegative, an ILP reads as:

2P = min{cTz|Az < b,z € Z'} } (D

This formulation induces two key polyhedra: the continuous
polyhedron P and its integer hull P;, defined as:

P:={x cR}:Ax <b} )
Pr:=conv{x € Z : Az < b} =conv(PNZY) (3)

The polyhedron P represents the feasible region of the
LP relaxation, while P; is the convex hull of feasible inte-
ger points. Solving ILPs is challenging given their NP-hard
nature, but modern solvers effectively tackle large instances
using a combination of exact and heuristic methods. Solvers
mainly rely on Branch and Bound (B&B) (Land and Doig
1960), a tree search algorithm that iteratively solves LP re-
laxations, tightens bounds by branching on fractional vari-
ables, prunes suboptimal branches, and uses cuts to further
constrain P and approximate P;. Here, we focus on how to
get strong cuts quickly.

Cutting Planes

Cutting planes are valid linear inequalities to problem (1) of
the form a”x < ag,a € R™, ag € R. They are “valid” in
the sense that adding them to the polyhedra P is guaranteed
not to cut off any feasible solutions to P;. Additionally, one
seeks cuts that separate the current LP solution, x7 p, from
P;. Although adding more cuts can help achieve tighter re-
laxations in principle, a clear trade-off exists: as more cuts
are added, the size of the LP relaxation grows resulting in
an increased cost in LP solving at the nodes of the B&B
tree (Achterberg 2007). Adding too few cuts, however, may
lead to a large number of nodes in the search tree as more
branching is required.

A typical “cutting loop” consists of a number of rounds
in which a new LP optimum is separated by adding one or
more cuts until an integer LP optimum is found (indicating
convergence to an optimal solution) or other termination cri-
teria are met. Despite theoretical finite convergence results
for the cutting plane method using Gomory cuts, numerical
issues will often prevent convergence to an optimal solution
in practice. It is thus typical to cut in rounds until the LP has
been tightened sufficiently.

A standard metric to evaluate the cutting plane method is
the integrality gap (IG). Let 2! € R be the objective value of
the LP after ¢ rounds of cutting and let the bound difference
gt == 2P —2* > 0. The integrality gap closure (IGC) (Tang,
Agrawal, and Faenza 2020) is measured as :
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IGC represents the percentage of the integrality gap that has
been closed after ¢ separation rounds.

General Valid Inequalities: Chvatal-Gomory Cuts

This work focuses on the widely used CG cuts (Chvétal
1973) which are generated by aggregating a subset of the
original constraints of P followed by appropriate rounding.
CG cuts are defined as the following type of valid inequality
for Pr:

a’z < ap,witha = |[uTA] € Z", a0 = [uTb| € Z (5)

The entries of u are the nonnegative CG aggregation coef-
ficients, one for each constraint. ¢ are the integer cut coef-
ficients and « is the right-hand side coefficient of the cut.
In line with prior research on CG cuts (Fischetti and Lodi
2005), we focus on rank-1 cuts, i.e, cuts that only depend on
the constraints defining P.

Chvatal-Gomory Cut Generation: CG-MIP

It is possible to generate a CG cut heuristically by read-
ing the aggregation coefficients from the simplex tableau of
the LP relaxation. However, Fischetti and Lodi (2005) have
shown that stronger cuts with higher IGC can be generated
if one optimizes for an appropriate objective function. Con-
cretely, to separate a point ™, Fischetti and Lodi (2005) pro-
pose an auxiliary MILP for CG cut separation, the CG-MIP
in (6). Here, J(z*) = {j € {1,---,n} : 2} > 0}, denotes



the support of * and ¢ is a small user-defined parameter
(weuse d = 0.01).

max Z ;i — g (6)

JEJ(x*)
subject to fo = uTb — ayg
fi=uTA; — o Vje J(x*)
0<f<1-s vj € J(@*) U {0}
0<u; <1-6 Vie{l,...,m}
a; €7 Vje J(x*)U{0}
Z ozja:; —ap > 0.01

jed(=")

As in all MILP-based separators, CG-MIP’s objective
maximizes cut violation which must be at least 0.01. CG-
MIP has O(n) integer and O(n + m) continuous variables,
making its size linear in the original ILP’s. The constraints
implement (5): the aggregation of the inequalities using the
variable weights o; and their rounding down. CG-MIP can
return a set of cuts using the off-the-shelf capability of mod-
ern MILP solvers to collect multiple feasible solutions (the
solution pool). While effective, CG-MIP’s reliance on solv-
ing a MILP makes it computationally expensive, especially
in the B&B tree, leading to its default deactivation in mod-
ern solvers (e.g., in SCIP (Bestuzheva et al. 2021)). Note
that CG-MIP applies only to pure ILP but can be extended
to MILP by the projected Chvatal-Gomory cuts of Bonami
etal. (2008). More details of this simple extension, which we
use for the facility location problem, are left to Appendix A.

3 Related Work

ML for MILP Bengio, Lodi, and Prouvost (2021) sur-
vey recent successful ML approaches to automate decision-
making in MILP solvers through learned models. Notable
examples include the learning of computationally challeng-
ing variable selection rules for B&B (Khalil et al. 2016;
Gasse et al. 2019; Seyfi et al. 2023), learning to schedule
heuristics (Chmiela et al. 2021) or estimating variable val-
ues (Nair et al. 2021; Khalil, Morris, and Lodi 2022).

Representing MILPs for ML In recent years, graph neu-
ral networks (GNNs) have emerged as a popular architec-
ture for several ML applications for MILP (Cappart et al.
2023). GNNs can handle sparse MILP instances and are
permutation-invariant, making them well-suited for repre-
senting MILP instances. The GNN operates on the so-called
variable-constraint graph (VCG) of a MILP, first introduced
by Gasse et al. (2019). The VCG has n variable nodes and m
constraint nodes corresponding to the decision variables and
constraints of (1). Edges between a variable node j and con-
straint node k represent the presence of variable x; in con-
straint £ whenever the weight of the edge, Ay, is nonzero.

ML for cutting planes tasks Recent studies demon-
strate success in integrating ML into cutting plane sub-
routines such as cut selection (Tang, Agrawal, and Faenza
2020; Paulus et al. 2022; Turner et al. 2022), cut addition
(Berthold, Francobaldi, and Hendel 2022), and cut removal

(Puigdemont et al. 2024). For a comprehensive survey on
this topic, we refer the reader to Deza and Khalil (2023).

These approaches are orthogonal to ours: they rely on
existing (heuristic) cut generators and seek only to select
from those generators’ cuts. The gap closed by a cut se-
lection strategy is inherently upper-bounded by that of the
whole set of cuts being considered. For example, while
Tang, Agrawal, and Faenza (2020) successfully applied ML
to select Gomory cuts from the simplex tableau, these weak,
un-optimized cuts limited their experiments to very small in-
stances. In contrast, we focus on larger instances where ex-
act separation is challenging but produces stronger cuts. As
a point of comparison, our smallest packing instances have
100 variables and constraints whereas the largest considered
by Tang, Agrawal, and Faenza (2020) have 60; our largest
have 500, roughly 8 times more.

ML for cutting plane generation Despite this success,
little attention has been paid to ML for cut generation, with
only two papers to our knowledge. Chételat and Lodi (2023)
frame cut generation as a continuous optimization problem
over weights parameterizing families of valid inequalities
(GMI cuts) that are optimized via gradient descent to maxi-
mize the dual bound of the LP relaxation with the generated
cuts. Empirical results demonstrate improved dual bounds
over classical GMI cuts read from the simplex tableau, al-
though at a higher computational cost. This method applies
on a per-instance basis and is not designed for the typical
ML setting of learning over a distribution of instances.

In a similar vein, Dragotto et al. (2023) train a recur-
rent neural network to dynamically adjust the split-cut sep-
arator parameters (parametric LP) from Balas and Saxena
(2008). This framework shows good in-distribution gener-
alization and effectively reduces integrality gaps, albeit at a
significant computational overhead. This is due to the use
of cvxpylayers (Agrawal et al. 2019), which does not lever-
age sparse linear algebra, requiring recomputation of objects
during both forward/backward passes. This restricts their ex-
periments to small-scale MILP instances and very few cuts
generated, making cut generation significantly slower than
solving the parametric LP of Balas and Saxena (2008).

Both approaches highlight the potential of ML-driven cut
generation but come with increased computational complex-
ity, making them significantly slower than traditional meth-
ods, a bottleneck which we seek to overcome here.

4 Methodology

We propose Learn2Aggregate, a binary classification frame-
work to identify useful constraints for aggregation, thereby
reducing the computational complexity of an exact separator
for a family of aggregation-based cuts, here CG cuts.

ML-Driven Constraint Aggregation

At each iteration t of the cutting plane method, the state S;
of the algorithm is represented by the tuple {A,b,x} ,, U}
where x! , denotes the current (fractional) LP relaxation
solution and the set U represents the k£ CG cuts generated
thus far as characterized by their aggregation coefficients



U = {uy,us,...,u;}. We consider CG-MIP to be our “or-
acle” for good cuts and use it in this cutting loop to generate
the set U. The binary classification target y; of a constraint ¢
is defined based on its participation in the formation of any
CG cut. Specifically, y; is given by:

yi =1{3j € {1,2,...,k} s.t.uj; > O}, 7

where u; is the i-th coefficient of the j-th aggregation vec-
tor u; and I is the indicator function. In words, the binary la-
bel y; is 1 iff the constraint ¢ has a nonzero coefficient in one
or more of the aggregation vectors U. Table 1 shows that for
the representative set of MILPs we consider, the sparsity of
the aggregation vectors u of the cuts produced by CG-MIP
is high, motivating our constraint classification approach.

Instance-Level Constraint Classification

Constraint classification can be done at the constraint or in-
stance level. Constraint-level prediction involves a model
that predicts whether a constraint should be utilized based
on a feature vector that represents it. Instance-level predic-
tion involves training a GNN that operates on the VCG rep-
resentation of a MILP where the model simultaneously clas-
sifies all constraints. The instance-level approach has a bet-
ter chance at capturing the complex interdependencies be-
tween variables and constraints than a local constraint-level
one. Due to space limitations, we only present results for
instance-level prediction.

We model the CG cut separation problem at iteration ¢ us-
ing the VCG representation G = {C,V,E} of the MILP
instance, where C and V denote sets of constraints and
variables, respectively, and £ represents the edges between
them. The constraint and variable feature matrices are repre-
sented by C € R™*%3 and V € R"*18, respectively. Those
features capture the relationship between the fractional LP
solution being separated, xtL p» and the constraints. Matrix
E € R(™ > contains edge features. A complete descrip-
tion of all features is included in Appendix C.

Integrating Efficient Cut Selection into Generation

Our goal is to learn to select constraints that lead to cuts
maximizing dual-bound improvement (i.e., the IGC defined
in (4)) rather than maximizing violation, a simple linear sur-
rogate of cut quality. At round ¢, CG-MIP generates k cuts to
separate the current fractional solution x4 . Which of these
cuts is most useful in tightening the LP? We can find out by
adding all k cuts to the current relaxation and solving the
new LP to obtain the relaxed solution x;"}. We argue that
cuts that are tight to xtL'}l, i.e., for which aTxtL'}l = ag,
dominate the other cuts. As such, classification labels y; for
round ¢ are generated based only on cuts these tight cuts,
rather than all k cuts. Only the deepest cuts are used to label
the constraints, resulting in a refined signal for training.

Training and Neural Network Architecture

We train the graph convolutional neural network proposed in
(Gasse et al. 2019), denoted as 7, with a slight modification
in order to output logits z; for each constraint . The GNN
model architecture is depicted in Fig. 2. The model initially
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Figure 2: Schematic of the constraint classification GNN
with constraint node features C, variable node features V/,
and edge features E. The embedding size is h.

embeds all input feature vectors ¢; and v;,Vi € C,j € V
to a common embedding size h, through a 2-layer percep-
tron. Then, the model performs one graph convolution in-
volving two interleaved half-convolutions: (1) V-side con-
volution from constraints to variables:

Vj<_¢V(Vj» > VJJV(Ci,Vj,@i,j))aWGV,

i:(i,5)€€

and (2) C-side convolution from variables to constraints:

Ci < ¢c (Ci, > ¢C(Ci,Vj7€i,j)>,Vi eC.
j:(¢,7)€E

In these equations, ¢¢, ¢y, ¥¢, and 1y, are 2-layer percep-
trons with ReLU activation functions. To obtain 7, we apply
a final 2-layer perceptron on the constraint nodes c; to pro-
duce logits z;, which are then transformed into probability
scores §; using a sigmoid function: §; = o(z;) = H_e%zb
The model is trained to minimize a weighted binary cross-
entropy loss, accounting for the significant class imbalance
where class-0 labels vastly outnumber class-1 labels. The
loss for predictions ¥ of m target values y is given by:

m
L(y.y)= - > wiy;log(i) + wo (1 — i) log(1 — i)
i=1
where w; and w are weights assigned to class-1 and class-0,
respectively, to counterbalance the skewed label distribution
(see ’Sparsity’ in Table 1). A tunable classification threshold
of 7 € (0, 1) is used to classify a constraint: g; = I{g; > 7}.

5 Experimental Setup

Next, we describe our experimental setup. More detailed in-
formation can be found in the appendix.

Datasets We experiment with five families of MILPs used
in the research area of ML for MILP. They span a diverse
range of combinatorial structures as can be seen in Table 1.
For each family of problems, three instance sizes are con-
sidered. For each family and size, a dataset of 200 instances
is generated. We use MIPLearn (Xavier et al. 2020) for the
generation of PM and SS instances and Ecole (Prouvost et al.
2020) for the generation of FL and SC instances. Details
regarding problem formulation and instance generation is
also included in Appendix B. To collect training data (on
a random subset of the 200 instances), we deploy the full



Problem Size #Vars/Cons Sparsity (%)

S 50/203 85.82

Stable Set (SS) M 757535 90.43

L 100/ 1264 93.14

S 110732 70.59

P-Median (PM) M 240/47 58.14

L 420/ 62 59.52

S 5007125 81.93

Set Cover (SC) M 500/250 92.74

L 1000/ 250 98.03

S 100/ 100 93.06

Binary Packing (BP) M 300/300 96.82
L 500/ 500 97.94

S 255072601 97.44

Facility Location (FL) M 5100/ 5151 98.91
L 10100/ 10201 99.36

Table 1: MILP benchmarks and their sizes: S, M, and L refer
to small, medium, and large respectively.

CG-MIP separator in a pure cutting plane method to collect
features/labels as well as baseline performance for the full
separator. Table 1 summarizes the instance size statistics as
well as their average sparsities as measured by the fraction
of constraints in an instance that receive a label of zero based
on the procedure described in the last paragraph of Section 4.

Baselines We use two baselines to evaluate the proposed
ML-driven separator: (1) the full exact CG-MIP separator
and (2) heuristic GMI cuts from the simplex tableau. The
former can produce strong cuts at a high computational cost
whereas the latter produces weak cuts extremely quickly.

Cutting Plane Setting We evaluate our approach in a cut-
ting plane method where CG-MIP is used to generate CG
cuts at every round. As done by Fischetti and Lodi (2005),
GMI cuts read from the simplex tableau are added to the root
LP relaxation prior to any CG cut generation. We restrict
the maximum number of cut generation rounds to 100 and
terminate early if IGC stagnates over 7 rounds to avoid di-
minishing returns. Additionally, motivated by the CG-MIP
implementation in SCIP, we use a complemented MIR cut
generation heuristic based on CG-MIP’s solution pool.

CG-MIP Parameters CG-MIP can run unnecessarily
long without appropriate safeguards. CG-MIP’s execution is
stopped if an integer (optimal) solution has been found or
if one of the following conditions are met: (1) A 15-second
time limit is hit, (2) a feasible solution limit of 5000 is hit,
or (3) an incumbent (i.e., improving) solution limit of 1000.
The conservative time limit of 15 seconds is used to return
cuts fast if any are found. Otherwise, the time limit is dou-
bled and the solution limit is set to 1, i.e., the solver ter-
minates on finding the first cut. The time limit is doubled
until a total time limit of 180 seconds is reached, in which
case the cutting plane method terminates. Additionally, to
ensure CG-MIP focuses on finding feasible solutions rather
than proving optimality, we set SCIP’s internal parameter
emphasis to feasibility (Appendix D). We use the same pa-
rameters when deploying the trained classifier to solve a re-
duced CG-MIP separator, ensuring a fair comparison.

Training Details For each dataset, we use 100, 50, and 50
instances for training, validation, and testing. GNN hyper-
parameters are tuned using 80 random search trials. After
training, the GNN’s classification threshold (between zero
and one) is tuned to maximize the F1-score on validation
data. Tuning this threshold is crucial for striking a balance
between accurately identifying useful constraints and avoid-
ing the risk of over-constraining CG-MIP, which could lead
to infeasibility in the cut generation process. Models are
trained with Pytorch 1.10 (Paszke et al. 2019) and SCIP
8.0.0 (Bestuzheva et al. 2021) is used as the MIP solver.
More details can be found in Tables 8 and 9 in the appendix.

Evaluation Metrics To compare the reduced and full CG-
MIP separator, we focus on size reduction and end-to-end
metrics. The former is measured by the average percentage
of constraints excluded from aggregation based on the clas-
sifier’s predictions. The latter focuses on the final IGC after
successive cut generation rounds and cumulative CG-MIP
runtime, recorded in seconds. For these, we report the mean
IGC and time using shifted geometric means with shifts of
0.5 and 5, respectively, as is standard in MILP benchmark-
ing (Achterberg 2007); see Appendix D for a definition. Ad-
ditionally, we compare both separators by calculating the ra-
tio of the means of the reduced separator for IGC and time,
to those of the full separator. We perform a win/loss/tie anal-
ysis where we compare the reduced separator against the full
separator for each instance. A win (or loss) in time indicates
that the reduced separator is 10% faster (or slower), while
a win (or loss) in IGC signifies a 1% higher (or lower) final
IGC. An absolute win occurs when time favours the reduced
separator whilst beating or tying in IGC, and an absolute
loss occurs when both metrics incur a loss.

6 Experimental Results

Does ML-driven constraint selection accelerate cut genera-
tion and close more gap? We answer this question before
analyzing the effect of using only tight cuts for constraint
labeling and our models’ size generalization capabilities.

ML closes more gap in less time. Table 2 shows, on un-
seen test instances, the ratio of the shifted geometric means
between the reduced separator and the full separator for the
final IGC, total cut generation time (seconds), and number of
cutting plane rounds. It also includes the percentage of con-
straints removed by the reduced separator (% Size Reduc-
tion) and the absolute win/loss counts. The results demon-
strate that we are able to achieve significant reductions —
above 60% size for all problems — in the size of the CG-
MIP separator while maintaining comparable or superior fi-
nal IGC (most IGC ratios exceed 1). For instance, across bi-
nary packing datasets, the reduced separator achieves an av-
erage IGC improvement of 20% with a 60% reduction in cut
generation time, while removing over 94% of constraints.
We observe a consistent trend across problems and sizes, on
average removing 75% of constraints while achieving a 2%,
23%, and 93% mean IGC improvement at a 57%, 64%, and
41% mean time improvement for small, medium, and large
instances respectively. In the appendix, we include raw val-



Dataset  Size Ratio Abs. Perf % Size
IGCt Time| Win/Loss Reduction

S 0.96 0.33 84/2 63.50

SS M 1.28 0.19 80/2 67.99

L 2.59 0.9 48/4 72.53

S 1.0 0.3 84/0 62.91

PM M 1.0 0.56 7414 49.30
L 1.0 0.65 82/2 37.98

S 0.97 0.47 80/0 68.33

SC M 1.31 0.23 7814 67.14

L 2.99 0.66 60/6 70.05

S 1.01 0.49 84/6 90.95

BP M 1.14 0.31 80/2 95.33

L 1.45 0.37 76/8 96.55

S 1.14 0.54 28/4 92.80

FL M 1.41 0.51 34/6 96.22

L 1.63 0.39 50/2 97.18

S 1.02 0.43 7212 75.70

Average M 1.23 0.36 69/4 75.20
L 1.93 0.59 63/4 74.86

Table 2: Ratios of mean test IGC and time of the reduced
separator to those of the full separator followed by the abso-
lute profile of win/loss counts and CG-MIP size reduction.
Ratios are bolded when the reduced separator outperforms
the full separator. Higher IGC ratios and lower time ratios
are better for our method, respectively.

ues for mean IGC and time in Table 6 as well as test accuracy
and recall in Table 5 .

Zooming in on the cutting loops. Figure 3 shows the evo-
Iution of the primary evaluation metric, the IGC, over rounds
of cutting by both the ML-reduced and full separators. Of
note is that the former typically dominates the latter even
very early on in the process. For most of these instance sets,
our method typically terminates sooner than the full separa-
tor; this may explain the running time reductions observed
in Table 2. However, for large instances of Set Cover and
Stable Set (last two bottom-right sub-plots), ML runs for
more rounds. This may be explained by the hardness of these
two problems at scale, while noting that they also exhibit
the largest improvements in IGC: ratios of 2.59 and 2.99,
respectively (Table 2). To complement Fig. 3, the appendix
includes Fig. 6, a plot of the distributions of the number of
rounds for both methods.

Is there value in optimization-based separation? To
motivate the use of optimization-based separation, we com-
pare both full and reduced CG-MIP to GMI cuts read from
the simplex tableau in Fig. 4. The vertical axis corresponds
to an IGC value and the horizontal axis corresponds to the
percentile of test instances for which the final IGC is at most
that. For most datasets, the reduced separator (in red) has the
largest area under its curve, followed by the full separator
(blue) and GMI cuts (yellow). This not only shows the ben-
efit of the reduced separator over the full separator in terms
of final IGC, but also the superiority of optimization-based
cut generation over heuristic cut generation. The green curve
represents the IGC obtained by adding one round of GMI
cuts to the root LP relaxation at “round zero” of the cutting
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Figure 3: Mean IGC and standard deviation (shaded) v.s.
round for medium/large test instances. The reduced and full
CG-MIP separators are shown in red and blue, respectively.

plane method, which all three methods use, and hence lower
bounds the other curves.

Is there value in learning only from tight cuts? As de-
scribed in Section 4, the main variant of our method uses
only tight (binding) cuts from CG-MIP’s solution pool for
labeling constraints for model training. As an ablation anal-
ysis, we compare classification models trained under both
the aforementioned setting and the “full” setting in which
all cuts are used. Table 3 and Fig. 5 summarize the results.
In both settings, the reduced CG-MIP separators dominate
the full CG-MIP separator, as expected. However, we ob-
serve slightly better performance when learning from tight
cuts. For example, in Fig. 5, the green curves (tight cuts)
consistently dominate both blue (all cuts) and red (baseline
CG-MIP) curves. We believe this is due to judiciously ig-
noring some less-useful constraints and focusing on fewer,
more impactful ones. This is also supported by the larger
size reduction of CG-MIP and consequentially lower ratios
of cut generation time in Table 3.

Can we learn on small instances and generalize to larger
ones? Table 4 shows how models trained on small in-
stances fare on medium and large instances. In most cases,
we observe a substantial size reduction of CG-MIP while
maintaining or improving the final IGC in significantly less
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Figure 4: Plot of final test IGC v.s. percentile of instances.
The reduced separator is shown in red, the full separator in
blue, GMI cuts in yellow, and 1 round of GMI cuts in green.
A larger area under a curve is preferred. Due to space limits,
plots for SC and PM datasets are in Appendix Fig. 7.

Dataset  Size Cut Ratio % Size
Pool IGC7T Time,] Reduction

M All 1.54 0.84 96.03

FL Tight 1.76 0.76 96.42

All 1.95 0.62 96.59

Tight  2.04 0.56 97.43

M All 1.21 0.46 61.29

SS Tight 1.3 0.41 68.34

All 1.42 0.79 65.12

Tight  2.52 1.39 71.17

Table 3: Ratio of mean test final IGC and time as cut pool
being considered for classification labels varies.

time. Figure 8 in the appendix illustrates the logarithmic to-
tal time comparison via boxplots, revealing that the reduced
separator generally achieves a lower total time distribution
in most datasets, highlighting the computational efficiency
of the reduced CG-MIP separator.

7 Discussion and Conclusion

This paper presents a framework for integrating ML into an
established MILP framework for optimization-based separa-
tion of aggregation-based cuts. We reduce the computational
burden of exact separators by identifying a small important
subset of constraints to consider for aggregation. Although
we focus on CG cuts, our framework can be applied to other
families of aggregation-based cuts. The framework relies on
the use of graph neural networks trained on a supervised bi-
nary classification task to identify constraints that lead to
the generation of strong CG cuts. Extensive computational
experiments demonstrate that the trained models can effec-
tively reduce the size of the separation problem with little
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Figure 5: Plot of mean test IGC v.s. cut generation round for
full and reduced separators with two labeling strategies.

Dataset Size Ratio Abs. Perf % Size
Test IGCT Time| Win/Loss Reduction
Ss M 1.28 0.36 7410 73.04
L 2.65 1.3 34/4 77.57
PM M 1.0 0.68 68/0 44.16
L 1.0 0.81 60/4 31.74
SC M 1.03 0.16 76/0 77.61
L 1.14 0.1 30/4 87.42
BP M 1.04 0.36 66/4 97.92
L 1.18 0.48 60/ 10 98.00
FL M 1.44 0.7 3472 94.45
L 1.92 0.51 5410 98.03

Table 4: End-to-end metrics of reduced separator using GNN
trained on small instances evaluated on larger instances.

effect on cut quality and smaller runtimes across various
MILPs. Models generalize well to unseen data and scale ef-
fectively to larger problem sizes.

Although our approach demonstrates faster solution times
and improved final IGC, several limitations and future direc-
tions remain. First, our evaluation focuses on a pure cutting
plane method, not integrated within a MILP solver, which
poses challenges due to stricter time constraints for cut gen-
eration. For instance, SCIP’s default CG-MIP setting (al-
though disabled by default) is to halt at the first incumbent
solution, and hence may challenge the competitive edge of
our approach. Second, the use of supervised learning for
classification could be enhanced by exploring reinforcement
or imitation learning, which may better capture the iterative
nature of the cutting plane method. Additionally, to enhance
model robustness and diversity of LP solutions to separate,
we can augment data points by perturbing LP solutions,
thereby increasing dataset size with minimal cost. Finally, to
further reduce CG-MIP’s size, we can learn to predict upper
bounds on u through regression rather than classifying con-
straints. This could further reduce CG-MIP’s search space,
as initial findings indicate that many coefficient values are
often very small nonnegative numbers. However, prelimi-
nary results also reflect a common challenge in ML: regres-
sion tasks tend to be more difficult than binary classification.
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A Projected CG Cuts

CG-MIP applies only to pure ILP but can be extended to
MILP by the projected Chvétal-Gomory cuts of Bonami
et al. (2008). A projected CG cut is an inequality satisfying:

lu’Alz < [u'b] YueR] st. u'C >0, ()

where the matrix C € Q™*P corresponds to the con-
straint matrix of the p continuous variables. CG-MIP can
be extended to generate projected CG cuts by adding con-
straint (8) to problem (6).

B Benchmark Problems

Binary Packing This problem follows the general ILP
formulation in equation (1) but requires the coefficients in
A, b, and ¢ to be nonnegative as well as binary decision
variables. In terms of instance generation, we follow the
methodology used in (Tang, Agrawal, and Faenza 2020),
where entries of A are integers uniformly sampled in the
range (5, 30). Each entry in c is integers uniformly sampled
in the range (1, 10). Finally, each entry in b is integers sam-
pled uniformly in the range (10n, 20n).

min cTx
xe{0,1}n

s.t. Ax<b
x € {0,1}"

Capacitated P-median This extension of the classic p-
median problem incorporates facility capacities. Given a set
of customers I = {1,...,n} with demands d;, and facil-
ities with capacities c; and costs w;; for serving customer
1 from facility j, the goal is to minimize total service cost
while ensuring that no facility’s capacity is exceeded. Bi-
nary variables y; and x;; indicate if a facility is opened and
if customer ¢ is assigned to facility j, respectively. We use
MIPLearn (Xavier et al. 2020) for instance generation with
their default parameters. The problem is formulated as:

min Z Z W;jT45

iel jel

subject to Zl‘ij =1 Viel
jeI
D u=p
JjeI
Zdlx” < CilY;j Vjel
i€l
Tij € {0, 1} VZ,] el
y; € {0,1} Vjel

The constraints ensure each customer is assigned to exactly

one facility, exactly p facilities are opened, and no facility
exceeds its capacity.

Set-Cover The set cover problem aims to find the mini-
mum number of sets that cover all elements in a given uni-
verse. The binary linear program formulation is:

min E T

ses

subject to Z T >1 Vee U
s€S:e€s
zs € {0,1} Vs e S.

Here, z; is a binary variable indicating whether set s is se-
lected. The constraint ensures every element in the universe
U is covered by at least one selected set. We use (Prou-
vost et al. 2020) for instance generation with their default
instance parameters.

Stable Set The maximum-weight stable set problem seeks
the heaviest subset of vertices in a graph where no 2 vertices
are adjacent. Given a simple undirected graph G = (V, E)
with vertex weights w,,, the problem is formulated as:

min — E Wy Ty

veV
subjectto  z, +x, <1 VY(v,u) € E
x, € {0,1} YveV

The objective is to maximize the total weight of selected
vertices by minimizing the negative weight sum. Constraints
ensure no two adjacent vertices are selected, maintaining the
set’s stability. The binary variable z,, indicates whether ver-
tex v is in the stable set. We use MIPLearn (Xavier et al.
2020) for instance generation with their default parameters.

Capacitated Facility Location This problem involves op-
timizing the placement and operation of facilities to serve
customers at minimal cost, considering both fixed facility
and transportation costs. Each facility has a limited capac-
ity, and the goal is to allocate customer demand without ex-
ceeding these capacities. In the variant used here, customers
can be served by multiple facilities with continuous alloca-
tion variables. Following the instance generation by Cornue-
jols et al. (1991), let I = {1,...,n} be the customers and
J ={1,...,m} the facilities. For each customer 4, d; repre-
sents demand, and for each facility j, c; denotes capacity, f;
the fixed cost, and ¢;; the transportation cost. The decision
variables are x;; (continuous, indicating the fraction of cus-
tomer ¢’s demand that is served by facility j) and y; (binary,
indicating if facility j is opened).

min Z ijj + Z Z tijxij

JjeJ i€l jeJ

subject tonij =1 Viel
JjE€J
Zdﬂﬂw S ijj V] S J
iel
Do =Y di
JjeJ i€l
Jijjgyj VZ'GI,V.]'EJ
.13@‘6[0,1] VieILVjeJ
y; € {0,1} Vjied



The first constraint ensures each customer is served by one
facility. The second ensures facility capacity is not exceeded.
The third guarantees total capacity meets total demand, and
the fourth ensures customers are only assigned to open facil-
ities. We use (Prouvost et al. 2020) for instance generation.

C Variable and Constraint Features

Table 7 describes the variable, constraint and edge features
that we use in our VCG representation of state .Sy in the cut-
ting plane mehtod. VCG is represented by the tuple (C, £, V)
where C € R™>53 represents the constraint node feature
matrix, ¥ € R?*18 represents the variable node feature ma-
trix and £ € R(™™*1 represent the edge feature vector.

D Implementation Details

Baseline implementation and parameters The imple-
mentation of the GMI cuts is that of the SCIP solver'. The
emphasis parameter is documented in the SCIP documen-
tation”. This ensures that SCIP will spend more resources
earlier on in the search on primal heuristics to find feasible
solutions fast. The cutting plane loop will terminate early if
the IGC does not improve by 0.001 over 7 rounds to avoid
stagnation and diminishing returns. As done in (Fischetti and
Lodi 2005), CG-MIP’s solution pool is filtered to discard CG
cuts with the same violation, except the one with the sparsest
support. Additionally, we also push CG-MIP to prioritize the
generation of CG cuts with sparse aggregation coefficients
by introducing the penalty term — Z:’;l w;u; to CG-MIP’s
objective funciton, where w; = 1le~* for all 4.

Shifted geometric mean The shifted geometric mean of a

setof n values t1, .. ., t, is defined as (]}, [t; + shift})% -
shift. Compared to the arithmetic mean, it is less sensitive to
large variations in the values (Achterberg 2007).

Training Hyper-parameter tuning is done using 80 trials
of random search. Table 8 lists all hyperparameters and their
domains; Table 9 lists the final tuned values for each prob-
lem along with the optimized classification threshold. All
GNN models are trained for 700 epochs using the Adam op-
timizer with a learning rate scheduler (ReduceLROnPlateau)
to adjust the learning rate when progress stalls. Early stop-
ping is used to terminate training if the validation perfor-
mance does not improve within a set number of epochs.

Software All experiments were run on a computing clus-
ter with an Intel Xeon CPU ES5-2683 and Nvidia Tesla
P100 GPU with 64GB of RAM (for training). SCIP 8.0.0
(Bestuzheva et al. 2021) was used as the MIP solver. Pytorch
1.10 (Paszke et al. 2019) was used for supervised learning.

"https://github.com/scipopt/PySCIPOpt/blob/master/tests/
test_gomory.py.

“See https://www.scipopt.org/doc/html/group__
ParameterMethods.php#gab2bc4ccd8d9797f1e1b2d7aaefa6500e.

E Additional Experimental Results

Dataset Size Test Accuracy Test Recall

S 79.40 66.33
SS M 87.33 57.15
L 88.19 56.82
S 85.54 91.02
PM M 76.42 88.64
L 70.03 91.32
S 77.44 82.07
SC M 81.50 61.62
L 91.33 40.79
S 98.24 92.90
BP M 99.19 92.60
L 99.35 92.63
S 96.39 57.95
FL M 97.44 72.31
L 98.48 69.09

Table 5: Test Accuracy and recall of trained GNN’s

Mean Time

. Mean IGC
Dataset Size Reduced Full

Reduced Full

S 93.56 97.49 40.92 122.91
SS M 99.86 78.14 69.07 346.27
L 96.76 37.39  137.82  153.89
S 99.81 99.98 591 19.88
PM M 99.38 99.63 30.65 54.99
L 99.65 99.98 62.19 94.55
S 96.97 99.87 17.65 37.94
SC M 97.60 74.32 76.51 318.32
L 89.84 30.03  203.75  308.74
S 74.46 74.10 61.71 131.37
BP M 48.25 4129 22293  678.61
L 27.60 19.14  207.37  570.63
S 37.88 33.33 23.28 43.00
FL M 27.67 19.57 24.34 47.82
L 16.54 10.18 2291 58.02

Table 6: Raw mean final IGC and cumulative cut genera-
tion time (in seconds) for test instances for the ML-driven
reduced CG-MIP and full exact CG-MIP.
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Figure 6: Plot of number of test instances that made it to a
specific round of the cutting plane method for both reduced
and full CG-MIP separator.
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shown in red, the full separator in blue, GMI cuts in yellow,
and 1 round of GMI cuts in green. A larger area under a
curve is preferred.
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Tensor Feature Description
C obj_cos_sim Cosine similarity with objective.
bias Bias value, normalized with constraint coefficients.
is_tight Tightness indicator in LP solution.
dualsol_val Dual solution value, normalized.
row_at_lbs Lower bound indicator.
row_at_ubs Upper bound indicator.
norm_slack slack of constraint normalized.
norm_violation relative violation
euclidean_distance  distance of constraint to fractional solution
type linear, logicor, knapsack, setppc, varbound as one-hot encoding.
constraint_degree ~ number of active variables at constraint
zero_rhs Indicator of rhs being 0.
A mean, median, std, min, max of all constraint coefficients
A _ratio max, min, mean, std of ratio of all constraint coefficients
A _nonzero mean, median, std, min, max of constraint coefficients when vars > 0
A _ratio_nonzero max, min, mean, std of ratio of constraint coefficients when vars > 0
A_zero mean, median, std, min, max of constraint coefficients when vars = 0
A _ratio_zero max, min, mean, std of ratio of constraint coefficients when vars = 0
A_at_UB mean, median, std, min, max of constraint coefficients when vars at upper bound
A _ratio_at_UB max, min, mean, std of ratio of constraint coefficients when vars at upper bound
E coef Constraint coefficient, normalized per constraint.
1% type Type (binary, integer, impl. integer, continuous) as a one-hot encoding.
coef Objective coefficient, normalized.
has_lb Lower bound indicator.
has_ub Upper bound indicator.
Ib Lower bound.
ub Upper bound.
sol_is_at_Ib Solution value equals lower bound.
sol_is_at_ub Solution value equals upper bound.
sol_frac Solution value fractionality.

basis_status
reduced_cost
sol_val

Simplex basis status (lower, basic, upper, zero) as a one-hot encoding.
Reduced cost, normalized.
Solution value normalized.

Table 7: Description of the constraint, edge and variable features in our VCG state representation (C, &, V).

Hyperparameter Name

Learning Rate

Weight Decay | Dropout Rate | Embedding Size Batch Size

Domain

[le-5, le-1]

[Te-5, 1e-1] [0,0.5] {4,8,16,32,64} | {16,32,64, 128}

Table 8: Hyperparameter space for GNN models. All hyperparameters are sampled independently and uniformly at random
from their respective domains.

H . ; I SS I SC I FL I BP I PM
yperparameter Name
S M L S M L S M L S M L S M L
Learning Rate 0.01263  0.02286  0.02361 | 0.00931 0.02467 0.01095 | 0.00827 0.00645 0.00468 | 0.02365 0.01091 0.00564 | 0.00312 0.00569 0.00134
Weight Decay 0.01573.0 0.0 0.02154 | 0.09124 0.0 0.0 0.0 0.00057  0.05871 0.0 0.0 0.0 0.0 0.0 0.0
Dropout Rate 0.03012  0.0182 0.08233 | 0.02105 0.12415 0.05117 | 0.09301 0.08136 0.10431 | 0.13532 0.02085 0.03293 | 0.00417 0.02685 0.03689
Embedding Size 64 64 32 64 64 64 8 16 32 32 32 32 32 32 32
Batch Size 64 64 64 32 64 64 32 32 32 64 32 32 64 64 64
Classification Threshold | 0.65 0.77 077 ] 0.64 0.72 077 [ 079 0.93 096 [ 091 0.95 098 ] 06 0.47 0.40

Table 9: Final tuned values for all hyperparameters.



