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Abstract

Graph Neural Networks (GNNs) have shown outstanding performance in learning graph
representations, which increases their application in high-risk areas. However, GNNs may
inherit biases from the graph data and make unfair predictions towards the protected
sub-groups. To eliminate bias, a natural idea is to achieve counterfactual fairness from
a causal perspective. Concretely, counterfactual fairness requires sufficient sensitive at-
tributes as guidance, which is infeasible in the real world. The reason is that users with
various privacy preferences may selectively publish their sensitive attributes and only lim-
ited sensitive attributes can be collected. Besides, the users who publish sensitive attributes
still face privacy risks. In this paper, we first consider the situation in which the sensi-
tive attributes are limited and propose a framework called PCFGR (Partially observed
sensitive Attributes in Counterfactual Fair Graph Representation Learning) to learn fair
graph representation from limited sensitive attributes. The framework trains a sensitive
attribute estimator, which is applied to provide sufficient and accurate sensitive attributes.
With these sensitive attributes, it can generate counterfactuals and eliminate the bias ef-
ficiently. Secondly, we aim to protect the privacy of the sensitive attributes and further
propose PCFGR\D. Specifically, PCFGR\D first perturbs the sensitive attributes using
Local Differential Privacy (LDP). Then it employs forward correction loss to train an accu-
rate sensitive attributes estimator. We conduct extensive experiments and the experiment
results show that it outperforms other alternatives in balancing utility and fairness.

Keywords: fair graph neural network; counterfactual fairness; graph representation learn-
ing; privacy protection

1. Introduce

Graph Neural Networks (GNNs) learn low-dimensional representations of nodes, which
shows excellent performance on various downstream tasks such as node classification, link
prediction, and graph classification Wu et al. (2020). The outstanding performance of GNN
in graph representation learning increases their application in high-risk domains, such as
predicting protein-protein interactions Gainza et al. (2020), drug reuse Morselli Gysi et al.
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(2021), crime prediction Jin et al. (2020), and news and product recommendations Ying
et al. (2018). However, GNNs can inherit biases from graph data, and the message aggre-
gation mechanism of the model can exacerbate these biases. For example, in graphs like
social networks, nodes with similar sensitive attributes (such as race or age) are likely to
be connected Agarwal et al. (2021). Since GNNs use message passing to aggregate repre-
sentations of neighboring nodes, nodes with similar sensitive attributes may share similar
representations. In downstream tasks, nodes with similar representations may receive simi-
lar predictions. Hence, the predictions are highly correlated with sensitive attributes, which
results in bias towards the protected groups. Therefore, there is a need to develop GNNs
that can learn fair graph representations.

Currently, numerous fairness metrics have been proposed for GNNs. Among them, sta-
tistical parity and equality of opportunity are widely applied. For these metrics, several
fair graph neural networks have been introduced. For instance, FairGNN Dai and Wang
(2021) employs a sensitive attribute estimator to impute missing sensitive attributes and
subsequently utilizes adversarial training to eliminate sensitive attribute information from
node representations. Moreover, existing research has begun to delve into counterfactual
fairness. NIFTY Agarwal et al. (2021) generates counterfactuals by perturbing the sensi-
tive attributes and edges of nodes, enabling the learning of counterfactually fair and robust
node representations. GEAR Ma et al. (2022) automatically generates counterfactuals cor-
responding to the perturbation of sensitive attributes for each node and its neighboring
nodes, thereby eliminating the causal relationship between node representations and sensi-
tive attributes. Although existing counterfactual graph representation learning techniques
have been relatively comprehensive, they have two limitations: 1) (Insufficient Sensitive
Attributes). They all assume they can have full access to the sensitive attributes. How-
ever, they ignore the situation that the sensitives are limited. This is due to the various
user’s privacy preferences. Since existing methods need to generate counterfactuals with
the guidance of sensitive attributes, the efficiency of fairness promotion is decreased without
sufficient counterfactuals. 2)(Sensitive Attributes Leaking).Although some users agree to
publish their sensitive attributes, privacy risks also exist. Hence, it is necessary to pro-
tect the privacy of sensitive attributes and promote counterfactual fairness on these private
sensitive attributes.

Firstly, we only consider situations where sensitive attributes are limited and propose a
framework named PCFGR. This framework includes a sensitive attribute estimator, fairness
module, and utility modules. The sensitive attribute estimator accurately predicts the
true sensitive attribute values of nodes with missing sensitive attributes using the feature
vectors of neighboring nodes with observed sensitive attributes and non-sensitive attributes.
The fairness module first computes important node pairs using the PageRank algorithm
Yao et al. (2019), generates subgraphs using a subgraph generator, obtains augmented
counterfactual subgraphs, learns graph representations using a Siamese neural network Zhao
et al. (2020), and finally updates the loss function through the utility module to achieve
the final counterfactual graph representation learning.

Secondly, we consider the privacy of partially observed sensitive attributes. We propose
a new framework PCFGR\D. Here, we leverage the random response to flip the sensitive
attribute values with equal probability using ε-local differential privacy protection. To ac-
quire accurate sensitive attributes, we train the classifier using forward correction loss Shui
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et al. (2022). Training estimator with forward loss not only integrates well with differen-
tial privacy protection technique but also, without disclosing personal information, directly
measures the difference between the model’s predictions and the actual values, clarifying
the model training objective. The main contributions of this paper are as follows: 1) We
proposed a new framework (PCFGR) for learning counterfactual graph representations of
partially observed sensitive attributes; 2) The sensitive attribute estimator contributes to
learning counterfactually fair graph representations; 3) The new framework (PCFGR\D)
can learn counterfactually fair representations while protecting the privacy of sensitive at-
tributes; 4) We conducted comparative experiments to further demonstrate the effectiveness
of the proposed framework.

2. Preliminaries

Graph neural network. Current GNNs are neighborhood aggregation approaches Ying
et al. (2018), that update the representations of the nodes with the representations of
the neighborhood nodes. The representations after k layers’ aggregation would capture
the structural information of the k-hop network neighborhoods Wang et al. (2018). The

updating process of the k-th layer in GNN could be formulated as a
(k)
v = AGGREGATE(k−1)({

h
(k−1)
u : u ∈ N (v)

})
, h

(k)
v = COMBINE(k)

(
h
(k−1)
v , a(k)

)
where h

(k)
v is the representation

vector of the node v ∈ V at k-th layer and N(v) is a set of neighborhoods of v.
Counterfactual fairness. Counterfactual fairness Kusner et al. (2017) is derived from

causal structural models and is used to assess and ensure fairness in machine learning
algorithms. Causal models consist of causal graphs and structural equations. A causal graph
is a directed acyclic graph (DAG) where each node represents a variable Wu et al. (2019),
and each directed edge represents a causal relationship. Structural equations describe these
causal relationships between variables. For variables Y and S, the counterfactual value
asks the question: ”What would Y be if S were set to s′ ?” and is denoted as YS←s′

Chiappa (2019). Based on the given causal model, counterfactual fairness is achieved if
the following conditions hold for any feature X = x and sensitive attribute S = s: when
X = x and S = s, the predicted value Ŷ = f(X) satisfies the counterfactual condition:

P
(
ŶS←s = y | X = x, S = s

)
= P

(
ŶS←s′ = y | X = x, S = s

)
3. PCFGR

3.1. Overview

To learn counterfactual fair graph representations with limited sensitive attributes named
PCFGR. It consists of three key components: 1) Sensitive attribute estimator completes
missing sensitive attribute values; 2) Counterfactual fair graph representation learning en-
sures the counterfactual graph representation learning for nodes; and 3) A utility module
preserves the competitive accuracy of the module.

3.2. Sensitive Attribute Estimator

Bias in the graph data may be introduced into the graph representation and is amplified
by the message-passing mechanism. Subsequently, the bias can lead to discriminatory pre-
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Figure 1: Schematic diagram of the framework PCFGR, where ∧ indicates that there is no
record for the node here.

dictions in downstream tasks. To eliminate bias, the sensitive attributes are essential as
guidance to generate counterfactuals. Moreover, in real-world practice, users with various
privacy preferences publish their sensitive attributes selectively, which results in limited
sensitive attributes. Hence, this leads to insufficient sensitive attributes and makes it diffi-
cult to generate sufficient counterfactuals, which results in a poor improvement in fairness
promotion. Since the homomorphism of the graph, nodes with similar sensitive attributes
are likely to be connected Dai and Wang (2021); Hu et al. (2022). This makes it possible to
predict accurate sensitive attributes of nodes in V −VS using both G and VS . Therefore, we
design a sensitive attribute estimator using a graph neural network fE : G −→ S to predict
the sensitive attributes of nodes of private users. In our model, the sensitive attributes sv
are treated as binary variables, where sv ∈ {0, 1}. The objective loss function of fE is:

min
θE

LE = − 1

|VS |
∑
v∈VS .

[sv log ŝv + (1− sv) log (1− ŝv)] (1)

where ŝv is the predicted sensitive attribute of node v ∈ VS obtained through fE , and θE
is the parameter set of fE . We can predict the sensitive attribute ŝi for node vi ∈ V − VS

using fE . Each generated sensitive attribute ŝi is added into the existing set of the sensitive
attributes S to gain Ŝ.

3.3. Counterfactual graph representation learning

3.3.1. Subgraph generation

The true causal model of graph data is often challenging to fully capture, particularly for
large-scale graphs Jiao et al. (2020). Therefore, to reduce time complexity, we generate a
subgraph for each node that includes its top-k most important neighbors. This is because a
node’s representation is mainly influenced by its immediate neighbors Rahman et al. (2019).
Specifically, we use a subgraph generator Sub(·) to extract the contextual information of
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the central node vi from graph G, generating a contextual subgraph G(i), which includes
the node features X(i) and adjacency matrix A(i) of node vi Hamilton et al. (2017) and
all its top-k hops within the neighborhood. Based on these contextual subgraphs, we can
obtain more sufficient information relative to the central node in terms of graph structure,
thereby achieving high-quality graph representation learning and subsequent counterfactual
augmentation.

To further determine which neighboring nodes are more important for the central node
vi, and to facilitate the TOP (·) operation Zhan et al. (2021), we calculate the importance
scores for each pair of nodes: R = α(I−(1−α)A). Where R is the importance score matrix,
Ri,j represents the importance of node j to node i, α is a parameter within the range [0, 1],
I is the identity matrix, and A = A × D−1 represents the column-normalized adjacency
matrix, where D is the diagonal matrix with Di,i =

∑
j Ai,j . In this way, we can select the

top-k important nodes V (i) for each central node vi based on the importance score matrix
R, and then obtain the contextual subgraph G(i) of the central node vi as follows:

G(i) =
{
V (i), E(i), X(i)

}
=
{
A(i), X(i)

}
, V (i) = TOP (Ri,:, k), A

(i) = Av(i),v(i) , X
(i) = Xv(i),:

(2)
where the symbol (:) denotes all indices. The subgraph generated by the above process is
defined as G(i) = Sub(i, G, k). The generated subgraphs are then input into the encoder
to learn representations of the central nodes. This process has a complexity of O(|V | · k),
where |V | is the number of nodes, and k is the size of the neighborhood. This approach
significantly reduces the computational burden compared to methods that operate on the
full graph.

3.3.2. Counterfactual amplification

With the generated subgraphs G(i), we generate the counterfactuals using two types of
perturbations: self-perturbation and neighbor-perturbation. Self-perturbation. In the
subgraph G(i), the sensitive attribute value of the central node si is flipped. The generated
subgraph serves as the corresponding counterfactual. A subgraph is represented as Ḡ(i) ={
G

(i)
Si←1−si

}
. Neighbor-perturbation. Similarly, in the subgraph G(i), the sensitive

attribute values of any node except the central node are randomly perturbed, i.e., the

nodes in the set V
(i)
¬i . With such perturbations, a set of counterfactuals is generated as

G(i) =

{
G

(i)

S
(i)
¬i←SMP

(
S
(i)
¬i

)
}

where SMP (·) randomly selects specific values of sensitive

attributes from the value space {0, 1}|V (i)|−1. The operation SMP (·) is conducted C times.

3.3.3. Fair representation learning

For fairness in graph counterfactuals, the goal is to learn the same representations for each
central node from these three kinds of subgraphs including G(i), Ḡ(i), G(i). Since siamese
neural network van Knippenberg et al. (2021) is designed to compare the different inputs
by learning their similarity in a shared latent space, we adopt a siamese neural network as
the encoder ϕ(·) to generate three representations zi, z̄i, zi for each node vi. respectively,
which is formulated as follows:
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zi =
(
ϕ
(
X(i),A(i)

))
i

(3)

zi = AGG
({(

ϕ
(
X

(i)
Si←1−si ,A

(i)
))

i

})
(4)

zi = AGG

({(
ϕ

(
X

(i)

S¬i←SMP
(
S
(i)
¬i

),A(i)

S¬i←SMP
(
S
(i)
¬i

)
))

i

})
(5)

where ϕ(·) : Rk×d × Rk×k −→ Rk×d′ takes each subgraph as input and embeds each node
on the input subgraph into a latent representation. Each central node i represented as zi
learned from the original data, and Z = {zi}n(i=1) is used for downstream tasks. For sampled

counterfactual subgraphs Ḡ(i) andG(i) an aggregator (e.g., mean aggregator) AGG(·) is used
to aggregate the representations of each central node, resulting in final representations z̄i and
zi. Then, the distance between the learned representations of central nodes from the original
and counterfactual subgraphs is minimized. The loss function for graph counterfactual
fairness is given by:

Lf =
1

|V|
∑
i∈V

(
(1− λs)d(zi, zi) + λsd

(
zi, zi

))
(6)

where d(·) is a distance metric, such as cosine distance. λs ∈ {0, 1} is a hyperparameter
controlling the weight of neighbor disturbance.

3.4. Utility module

The utility module is designed to preserve competitive accuracy while considering counter-
factual fairness. Taking node classification tasks as an example, the PCFGR framework can
naturally extend to other types of tasks on graph data, such as link prediction. The labels
are represented as Y = {y1, . . . , yn}. The prediction loss can be expressed as:

Lp =
1

n

∑
i∈[n]

l(f(zi), yi) (7)

where l(·) is a loss function measuring prediction error (e.g., cross-entropy), f(·) is used to
predict downstream tasks using the representations, i.e., ŷi = f(zi). Finally, the overall loss
function for fair representation learning is:

L = Lp + βLf + µ∥θ∥2 + LE (8)

where θ is the set of model parameters, β and µ are hyperparameters controlling the weights
of fairness constraints on graph counterfactuals.

3.5. Overall training algorithm for PCFGR

The algorithm for Counterfactual fair graph representation learning with limited sensitive
attributes is presented in Algorithm 1. First, the graph data G and learning parameters
λ and µ are fed into the model, and fE is updated using θE and Equation (4) (Line 1-
3). Prediction completion is performed to obtain the complete graph G, and the sensitive
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attribute estimator fE is optimized using the updated loss function to obtain the completed
complete graph G (Lines 4). Subsequently, subgraphs G(i) are obtained using the subgraph
generation component (Line 5), and self-perturbation and neighbor perturbation are applied
to generate subgraphs Ḡ(i) and G(i) respectively (Line 6). Then, the corresponding original
(counterfactual) subgraphs are obtained respectively (Lines 7). Finally, the three types of
obtained subgraphs are input into the Siamese neural network to learn counterfactually fair
graph representations (Lines 8).

Algorithm 1 Counterfactual Fair Graph Representation Learning with Limited Sensitive
Attributes
1: Input: G = (V,E,X), β, µ, θE
2: Output: Counterfactual fair graph representation H of graph G after completing sen-

sitive attributes
3: Initialize fE using θE and Equation (1);
4: Obtain the graph G with completed sensitive attributes estimated by fE ;
5: Obtain subgraphs Gi = Subi(G, k) using Equations (2);
6: Obtain subgraphs Ḡ(i) and G(i) using Equations self-perturbation and neighbor-

perturbation;
7: Obtain zi, z̄i and zi using Equations (3-5) respectively;
8: Minimize the loss function L using Equation (8) to obtain the training parameters for

the optimal counterfactual fair graph representation H.

4. PCFGR\D

In this section, we further consider the privacy of the sensitive attributes and how to generate
the counterfactuals from privacy-preserving sensitive attributes. A novel framework named
PCFGR\D is further proposed, which adopts LDP to perturb the sensitive attributes and
leverages the forward correction loss to train a sensitive attribute estimator. The specific
training algorithm is shown in Figure 2, with detailed information as follows :
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Figure 2: Schematic diagram of the sensitive attribute estimator training algorithm for
PCFGR\D, where RR denotes the random response mechanism.

We first apply a random response mechanism to perturb all sensitive attribute values,
achieving the goal of privacy protection. Specifically, on the binary sensitive attributes, we
flip them with a probability of ρ = 1

exp(ϵ)+1 , where ϵ denotes the privacy budget. The larger
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ϵ indicates the lowever privacy protection. If we directly use this graph data for counter-
factual fair graph representation learning, the sensitive attribute estimator fE deployed in
Section 3.2 learns the noise label and it is difficult to predict accurate sensitive attributes.
To provide sufficient and accurate sensitive attributes, it is necessary to improve the esti-
mator to learn with noisy sensitive attributes. Since the sensitive attributes are randomly
flipped using LDP, the obtained sensitive attributes only depend on the original values Si,
i.e.P (ŝi | si, X) = P (ŝi | si). To mitigate the influence of noise in the sensitive attribute
labels, the loss function is formulated as follows:

L (P (ŝi | X)) = − logP (ŝi | X) = − log
∑
j

P (ŝi | si = j)P (si = j | X) (9)

From equation (17), it can be observed that if the objective of the sensitive attribute
estimator fE is to estimate ŝi, then prediction correction based on P (ŝi | si) needs to
be performed before the cross-entropy loss. P (ŝi | si) can be represented using a noise
transition matrix T , where Tij = P (ŝi = i | si = j). Since ϵ is known, meaning the flipping
probability of sensitive attribute s ∈ {0, 1} is known, the noise transition matrix T can be
expressed as:

T =

[
1− ϵ ϵ
ϵ 1− ϵ

]
(10)

By incorporating the correction from equation (17) and the noise transition matrix T , the
objective function for optimizing the sensitive attribute estimator fE under the constraints
of limited and differentially private sensitive attributes can be formally expressed as:

min
θE

LE =
1

|S|
∑
si∈S

− log
∑
j

TsijfE (ŝi = j | X)

 (11)

where θE represents the learnable parameters of the sensitive attribute estimator fE , and
fE(Ŝi = j | X) denotes the probability predicted by fE that instance X belongs to sensitive
group i.

4.1. Overall training algorithm

The algorithm for Counterfactual fair graph representation learning with limited sensitive
attributes and differential privacy protection is presented in Algorithm 2.

First, differential privacy protection is uniformly applied to the sensitive attributes of the
graph data, simulating graph data that has been actually released after privacy protection
(line 3). Then, the graph data along with the learning parameters are fed into the model,
utilizing fE to predict completion and obtain the complete graph G, and optimize the
sensitive attribute estimator fE using the updated loss function (17) to obtain the completed
complete graph G (lines 4-5). Subsequently, utilizing the subgraph generation component,
subgraphs G(i) are obtained (line 6), and self-perturbation and neighbor perturbation are
applied to generate subgraphs Ḡ(i) and G(i) respectively (lines 7). Finally, the obtained
three types of subgraphs are input into the Siamese neural network to learn counterfactual
fair graph representations (lines 8-9).
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Algorithm 2 Counterfactual Fair Graph Representation Learning with Limited Sensitive
Attributes and Differential Privacy Protection

1: Input: G = (V,E,X), λ, µ, θE
2: Output: Counterfactual fair graph representation H of graph G after completing sen-

sitive attributes and differential privacy protection
3: Perturb the sensitive attributes using LDP.
4: Initialize fE using θE and Equation (11);
5: Obtain the graph G with completed sensitive attributes estimated by fE ;
6: Obtain subgraphs Gi = Subi(G, k) using Equations (2);
7: Obtain subgraphs Ḡ(i) and G(i) using Equations self-perturbation and neighbor-

perturbation;
8: Obtain zi, z̄i and zi using Equations (3-5) respectively;
9: Minimize the loss function L using Equation (8) to obtain the training parameters for

the optimal counterfactual fair graph representation H.

5. Experiment

In this section, we conducted extensive experiments to verify the effectiveness of the pro-
posed method. Experiments were carried out on different datasets to answer the following
two questions: RQ1: ”How can counterfactually fair graph representation learning be
achieved with partially observed sensitive attributes ?” RQ2: ”How can counterfactually
fair graph representation learning be achieved with perturbed sensitive attributes ?”

5.1. Dataset

To demonstrate the efficiency of the proposed solution, we conduct experiments with two
datasets: 1)German Dataset: The German credit graph dataset consists of 1000 nodes,
where each node represents a customer of a bank in Germany. These customers are con-
nected based on the similarity of their credit accounts. The task involves using the gender
of the customers as a sensitive attribute and categorizing them into good and bad credit
categories. 2)Bail Dataset: This graph contains data on defendants released on bail in state
courts in the United States. In this graph, each node represents a defendant, and each edge
between a pair of nodes represents the similarity of their criminal records and demographic
data. The race of the defendant is used as the sensitive attribute. The task is to decide
whether to grant bail to the defendants (if released, they are not likely to commit violent
crimes) or not. 3)Credit Dataset: This graph contains information on people’s default pay-
ment behaviors. Each node represents a person, and each edge between a pair of nodes
represents the similarity of their consumption and payment patterns. Age is used as the
sensitive attribute. The task is to predict whether their default payment method is a credit
card.

5.2. Experimental setup

Metrics. The proposed framework is evaluated from two aspects: predictive performance
and fairness. To assess predictive performance, widely used node classification metrics are
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employed, including Accuracy, F1-Score, and AUROC. To measure the fairness of repre-
sentation, two commonly used metrics in statistical fairness, (∆SP ) and (∆EO), as well as
(δCF ) evaluating counterfactual fairness of the graph These metrics are provided in previous
work Ma et al. (2022).

To assess the counterfactual fairness of our proposed model, we manipulate the ratio of
sensitive attribute subgroups in each dataset by randomly altering node attributes. Specif-
ically, we randomly select 0%, 50%, or 100% of the nodes, setting their sensitive attribute
values to 1 and the rest to 0 . These perturbations generate counterfactual data based
on causal models across the entire graph, resulting in different proportions of sensitive at-
tribute subgroups. This process implicitly controls the distribution of sensitive attributes
in each node’s neighborhood. We estimate δCF by calculating the average rate at which

predicted labels flip due to these perturbations. Additionally, we compute R2
(
Ŷi, Ŝi

)
to

quantify how well Ŷi can be linearly predicted from a summary of the sensitive attributes
in node i ’s neighborhood. Here, Ŝi is derived from the sensitive attribute values of all
single-hop neighbors and the average value for node vi itself. The R2 measure thus reflects
the statistical dependency between Ŷi and Ŝi.

Implement details. Each dataset is randomly split into training (60%)/validation
(20%)/testing (20%) sets. Unless otherwise specified, hyperparameters are set as follows:
λ = 0.6, C = 2, λs = 0.4, β = 10, µ = 1e − 5, k = 20, B = 4. Learning rate l is set to
0.001, epochs are 1000, node representation dimension is 1024, and batch size is 100. The
experimental results are the average of ten repeated executions. Adam optimizer is used,
and the method is implemented using PyTorch.

Baseline. The proposed framework is compared with node representation learning
methods GCN without fairness constraints and state-of-the-art counterfactual fairness graph
representation learning method GEAR Ma et al. (2022), respectively, and the latest group
fairness graph neural network FairKGD Zhu et al. (2023). Besides, we also include a privacy-
preserving method LPGNNSajadmanesh and Gatica-Perez (2021).

5.3. Effectiveness of PCFGR

To answer RQ 1, we conducted comparative experiments between our proposed frame-
work PCFGR, and the current optimal counterfactual fair graph representation learning
framework based on graph data, GEAR. Their respective experimental results in terms of
predictive accuracy and fairness performance are shown in Table 1. In summary, the follow-
ing observations can be made: 1) The proposed PCFGR framework demonstrates prediction
performance comparable to state-of-the-art node representation learning methods and out-
performs GEAR in terms of prediction; 2) The PCFGR framework outperforms GEAR on
both fairness indicators δCF and R2. These two fairness metrics explicitly consider the
causal/statistical relationship between neighboring sensitive attributes and model predic-
tions, thus validating the effectiveness of PCFGR in mitigating neighbor bias. Additionally,
PCFGR performs well on other fairness metrics and aspects.

There are differences in the experimental results of PCFGR on the German dataset
at 10% and 90% sensitive attribute proportions. The main reasons are: a) the German
dataset is relatively small, so when only 10% of sensitive attributes are observable, there is
insufficient data for the sensitive attribute estimator, leading to differences in experimental
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Table 1: Comparative experimental results under different sensitive attribute ratios in dif-
ferent datasets

Dataset Ratios Method Accuracy F1-score AUC Equality Parity δCF R2

Bail

10%
GEAR 80.30±4.81 74.45±4.76 86.54±3.64 2.70±1.62 2.85±1.64 1.95±0.40 3.41±0.90

PCFGR 80.92±3.38 75.27±3.06 87.33±1.99 3.19±2.14 2.71±2.34 1.84±0.33 3.24±0.48

30%
GEAR 80.85±5.20 74.91±5.24 87.13±4.01 2.49±2.02 4.35±2.35 1.97±0.45 4.34±1.35

PCFGR 82.13±6.27 76.59±7.08 87.28±5.09 3.14±1.22 2.62±2.51 1.39±0.51 3.69±1.00

50%
GEAR 79.85±6.52 74.23±7.25 85.98±4.92 3.17±2.77 2.67±2.75 2.10±0.63 3.59±1.20

PCFGR 81.30±4.45 75.90±4.25 87.42±2.29 2.77±0.60 2.64±2.16 1.12±0.16 3.44±1.16

70%
GEAR 81.18±5.02 75.47±5.66 87.10±4.20 2.43±3.19 2.99±2.31 1.51±0.36 3.77±1.04

PCFGR 82.45±3.75 76.55±3.50 87.99±1.89 3.60±1.88 3.30±3.19 1.33±0.38 3.61±1.24

90%
GEAR 82.13±4.54 76.46±4.87 88.02±3.38 2.86±2.24 3.48±2.54 1.37±0.28 3.96±1.37

PCFGR 83.08±4.76 77.78±5.02 89.54±3.26 3.51±2.57 3.46±2.81 1.20±0.21 3.81±1.06

German

10%
GEAR 66.27±4.25 76.98±4.76 62.66±4.08 11.46±6.79 8.55±5.98 2.31±0.83 1.77±1.38

PCFGR 66.13±4.06 75.93±4.72 63.66±3.23 8.54±2.59 8.30±0.70 2.49±1.31 1.42±0.34

30%
GEAR 65.47±5.63 75.01±6.47 63.84±2.58 13.02±10.52 12.69±10.59 4.98±1.75 3.41±3.23

PCFGR 68.68±4.71 78.99±4.96 63.45±4.17 9.99±4.63 10.14±6.01 3.24±0.72 2.29±0.89

50%
GEAR 60.67±2.49 68.33±2.55 63.68±3.22 15.82±7.85 19.98±11.05 2.27±1.32 5.56±5.00

PCFGR 61.47±2.62 68.97±1.77 63.74±2.77 15.64±8.26 20.50±4.72 2.13±1.73 5.09±2.46

70%
GEAR 61.07±1.05 68.71±1.44 64.90±2.41 16.94±10.26 13.22±9.66 2.31±1.72 6.26±4.11

PCFGR 61.07±2.07 68.79±1.68 64.25±3.35 14.64±8.61 19.95±9.05 1.64±0.28 5.58±4.19

90%
GEAR 62.27±1.86 69.59±1.74 65.79±2.52 17.96±9.83 24.63±9.82 2.62±1.09 7.24±5.32

PCFGR 61.20±1.82 68.69±0.91 64.77±3.63 18.35±9.78 23.86±9.96 2.44±0.13 7.27±5.72

Credit

10%
GEAR 81.32±0.41 75.55±3.46 87.23±2.67 3.28±1.92 2.85±1.84 1.59±0.32 3.85±1.78

PCFGR 81.62±2.38 76.37±3.26 87.45±2.54 3.44±2.34 2.91±2.14 1.44±0.26 3.74±1.38

30%
GEAR 82.35±3.20 75.93±2.44 87.34±2.88 3.49±1.89 3.35±2.24 1.34±0.38 3.86±1.25

PCFGR 83.43±3.17 76.59±3.81 87.98±3.19 3.57±1.59 3.13±2.73 1.16±0.39 3.59±1.07

50%
GEAR 82.95±3.52 77.13±2.35 87.56±2.78 3.57±2.47 3.26±2.75 1.10±0.63 3.57±1.19

PCFGR 83.50±2.45 77.90±2.15 88.42±1.19 3.68±1.98 3.19±2.35 0.92±0.21 3.44±1.16

70%
GEAR 83.58±3.02 77.93±2.65 88.37±2.50 3.73±2.24 3.39±2.13 0.98±0.26 3.46±1.18

PCFGR 84.45±3.75 78.95±3.25 89.69±1.47 3.85±1.68 3.42±2.41 0.89±0.34 3.35±1.15

90%
GEAR 84.31±3.45 78.32±2.47 91.67±2.58 3.86±2.44 3.73±2.24 0.87±0.28 3.34±1.09

PCFGR 85.18±2.66 80.78±3.12 92.34±2.16 3.98±2.34 3.61±2.31 0.71±0.31 3.11±0.95

results; b) Similarly, when 90% of sensitive attributes are observable, there is less missing
sensitive attributes, leading to overfitting of the sensitive attribute estimator, resulting in
differences in experimental results.

5.4. Effectiveness of PCFGR\D

To address RQ 2, we conducted comparative experiments involving GEAR, the node repre-
sentation learning method GCN without fairness constraints, the partially observed sensitive
attribute counterfactual fair graph representation learning method PCFGR, and the coun-
terfactual fair graph representation learning algorithm PCFGR\D with limited sensitive
attributes under differential privacy protection, and the latest research on group fairness
on graphs, FairGKD. The experimental results at a 70% sensitive attribute ratio and with
a fixed privacy budget are shown in Table 2, where the best results are highlighted in bold
and underlined.

The results in Table 2 show the most outstanding performance compared to other mod-
els, achieving the best results on the δCF metric. Although it slightly underperforms com-
pared to PCFGR in terms of the R2 metric, this also illustrates the bias introduced by
directly using sensitive attributes protected by differential privacy for graph representation
learning. The differential privacy adds noise to the original graph data, which affects the
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Table 2: Results of comparative experiment at 70% sensitive attribute ratio.
GCN FairGKD GEAR LPGNN PCFGR PCFGR\D

Accuracy 57.73±7.68 69.21±4.11 52.00±16.23 60.53±1.32 51.33±6.90 69.87±3.09

F1-score 63.35±13.00 70.53±3.46 50.32±31.49 68.18±0.48 49.95±13.33 80.21±3.29

auc roc 63.41±3.93 65.88±2.69 64.43±2.24 64.46±3.10 66.46±2.84 67.17±0.84

Equality 27.32±8.17 13.55±3.56 20.92±22.59 28.00±9.91 16.50±8.99 11.25±10.05

parity 30.72±8.82 21.33±2.79 22.53±23.48 31.89±9.87 19.70±9.70 19.04±10.46

δCF 64.00±14.99 Null 79.87±22.53 41.73±2.51 30.13±10.87 30.00±29.26

R2 10.75±5.95 Null 11.01±13.51 11.00±6.98 5.17±3.27 8.42±4.72

causal relationship between sensitive attributes and prediction outcomes, resulting in a de-
crease in R2. However, this does not necessarily imply that there is an absence of a causal
relationship between them.

5.5. Ablation Experiment

To demonstrate the importance of each part of the proposed framework, we specifically
conducted ablation studies for verification. In the ablation experiments, we removed two
major components from PCFGR\D and compared them with node representation learning
methods, GCN without fairness constraints, under the same parameter settings. We named
the versions without the sensitive attribute estimator and the denoised sensitive attribute
estimator as PCFGR w/o E and PCFGR w/o D, respectively. The other experiment setting
is the same as that of section 5.4. The experimental results are shown in Figure 3.

Figure 3: Results of ablation experiment at 70% sensitive attribute ratio.

From Figure 3, we find that PCFGR\D outperforms other models on most metrics.
This is because PCFGR\D restores the sensitive attributes that have been processed by
differential privacy protection, which leads to an increased correlation between its prediction
results and the sensitive attributes, i.e., an increase in R2. Additionally, the removal of
the sensitive attribute estimator or the denoised sensitive attribute estimator impacts the
learning effect of PCFGR\D.



PCFGR and PCFGR\D

5.6. Parameter sensitivity analysis

Figure 4: Parameter sensitivity analysis on German dataset.

To evaluate the model performance and stability changes of PCFGR under different
parameters, We conducted a parameter sensitivity analysis experiment on the following
hyperparameters, such as k, lambda, C, ϵ. The experimental results of different parameter
settings on the German dataset are shown in Figure 4.

As the privacy budget (ϵ) increases, the strength of privacy protection gradually de-
creases, allowing the estimator to better estimate sensitive attributes to guide bias removal.
When 0 ≤ ϵ < 1, both the δCF and R2 metrics gradually decrease, indicating an enhance-
ment in counterfactual fairness and a weakening causal relationship between prediction
results and sensitive attributes. When ϵ = 1, the experimental results achieve optimal
performance, as local differential privacy protection algorithms generally perform best at
ϵ = 1. When ϵ > 1, although increasing the recovery of sensitive attributes leads to an
improvement in counterfactual fairness, the algorithm considers scenarios under high pri-
vacy strength, resulting in an overall decrease in fairness despite the fairness improvement
operations.

Unlike ϵ, as λ increases, the general trend for both δCF and R2 is a gradual decrease.
What differs between them is that the decrease in δCF is initially rapid and then gradually
slows down; the trend for R2 is in contrast to that of δCF , with R2 decreasing slowly at
first and then speeding up. As other parameters (C, k) increase, the trends for δCF and R2

are roughly similar, with δCF gradually becoming smaller and R2 gradually increasing.
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6. Related Work

FairAGG Zhu et al. (2024) promotes group fairness by limiting the influence of sensitive
attributes during the aggregation. SRGNN Zhang et al. (2024) mitigates biases by rebal-
ancing the graph structure before learning. However, they focus on group fairness rather
than counterfactual fairness. NIFTY Agarwal et al. (2021) generates counterfactuals by
perturbing nodes’ sensitive attributes and edges. It ensures the learned representations
from these counterfactuals closely resemble those from the original graph, thereby learning
fair and robust node representations. GEAR Ma et al. (2022) attains graph counterfactual
fairness using counterfactual data augmentation. It generates counterfactuals by perturbing
the sensitive attributes of each node and its neighbors. It eliminates the causal influence of
sensitive attributes by minimizing the difference between node representations learned from
the original graph and those from the counterfactuals. CAP Guo et al. (2023) selects coun-
terfactuals directly from the training data. By utilizing these authentic counterfactuals, it
learns fair node representations for node classification tasks.

However, these counterfactually fair graph neural network methods assume that sensitive
attributes are fully observable, which is not the case in reality. Besides, they overlook the
privacy of sensitive attributes.

7. Conclusion

In this paper, we propose a framework named PCFGR which can promote counterfac-
tual fairness while the sensitive attributes are limited. Specifically, in PCFGR, the sen-
sitive attribute estimator is first used to predict the missing sensitive attributes based on
the observed partial sensitive attributes and non-sensitive attributes. Subsequently, coun-
terfactual fair graph representation learning for partially observed sensitive attributes is
achieved. To protect the privacy of sensitive attributes, we further propose a framework
called PCFGR\D. PCFGR\D employs differential privacy protection to perturb the sen-
sitive attributes and train the estimator using forward correction loss to predict accurate
sensitive attributes. With sufficient and accurate sensitive attributes, we learn the repre-
sentation that aligns with counterfactual fairness.
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