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Abstract

Retrieval-augmented generation (RAG) has shown impressive capabilities in miti-
gating hallucinations in large language models (LLMs). However, LLMs struggle to
maintain consistent reasoning when exposed to misleading or conflicting evidence,
especially in real-world domains such as politics, where information is polarized
or selectively framed. Mainstream RAG benchmarks evaluate models under clean
retrieval settings, where systems generate answers from gold-standard documents,
or under synthetically perturbed settings, where documents are artificially injected
with noise. These assumptions fail to reflect real-world conditions, often leading to
an overestimation of RAG system performance. To address this gap, we introduce
RAGUARD, the first benchmark to evaluate the robustness of RAG systems against
misleading retrievals. Unlike prior benchmarks that rely on synthetic noise, our
fact-checking dataset captures naturally occurring misinformation by constructing
its retrieval corpus from Reddit discussions. It categorizes retrieved evidence into
three types: supporting, misleading, and unrelated, providing a realistic and chal-
lenging testbed for assessing how well RAG systems navigate different types of
evidence. Our experiments reveal that, when exposed to potentially misleading re-
trievals, all tested LLM-powered RAG systems perform worse than their zero-shot
baselines (i.e., no retrieval at all), while human annotators consistently perform
better, highlighting LLMs’ susceptibility to noisy environments. To our knowledge,
RAGUARD is the first benchmark to systematically assess the robustness of the
RAG against misleading evidence. We expect this benchmark to drive future re-
search toward improving RAG systems beyond idealized datasets, making them
more reliable for real-world applications.'

1 Introduction

Retrieval-augmented generation (RAG) systems show strong potential for mitigating large language
model (LLM) hallucinations and enhancing trustworthiness. By combining the generative capabilities
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Figure 1: Examples of LLM and human performance on a false claim (left) and a true claim (right)
from RAGUARD. While the LLM initially classified both claims correctly, it later reversed its
decisions due to misleading retrieved context. In contrast, human judgments remained consistent.

of LLMs with the retrieval power of external corpora, RAG aims to ground responses in relevant
information, thus improving factual consistency and output credibility [21, 13, 9]. While existing
work has made significant progress in improving retrieval relevance and maximizing the amount
of information in the retrieved context [17, 43, 5], comparatively less attention has been paid to
scenarios where LLMs must reason over inevitably misleading, conflicting, or only partially relevant
retrieved content, as illustrated in Figure 1. Addressing this robustness gap is increasingly important
as RAG systems are deployed in high-stakes applications such as fact-checking [32] and legal or
medical domains [11, 41].

Prior work has mitigated LLMs’ susceptibility to noisy retrievals by prompting models to evaluate
each retrieved document’s relevance [37], isolating LLMSs’ responses to individual passages before
aggregating them [39], or prompting agents to select external knowledge based on a debate process
[35]. However, these approaches largely focus on filtering or restructuring retrieval rather than
tackling the core challenge of LLM reasoning over misleading information. Many approaches aim to
reconcile temporal or factual inconsistencies between retrieved content and an LLM’s prior knowledge
rather than addressing cases where the retrieved information itself is misleading or contradictory
[34, 18]. Furthermore, current datasets overly rely on curating reliable documents, limiting robustness
testing against misinformation [16, 44, 26, 20]. While some introduce counterfactuals or retrieval
noise [22, 6], they rely on artificial perturbations or costly human annotation. This highlights the need
for an evaluation framework that challenges RAG systems with naturally occurring contradictions, as
well as a taxonomy of evidence types that clarifies their distinct impacts on model behavior.

Fact-checking plays a crucial role in combating misinformation, yet most existing datasets in this
domain assume the availability of gold-standard evidence aligning with the verdict [33, 2, 45, 14,
19, 4]. This assumption breaks down in political domains, where controversial claims lead to both
supporting and opposing narratives from diverse sources [23, 33, 25, 29]. To build fact-checking
systems capable of handling real-world misinformation, it is essential to expose models to the
conflicting and misleading evidence with which humans work in the real world.

To bridge this gap, we introduce RAGUARD, a benchmark dataset based on political claims and their
verifications from PolitiFact that incorporates real-world misinformation. Given the prevalence of
polarizing and deceptive information in political discourse, we develop an automated pipeline that
retrieves relevant yet potentially misleading user-generated content and labels them through a novel
LLM-guided approach simulating a fact-checking exam. We then evaluate widely used LLM-based
RAG systems, confirming that current methods lack robustness in real-world scenarios. Performance
drops significantly when RAG systems are exposed to documents from the RAGUARD knowledge
base, revealing a substantial gap from human reasoning in identifying and handling misleading
evidence.

In summary, our work advocates for a shift from idealized RAG settings to ones that reflect the
misleading nature of real-world retrieval. We introduce a taxonomy, benchmark, and evaluation
framework for assessing LLM robustness under such conditions. Our contributions are as follows:



» Task: We define a new robustness-focused fact verification task that challenges models to
reason through misleading retrieved content. We also unify inconsistent terminology in prior
work by establishing a structured framework for labeling document types (e.g., supporting,
misleading, unrelated).

* Benchmark: We release RAGUARD, a real-world political-domain RAG benchmark built
from PolitiFact claims and Reddit retrievals. Documents are labeled based on their effect
on LLM predictions using a scalable, LLM-guided annotation method targeting misleading
effect on models rather than humans.

* Evaluation: We evaluate strong closed- and open-source models across multiple retrieval
settings, revealing that even top-performing LLMs struggle under misleading context with
all models performing worse than their zero-context baselines.

2 Dataset

We introduce RAGUARD, a benchmark for evaluating the robustness of RAG systems in political
fact-checking. In the following sections, we standardize terminology used in prior work (Section 2.1),
compare RAGUARD to existing datasets (Section 2.2), describe its structure and key statistics
(Section 2.3), and outline the fact-checking tasks it supports (Section 2.4).

2.1 Task and Terminology

The core task in RAGUARD is retrieval-augmented fact-checking: determining whether a claim is
true or false based on retrieved evidence that may be supporting, misleading, or unrelated. Unlike
prior datasets that include only documents explicitly supporting the correct answer, RAGUARD
adopts a broader definition of supporting, allowing documents that provide contextual cues even if
they do not state the answer outright.

To better reflect real-world retrieval conditions, we introduce noise through unrelated documents,
which are topically related but uninformative, and crucially, misleading documents, which subtly
distort facts through framing, omission, or biased presentation. Unlike adversarially fabricated content
or clearly one-sided, unambiguous evidence, misleading noise arises naturally and rarely contains
explicit falsehoods; instead, it subtly presents facts or context in ways that are misleading to models
but often recognizable to humans (see Figure 1). Importantly, the quality of being misleading in
RAGUARD is defined relative to language models rather than as an objective property discernible by
all humans. The dataset is designed to expose specific vulnerabilities in model reasoning, cases where
LLMs fail to separate factual content from bias or rhetorical tone. Thus, the task reflects the more
realistic challenge of distilling truth from partial or polarized viewpoints, as human fact-checkers
must do, rather than merely answer matching with given evidence.

Finally, we unify terminology from prior work to clarify distinctions between evidence types. While
some documents may be non-conflicting but distracting (e.g., unrelated or randomly-selected), others
are conflicting and more challenging, such as misleading, fabricated, or unambiguous evidence. We
illustrate this hierarchical structure of definitions in Figure 2 and explicitly define all document types
in our taxonomy (see Appendix A), which helps situate RAGUARD within the broader space of
retrieval-augmented fact-checking datasets.

2.2 Comparison with Existing Datasets

Fact-Checking Datasets. Table 1 summarizes key properties of existing fact-checking and RAG
benchmarks, including whether retrieval is used, conflicting evidence is included, and documents
are drawn from real-world sources. Most fact-checking datasets that incorporate evidence retrieval
are limited to supporting documents and do not account for conflicting or misleading information.
For example, while FEVEROUS [2] categorizes some evidence as refuted, this label only applies
to documents that help the model correctly classify a claim as false, not those that contradict the
fact-checking verdict. Additionally, both FEVER [33] and FEVEROUS rely on curated, rewritten
Wikipedia passages, rather than naturally occurring claims or user-generated content [4].

While Liar [36] and Mocheg [45] also source claims from PolitiFact, Liar does not support evidence
retrieval, and Mocheg includes only gold-standard documents cited by PolitiFact fact-checkers.



Dataset Focus Evidence Claims

FC ROB | Retrieval Conflicting Real-world | Domain # Claims 3
Types of Evidence
FEVER [33] v X v X X General 185K
FEVEROUS [2] v X v X X General 87K
Liar [36] v X X X v Political ~ 12.8K
Mocheg [45] 4 X v X v Political  15.6K 9 .
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QACC [22] X v v v v General 1.5K 5 RAG-Bench Misleading +o
RAGUARD (ours) | /v | v /| Political  2.6K Qace

Table 1: Comparison of RAGUARD with fact-checking Figure 2: Taxonomy of document types
and noisy RAG datasets. “FC” indicates suitability for used in our benchmark (supporting, mis-
fact-checking, and “ROB” for LLM robustness evalua- leading, unrelated), along with types of
tion. Columns reflect evaluation focus, evidence types, and evidence included in related datasets.
dataset characteristics.

Similarly, other datasets [14, 19, 4] primarily use journalist-written explanations from fact-checking
websites, which are explicitly curated to justify the verdict. In contrast, RAGUARD incorporates
conflicting evidence from naturally occurring Reddit discussions, reflecting more realistic challenges.

AVeriTeC [28] also explores real-world misleading information, focusing on retrieval-augmented fact
verification with naturally occurring conflicting evidence. Like RAGUARD, their dataset includes
claims and evidence drawn from real-world sources, some of which subtly distort the truth through
biased framing or misinformation. However, a key difference lies in the task framing: their benchmark
treats evidence as “conflicting” when it contains both supporting and refuting signals and asks the
model to abstain from a definitive verdict in such cases. In contrast, RAGUARD explicitly expects the
model to reason through misleading evidence and arrive at a correct verdict. While AVeriTeC focuses
on detecting ambiguity in the evidence, RAGUARD challenges models to exhibit robustness under
noisy, real-world conditions. As such, our task is not only stricter but also aligned with practical
fact-checking requirements.

Datasets with Noisy Contexts. Several prior datasets introduce noisy contexts for evaluating
retrieval-augmented generation, primarily in open-domain QA settings [22, 6, 38, 8]. However, these
datasets vary significantly in how they define noise and the types of disruptions they model. Power of
Noise [6] introduces noise through unrelated documents, in the form of off-target retrievals or random
documents entirely irrelevant to the query. Importantly, the dataset does not introduce any content
that actively contradicts or distorts the correct answer (i.e., its noise is exclusively non-conflicting.)
RAAT [8] introduces counterfactual noise by editing documents to contain incorrect answers. While
this creates explicit conflicting evidence, it does so synthetically, often resulting in unrealistic or
adversarial examples that lack subtlety (e.g., “Titanic earned a worldwide total of 2.187 billion” is
directly replaced with a different number, which would likely mislead not only an LLM but also a
human). Similarly, the noise in NoiserBench [38] is fabricated, making it poorly representative of
how misleading evidence actually appears in public discourse. QACC [22] uses human annotators
to label naturally retrieved documents as conflicting or not, avoiding artificial edits. However, the
definition of conflict in QACC is binary (i.e., whether the document directly supports or contradicts
the gold answer) leaving little room for subtler forms of misleading reasoning (see Figure 1).

RAGUARD complements these datasets by focusing specifically on real-world political claims,
including user-generated texts containing naturalistic misinformation that challenge LLMs with
plausible distortions rather than clear factual opposition. Unlike prior work, which avoids conflicting
content or reduces it to fabricated or unambiguous contradictions, RAGUARD expects models to
reason through misleading evidence and infer the correct label, reflecting real-world fact-checking
scenarios, where misinformation is embedded in discourse rather than stated outright.

2.3 Dataset Structure

RAGUARD consists of 2,648 political claims made by U.S. presidential candidates (2000-2024), each
labeled as either true or false, and a knowledge base comprising 16,331 documents. Figure 3a presents
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Figure 3: Overview of RAGUARD, including dataset statistics and word frequencies.

the key statistics of the dataset. Each claim is linked to a set of associated documents, categorized as
supporting, misleading, or unrelated, with an average of 6.2 documents per claim. Notably, the dataset
contains more supporting documents than misleading ones, reflecting that political discussions online
are more often aligned with factual information, while the large number of unrelated documents
suggests that many discussions online are neutral, neither misleading nor supporting the validity of a
claim. Appendix B provides additional statistics related to the year and speaker of each claim.

RAGUARD includes a diverse and realistic collection of political claims and documents. Figure 3b
visualizes the most frequent words in claims, revealing a focus on reported assertions (e.g., “say”)
and quantitative language (e.g., “percent,” “million”) that require quantitative reasoning. The frequent
occurrence of temporal terms like “year” further indicates that many claims are time-sensitive,
requiring temporal awareness that may challenge both human fact-checkers and LLMs.

Figure 3c illustrates the lexical diversity of the retrieval corpus. The inner ring denotes the first word in
each document’s opening sequence, while the outer ring shows the subsequent word. The abundance
of narrow, evenly distributed segments demonstrates that no single phrase or construction dominates
the corpus. This diversity helps prevent models from exploiting superficial lexical cues, ensuring
that success depends on genuine reasoning rather than memorized linguistic patterns. Notably, many
retrieved documents begin with questions, mirroring the exploratory and uncertain tone of real-world
online discussions where factuality is often debated rather than asserted.

2.4 Supported Tasks

To benchmark the performance of current RAG systems in real-world fact-checking scenarios, we
define a series of tasks using RAGUARD.

Zero-Context Prediction. This task assesses the model’s ability to fact-check claims using only its
internal knowledge, with no retrieved documents. It serves as a zero-shot baseline for evaluating the
impact of retrieval.

Standard RAG. This task requires RAG systems to retrieved documents from the entire dataset
corpus in real time. Retrieved context may include ground-truth documents related to the claim
(unrelated, supporting, or misleading information) or unrelated documents, simulating noisy retrieval
in real-world settings.

Oracle Retrieval. This task isolates the effect of retrieval content quality by bypassing real-time
search and directly supplying documents known to be associated with a given claim. We evaluate two
conditions: In the first, which we denote as Oracle Retrieval (All), the model receives a document
labeled as supporting, misleading, or unrelated, testing its ability to reason over mixed or ambiguous
evidence. In the second, which we refer to as Oracle Retrieval (Misleading), the model is exposed
only to documents that conflict with the claim’s ground-truth label, providing a targeted evaluation of
susceptibility to deceptive or adversarial content.
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Figure 4: RAGUARD dataset construction, consisting of three stages to obtain claims and verdicts,
associated documents, and labels for the each document’s relationship to the claim and verdict.

3 Dataset Construction

RAGUARD is constructed in three stages, as shown in Figure 4: (1) collecting political claims and
verdicts, (2) retrieving documents from Reddit, and (3) labeling documents as supporting, misleading,
or unrelated using an LLM-guided protocol. Our key novelty lies in stage (3), where we define being
misleading relative to model behavior rather than human judgment, allowing RAGUARD to scale
beyond human annotation and target LLM-specific weaknesses.

3.1 Claim and Verdict Collection

We scrape political claims and verdicts from PolitiFact,? a professional fact-checking organization.
To ensure claims are both prominent and controversial enough to spur misinformation, we restrict
our dataset to US presidential candidates from 2000 to 2024. For clarity in downstream document
retrieval and annotation, we binarize PolitiFact’s six-point truth scale (true, mostly true, half true,
mostly false, false, pants on fire) into true and false verdicts, omitting intermediate categories as it is
challenging for a document to specifically mislead a half true verdict.

3.2 Knowledge Base Construction

To simulate real-world retrieval noise, we construct a retrieval corpus from Reddit,* a platform rich
with user-generated political discussion and misinformation. Because Reddit users inherently publish
their opinions to the public, posts are often written to be convincing, regardless of how true the
information is. For each claim, we use GPT-4 to generate keyword variants, increasing the likelihood
of retrieving diverse types of information related to the topic. We then issue a Google Search
restricted to Reddit and collect the top ten retrieved posts per claim. This keyword-based search
ensures contextual relevance, while Reddit’s user-generated content introduces diverse perspectives,
including both speculative theories and well-supported arguments, mirroring the complexities of
real-world fact-checking challenges.

3.3 LLM-Guided Annotation

We annotate each retrieved document based on its functional effect on the model’s prediction. Rather
than relying on manual judgments or synthetic counterfactuals, we simulate the document’s use in
a RAG pipeline by prompting GPT-4 to classify the claim using only the document as context. We
then compare its prediction to the ground-truth verdict. If the document helps the model arrive at the
correct label, it is labeled supporting. If the document causes an incorrect prediction, it is labeled
misleading. If the model considers the document unrelated to its prediction, it is labeled unrelated.
Appendix C.1 includes prompts for keyword extraction and LLM annotation.

This LLM-as-annotator strategy enables scalable, behavior-based labeling. Because our dataset
aims to reveal weaknesses in how LLMs interpret biased or conflicting information, we define
misleadingness relative to model behavior (i.e., by a document’s ability to confuse the model rather
than by human interpretation). Human annotators can typically resolve these cases with ease
(Section 5). Moreover, these labels are used solely as an intermediate analytical tool to characterize
how retrieved evidence influences model behavior. While models may encounter incorrect or

*https://www.politifact.com
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Zero-Context Prediction 56.87 62.50 63.97 61.06 67.33 74.51 69.98 63.67
RAG-1 52.68 59.40 59.14 56.68 64.80 70.09 66.88 62.76
RAG-5 49.74 61.37 58.91 57.59 65.90 68.58 57.81 63.14
Oracle Retrieval (All) 53.89 61.09 51.55 52.38 53.22 52.56 50.06 51.88
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Table 2: Accuracy (%) of various LLM backbones in RAG setup across three tasks and five evaluation
settings. Cell color intensity corresponds to the model’s percent accuracy drop relative to its zero-
context baseline, with darker red indicating larger relative performance drop. Appendix D contains a
version of Table 2 with exact relative percent decreases shown.

misleading information in the retrieved context, the task evaluates their ability to verify claims against
gold verdicts from PolitiFact, rather than to detect misinformation within the documents themselves.

To confirm this process does not overfit to GPT-4 idiosyncrasies, we re-annotated a subset of the
dataset with Claude 3.5 Sonnet and Gemini 1.5 Flash and measured inter-annotator agreement using
Cohen’s k. We observe substantial agreement with Claude 3.5 Sonnet (x = 0.789) and moderate
agreement with Gemini 1.5 Flash (k = 0.650) on the supporting and misleading labels. These results
indicate that the labeling decisions are reasonably stable across models rather than solely an artifact
of GPT-4’s annotation behavior. As shown in Section 4, multiple LLMs exhibit similar vulnerabilities
on the same misleading documents, reinforcing the generality of our findings.

4 Baselines

4.1 Experimental Setup

Evaluation. We frame fact-checking as a binary classification task where the model must generate
a response that aligns with one of the predefined options. Accuracy, calculated using the ground-truth
verdict, is used to evaluate performance. If a model generates an out-of-scope response that does not
match any of the given options, it is treated as an incorrect prediction.

Implementation Details. We evaluate eight LLMs: three open-source models at different scales
(OLMo-1B [10], Llama 3 8B Instruct [7], and Mistral 7B Instruct [15]), three commercial APIs
(Gemini 1.5 Flash [31], GPT-4o [1], and Claude 3.5 Sonnet [3]), and two closed-source reasoning-
oriented models (DeepSeek R1 [12] and 04-mini [24]). For the Standard RAG setting, we perform
retrieval using OpenAl’s text-embedding-ada-002 model, retrieving the top one (RAG-1) and
five (RAG-5) documents based on semantic similarity to the claim. In the Oracle Retrieval setting,
we directly supply the pre-labeled associated documents without performing retrieval. All prompts
indicate that provided context may be unrelated or factually incorrect (see Appendix C.2).

In addition to standard baselines, we evaluate a robustness-oriented RAG method, Corrective RAG
(CRAG) [42]. We reproduce CRAG using the authors’ released code, prompts, and pretrained Critic.
All experiments are conducted under our Oracle Retrieval setting, where CRAG receives pre-labeled
documents from RAGUARD. We compare their Llama 2-based system to zero-shot Llama 2.

4.2 Results

Table 2 displays baseline results on RAGUARD for three tasks using three open-source, three closed-
source, and two closed-source reasoning LLMs.

Zero-Context Prediction. All systems achieve the highest accuracy on the zero-context prediction
(i.e., zero-shot baseline), which is counterintuitive, considering this setting does not benefit from
retrieval. Furthermore, we find that reasoning models do not achieve higher zero-context prediction
scores since the zero-context task relies primarily on prior knowledge rather than reasoning capability.

Standard RAG. Adding retrieved context consistently reduces performance across all models.
While 04-mini is the most robust, the performance of models like Mistral and Gemini 1.5 drops sharply.



More retrieved documents (RAG-5) often worsen performance compared to RAG-1, especially for
stronger models like Claude and DeepSeek, suggesting that retrieval introduces primarily distracting
and misleading information, and when the quality of retrieved context is not optimal, including more
documents can confuse rather than help, particularly if the model already performs well on the task.
These findings challenge the assumption that retrieval improves accuracy and align with concerns
about retrieval quality in real-world tasks [27, 46, 6, 40].

Oracle Retrieval. In the Oracle Retrieval (All) condition, where models receive all documents
explicitly associated with each claim, performance drops even further compared with both Standard
RAG and the zero-shot baseline. The effect is most severe in the Oracle Retrieval (Misleading)
condition, which yields an average accuracy decrease of 46.5%. Every model falls below 50%
accuracy despite the binary nature of the task, confirming that the misleading evidence in RAGUARD
explicitly disrupts model reasoning. These results demonstrate that current RAG systems are unable
to distinguish factual content from subtle misinformation.

Existing Robustness Method. Despite being designed to mitigate retrieval errors, the CRAG
method performs substantially worse than the zero-shot baseline: Llama 2 achieves 50.57% without
retrieval but drops to 37.24% with CRAG in the Oracle Retrieval Setting. This method uses a
lightweight evaluator to score document relevance and, when confidence is low, triggers web searches
outside the retrieval corpus, primarily drawing from sources such as Wikipedia. In practice, this
mechanism activates in 70.1% of RAGUARD cases, but the added web content often introduces
additional noise, as general-purpose sources such as Wikipedia provide limited support for verifying
complex political claims. When the evaluator’s confidence is low, CRAG combines web search
results with documents from the corpus, effectively doubling exposure to noisy content. Therefore,
while CRAG can detect the challenge of the problem, it remains unable to resist the misleading
information. More broadly, this underscores that existing robustness methods, which have been
shown to handle certain types of noise, remain vulnerable to the qualitatively different challenge of
real-world misleading retrieval.

4.3 Analysis

Model Comparison. Across models, GPT-4o is the most robust overall: its accuracy falls by only
31.7% in the Oracle Retrieval (Misleading) condition, compared to Claude 3.5 (51.8%), Gemini 1.5
(49.9%), and Mistral (58.0%). This pattern seems counterintuitive given that parts of the dataset
were shaped by GPT-4’s own failure modes. Nevertheless, its robustness in this setting suggests
that the annotation process does not overly capture GPT-4-specific failure patterns and that its high
performance may instead be bolstered by its inherent reasoning strength, consistent with recent studies
showing GPT-4’s superior fact-checking capabilities [30], as further discussed in Appendix D.1. In
constrast, Claude 3.5 achieves the highest zero-context accuracy but suffers the steepest decline,
suggesting that strong internal knowledge does not guarantee resistance to misleading information.

Reasoning-focused systems such as 04-mini and DeepSeek show large performance drops of 45.3%
and 47.6%, respectively, and smaller models like OLMo-1B follow the same pattern, with all RAG
variants underperforming their zero-shot baselines. These consistent trends across model size and
training type underscore that RAGUARD probes weaknesses beyond those captured by conventional
reasoning or robustness benchmarks.

Retrieval and Misleading Evidence. The fact that Oracle Retrieval leads to worse performance
than Standard RAG suggests that retrieval errors, while suboptimal, may result in less damaging
content than intentionally misleading documents, validating the construction and annotation of such
documents in RAGUARD. To quantify this phenomenon, we introduce Misleading Retrieval Recall,
which measures the proportion of claims for which at least one misleading document is retrieved. In
RAG-1, this rate is 21.3%, increasing to 44.8% in RAG-5, indicating that retrieving more documents
raises the likelihood of including harmful content. We find that when Misleading Retrieval Recall is
higher, as in Oracle Retrieval (Misleading), where Misleading Retrieval Recall is 100%, the LLM
performance decreases further, demonstrating the more damaging effect of RAGUARD’s misleading
documents. Additional retrieval metrics are reported in Appendix D.2.



Qualitative Examples. Figure 1 illustrates how misleading evidence interferes with LLM reasoning
on specific claims. In the left example, the document provides an opinion questioning the claim
without directly contradicting it (e.g., “less likely” does not invalidate the absoluteness of “anybody
else”), yet the model misinterprets this subjective tone as factual evidence, a pattern we term confusing
opinion with fact.

In the right example, the misleading document introduces contradictory information, but the dis-
crepancy can be resolved by temporal reasoning: The claim and the evidence refer to different time
periods (“2010” versus “when COVID first began”). We observe that models frequently fail to make
such contextual distinctions. By misapplying contextual cues, they overemphasize superficial signals
like numbers or names while ignoring the broader meaning. These examples reveal how LLMs overly
focus on surface-level indicators, explaining why they are highly susceptible to misleading retrievals,
even when humans can resolve the ambiguity with relative ease. We provide additional examples of
these failures in Appendix E.

5 Human Study

To better understand how noisy context contained in RAGUARD affect reasoning, we study human
robustness to noisy contexts to compare to LLM performance. We construct a 64-instance subset
balanced across true and false claims, reflect-
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to noisy context (i.e., the black bar in Figure 5).  performance differences when given documents.
These results highlight a significant gap between

human and machine reasoning.
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6 Limitations

While the approach of using GPT-4 for document annotation has a model-specific element, akin
to how human annotation carries annotator perspectives, its utility lies in creating a testbed for a
unique aspect of LLM robustness. We assessed bias through a cross-model agreement analysis,
which found moderate to strong consistency across LLM annotators, and confirmed in Section 4 that
all models, not simply GPT-4, fail similarly on the same examples. We further emphasize that our
task is fact-checking based on gold verdicts from PolitiFact rather than misinformation detection.
GPT-derived labels are used only for intermediate analysis (i.e., determination of which documents
are included in the Oracle Retrieval (Misleading) setting).

The limited scope of the human study constrains the strength of human—model comparisons, though
it serves as a diagnostic check showing that observed failures arise from model reasoning rather
than inherently impossible tasks. Ultimately, our main contribution lies in demonstrating how our



dataset harms and misleads LLMs, as it is specifically constructed to challenge model reasoning.
Whether these instances also mislead humans is not the primary focus. Scaling human evaluation for
fact-checking remains an open problem that future work should address.

7 Conclusion

In this paper, we highlight the importance of assessing the robustness of RAG systems against
misleading retrievals, defining a new robustness-focused fact verification task that challenges models
to reason through misleading content while unifying inconsistent terminology in prior works into a
structured framework. To advance the development of robust fact-checking systems, we introduce
RAGUARD, a diverse benchmark incorporating naturally occurring misleading data from Reddit
discussions alongside verified evidence and claims from PolitiFact. Unlike prior RAG benchmarks
that rely on synthetically noisy data, RAGUARD utilizes real-world evidence, targeting cases where
gold-standard documents may not exist. This mirrors the complexities of real-world misinformation,
which is necessary for more robust systems.

Our findings show that the performance of current RAG systems deteriorates significantly when
exposed to misleading evidence, challenging the assumption that retrieval always enhances model
accuracy. Consequently, future research should focus on enhancing LLM robustness through methods
such as adversarial retrieval training, which exposes models to misleading evidence during training to
improve resilience. Additionally, incorporating multi-step reasoning and classifying documents for
their subjectiveness can mitigate the impact of misleading sources.

By providing a challenging yet realistic benchmark, RAGUARD encourages the development of more
sophisticated retrieval-based fact-checking methods. We hope this dataset will facilitate progress in
designing retrieval pipelines that are not only effective but also resistant to misinformation, ultimately
contributing to more reliable and trustworthy Al systems.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction accurately describe the problem (RAG robust-
ness), proposed benchmark (RAGUARD), and experimental scope (fact-checking with
supporting, misleading, and unrelated evidence from Reddit), which align with the content
presented in the paper (Sections 4, 5, Appendix D, E).

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Section 6 discusses limitations, including the use of GPT-4 for annotation, the
distribution of document labels, and the size of the human study.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification:

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper describes the data construction method (Section 3) and experimental
setup (Section 4). The appendix provides hyperparameter details and prompts for data
construction and baseline evaluation (Appendix C).

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The dataset is provided. The paper focuses on introducing the dataset and
uses straightforward LLM calls for baselines. All methods are reproducible through the
information provided in the paper.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Appendix C provides hyperparameter details and prompts for data construction
and baseline evaluation. The paper describes the data construction method (Section 3) and
experimental setup (Section 4).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer:

Justification: We mitigate randomness by evaluating multiple models with different archi-
tectures and consistently observe substantial accuracy drops across all models and settings
(Section 4), indicating a clear and reproducible performance degradation trend.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The compute resources required are bounded by the LLM. We do not add any
complexity beyond using each selected LLM for inference. Refer to LLM’s original paper
for precise requirements.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work involves only publicly available, de-identified data and does not
include human subjects or sensitive personal information. The dataset does not include
protected categories and is not intended for high-risk applications. We also clearly document
the dataset’s scope, limitations, and intended use (in the publicly available repository) to
mitigate any potential downstream harm.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: The societal impacts are discussed in Section 1 and 7. Negative impacts are
elaborated in the dataset repository: This dataset has been compiled from publicly available
sources on the Internet. It may contain discussions on sensitive political topics, including
viewpoints that some individuals may find controversial or offensive. The inclusion of any
content does not imply endorsement of any views expressed. Users are advised to exercise
discretion and ensure compliance with applicable ethical guidelines and legal frameworks
when using this dataset.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Safeguards are elaborated in the dataset repository: This dataset has been
compiled from publicly available sources on the Internet. It may contain discussions on
sensitive political topics, including viewpoints that some individuals may find controversial
or offensive. The inclusion of any content does not imply endorsement of any views
expressed. Users are advised to exercise discretion and ensure compliance with applicable
ethical guidelines and legal frameworks when using this dataset.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do

not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The dataset was created from publically available sources (Reddit and Politi-
Fact), which were credited. All search engines and LLMs used were properly cited.

Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We follow the instructions from the NeurIPS single-blind submission when
providing the new dataset.

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: A small number of research team members helped verify a subset of the
generated data. They received clear written instructions, and we include these instructions
in the supplementary material. No monetary compensation was provided. Participants will
be acknowledged in the final version.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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15.

16.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The task posed minimal risk and was conducted by internal research team
members who will be acknowledged. Due to the minimal nature of the activity and low
risk, no IRB approval was sought. Procedures followed our institution’s standard ethical
guidelines.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: This paper tests the robustness of LLMs to misleading retrievals. Consequently,
we use LLM performance as a way to categorize documents for their ability to mislead an
LLM. There, we benchmark many commonly-used LLMs on this dataset to highlight the
gaps in their robustness. Notably, other Al models can also be used in a similar way to
create or test this dataset, but we focus on LLMs due to their relevance and widespread use,
particularly in RAG.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Definitions

Prior works employ varying terminology to describe the presence of such noise in retrieved contexts
or retrieval corpora [6, 22, 8, 38]. To establish consistency, we define a structured taxonomy and
align existing definitions (See Figure 2).

Typical RAG datasets, including all prior fact-checking datasets to our knowledge, exclusively contain
non-noisy, supporting documents as associated evidence, leading to overly optimistic performance
[6]. Instead of relying solely on answer-containing documents, our dataset adopts a broader notion of
supporting evidence. Specifically, we consider a document to be supporting if it provides information
that enables an LLM to infer the correct answer, even if it does not explicitly state the ground-truth
output. This reflects real-world fact-checking, where human verifiers rely on contextual information
rather than single authoritative documents.

We categorize different types of noisy evidence based on whether the information directly conflicts
with aspects of the correct prediction. As in prior work [6, 8], we include non-conflicting documents
in RAGUARD, such as unrelated texts that may hurt performance. However, our primary focus is
conflicting documents, which include misleading, fabricated, and unambiguous evidence. Previous
datasets primarily include conflicting evidence as fabricated or unambiguous documents, oversim-
plifying real-world complexity and ambiguity (see Section 2.2 for further discussion) [38, 22, §].
Notably, no prior work has introduced misleading documents.

In RAGUARD, misleading documents distort facts through selective framing, omission, or biased
presentation, leading the system toward incorrect predictions while still containing partial truths.
Unlike fabricated evidence, which is explicitly engineered to contradict the correct prediction (i.e.,
adversarial perturbations), misleading evidence subtly misguides the model rather than directly
opposing it. Additionally, while prior work such as QACC [22] introduces unambiguous evidence—a
term we adopt to ensure consistency with past research—which includes some naturally conflicting
evidence but only for a limited set of unambiguous questions, we focus on more natural yet scalable
conflicting evidence.

For reference, we provide a list of all defined terms. Each term defines a type of document or piece
of evidence.

1. Associated: any document linked to a claim, regardless of label

2. Supporting: aids the system in producing a correct prediction through containing the correct
answer explicitly or providing contextual support

3. Noisy: challenges or disrupt system performance, thereby enhancing robustness
4. Conflicting: contradicts either the correct answer or some aspect of the prediction

5. Misleading: introduces factual distortions through selective framing, omission, or biased
presentation; may contain partial truths

6. Fabricated: synthetically constructed to include factual errors (e.g., adversarial perturba-
tions)

7. Unambiguous: naturally conflicting evidence but only for a limited set of unambiguous
questions (special case of [22])

8. Non-Conflicting: does not directly contradict the correct answer but still introduces noise by
distracting the model

9. Unrelated: does not contain specific enough information to determine the correct prediction,
despite being topically or semantically related to the query

10. Random: unrelated; often introduced through random selection or artificial generation

B Dataset Statistics

Note that RAGUARD includes many unrelated documents, reflecting the natural distribution of the
internet, where many discussions are neutral, neither misleading nor supporting the validity of a claim.
These unrelated documents are topically relevant to their corresponding claim as they are retrieved
with keyword search in the Dataset Construction stage (Section 3.2). However, they are labeled as
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unrelated because they do not specifically provide misleading or supporting content (Section 3.3).
Although less directly misleading, these documents still significantly reduce LLM accuracy (e.g.,
Llama 3 drops from 61.1% to 50.2%).

We provide additional dataset statistics in Figure 6. We see a spike in claims during recent presidential
elections (2012, 2016, and 2024) which is an expected time for increased political discussion. We also
note that more recent candidates usually have more claims in our dataset. This reflects the increasing
popularity of fact-checking in recent years.

Claim Distribution by Date

Speaker Claims

o Al Gore 6
012 George W. Bush 4
oo John Kerry 14

" John McCain 173
£ oos Barack Obama 589
O 406 Mitt Romney 204
Hillary Clinton 295

oot Donald Trump 1008
002 Joe Biden 308
Kamala Harris 47

0.00
2005-01 2007-07 2010-01 2012-07 2015-01 2017-07 2020-01 2022-07 2025-01 2027-07
Date

Figure 6: Claim distribution by date and speaker.

C Prompt Templates
For all settings and models, we used a temperature of 0.1.
C.1 Dataset Creation

Keyword Extraction Prompt

Please take the following political claim and convert it into a set of a few (3-5) keywords
that are optimized for searching Google.

The keywords will be used to look for relevant Reddit articles. Make sure that the keywords
together carry the idea of what the claim is saying so that you can find relevant posts for
the claim on Google. The keywords should retain the meaning of the claim, but in a more
concise form.

Claim: ...

Only provide the keywords, without any other text.

Document Labeling Prompt

You are an assistant that assesses the agreement between a DOCUMENT and a CLAIM.
CLAIM: ...

DOCUMENT: ...

Based on the DOCUMENT, do you agree with the CLAIM? Respond with your reasoning
and then with either AGREE or DISAGREE.

If the DOCUMENT (even indirectly) supports the given CLAIM, respond with "AGREE".
If the document (even indirectly) contradicts the CLAIM, respond with "DISAGREE". If
there is no support (indirect or direct) against or for the claim, output unrelated.

C.2 Evaluation

In all settings, two-shot examples—one true and one false claim from RAGUARD training data—are
provided in the context.
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Zero-Context Prediction Prompt

You are an expert fact-checker. Given a claim and some context, your task is to assess its
accuracy and classify it as either TRUE or FALSE.

Examples:

Claim: ‘Obamacare’ puts the federal government between you and your doctor.

Output: FALSE

Claim: $500 billion of the extension of the Bush tax cuts for the wealthy goes to 120,000
families.

Output: TRUE

Respond only with the following format, nothing else:

Output: [TRUE or FALSE]

Do not include any additional text, headers, or explanations outside this format.

Claim: ...

Context-Based Prediction Prompt

You are an expert fact-checker. Given a claim and some context, your task is to assess its
accuracy and classify it as either TRUE or FALSE. The context is NOT ALWAYS relevant
or correct. You must use your own judgement and must return a response.

Examples:

Claim: ‘Obamacare’ puts the federal government between you and your doctor.

Output: FALSE

Claim: $500 billion of the extension of the Bush tax cuts for the wealthy goes to 120,000
families.

Output: TRUE

Respond only with the following format, nothing else:

Output: [TRUE or FALSE]

Do not include any additional text, headers, or explanations outside this format.

Context: ...

Claim: ...

D Expanded Results and Analyses

Table 3 is a version of the results table (Table2) with exact relative percent decreases shown.

RAG-1

RAG-5

Oracle Retrieval (All)

Oracle Retrieval (Misleading)

Open Source Closed Source Reasoning
OLMo-1B Llama 3 Mistral Gemini 1.5 GPT-4o Claude 3.5  DeepSeek 04-mini
Zero-Context Prediction 62.50 63.97 61.06 67.33 74.51 69.98 63.67
5940509 5914767  56.68 700 6480557  70.09599 6688449  62.76); 49
61.371 57 589179y 5759579 6590519 685850y  57.81 1749 63.14) 59

6109555 51551049 52381400 532203109 52565050  50.06, 55 51
36.81,4 10 26.88,55.00  30.57,1009 4597517 35985170 38251550  33.39 47

Table 3: Accuracy (%) of various LLM backbones in RAG setup across three tasks and five evaluation

settings. Subscripts indicate percent decrease from the Zero-Context baseline.

D.1 GPT-4’s Role in Annotation vs. Evaluation

Although GPT-4 was used during data construction to guide labeling, it does not necessarily have
an inherent advantage on our benchmark. When used to label documents, GPT-4 does not directly
classify documents as misleading or not. Instead, it produces a “test” prediction for each claim
(i.e., true or false) given the retrieved documents, which is then compared against the dataset gold
verdicts to derive dataset labels (see Section 3.3). Consequently, GPT-4 can still be misled by the
same evidence when re-evaluated in the benchmark setting. GPT-4 does not necessarily know when

evidence is misleading or not.
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Because the dataset is partially constructed around GPT-4’s own failures, GPT-4 is theoretically
expected to perform worse on these misleading instances because they exploit its prior weaknesses.
However, GPT-4 does not drastically underperform compared to models like DeepSeek. This suggests
that the misleading patterns in the dataset are not uniquely adversarial to GPT-4 but rather reflect
broader challenges that also affect other models.

We hypothesize that the fact that GPT-4 does not drastically underperform other models is because
of its inherent strength as a model. While parts of the dataset may be harder for GPT-4 due to its
role in data construction, GPT-4 also remains a very strong model at fact-checking relative to other
models tested. Recent fact-checking papers benchmarking LLMs find GPT-4 to improve the best of
the LLMs tested [30]. This reasoning strength likely offsets the disadvantage, leading to competitive
performance despite the dataset being partially shaped by its own failure cases.

D.2 Retrieval Performance

Retrieval performance is a standard metric in RAG benchmarks, but our dataset focuses on how
models handle misleading or conflicting evidence. High retrieval accuracy alone does not ensure
reliable answers due to misleading information in the corpus. Nonetheless, to provide a full view of
system behavior, we report both conventional retrieval metrics and a tailored measurement called
Misleading Retrieval Recall.

Figure 7 shows Retrieval Precision,

Recall, and Normalized Discounted Retrieval Performance
Cumulative Gain (NDCG) for Task T e rrecision
2 (Standard RAG). Recall naturally ol o voce

rises with K, the number of doc-
uments that are returned as the
highest-ranked results, while preci-
sion decreases. NDCG follows a
non-monotonic trend, dipping around
K = 10 before recovering due to rele-
vant items being unevenly distributed 0
across ranked positions, causing re- Top K
ordering as K changes.

Percentage (%)

. i . Figure 7: Retrieval Accuracy, Recall, and NDCG at Different
We also report Misleading Retrieval Top K Levels

Recall—the fraction of claims retriev-

ing at least one misleading document.

Zero-Context Baseline scores 0%, while Oracle Retrieval scores 100%. RAG-1 scores 21.3%, in-
creasing to 44.8% for RAG-5, showing a higher risk of retrieving misleading content when retrieving
more documents. As seen in Table 2, this correlates with lower overall accuracy.

E Qualitative Examples and Error Analysis

E.1 Failure Analysis

Our analysis reveals two primary failure modes that explain how misleading evidence interferes with
LLM reasoning. First, models often misinterpret subjective language or rhetorical tone as factual
support. For example, a user’s frustrated question, “Is it normal to be taxed this much?” is incorrectly
used to verify a claim about a tax hike.

Second, models frequently latch onto superficial details such as numbers or names while overlooking
broader context. In one case, a document referencing a “300 million dollar” cost unrelated to the target
claim was used to support a “300 billion dollar” fiscal figure. These examples demonstrate that LLMs
overweight surface-level signals and struggle with nuanced reasoning tasks like assessing temporal
context or implicit framing, limitations that explain their vulnerability to misleading retrieval.

E.2 Types of Misleading Documents

Figure 8 presents example system predictions on RAGUARD, illustrating the impact of misleading
documents. The left example highlights how misleading documents negatively affect the classification
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Claim 1: After shedding jobs for more than 10 years, our manufacturers
have added about 500,000 jobs over the past three. (True)

Claim 2: Hillary Clinton says she wants to ‘raise taxes on the middle
class.” (False)

1a) Model predictions without context
Human:True.
‘Gemini:True GPT-4:True Sonnet:True Llama:False Mistral: True

2a) Model predictions without context
Human False. GPT-4:Falsc

Claim 3: Joe Biden brought Republicans and Democrats together to pass
the 1994 crime bill, putting 100,000 cops on the strects and starting an
eight-year drop in crime across the country. (True)

1b) With overtly misleading context

Context: Bloomberg: California Added Only 5,400 Private-Sector Job:
Since 2022.

Human:True

‘Gemini:False GPT-4:False Sonnet:False Llama: False Mistral: False

2b) With non-associated context.

Context: Harris maintains Biden’s pledge not to raise taxes on the
middle class.

Human:False. GPT-4:False

3a) Model predictions without context.
Human:True. GPT-4:False

L¢) With partially true context
Context: What is up with these official job reports indicating hundreds
of thousands of jobs added every month, but then hearing about layoffs
24/7, and nobody can get interviews or positions afier months being

unemployed?
Human:True.
P

GPT-4:True S: 4 L Mistral: True

2¢) With 5 non-associated contextual documents
Context: Doc 1. Harris maintains Biden’s pledge not to raisc taxes on
middle class. Doc 2. Taxes added to middle and lower class.... Doc 3.
Chris Christie says Bernie Sanders’s plan is 'to raise your taxes... Doc
4. Biden to call in State of the Union for business tax hikes, middle
class tax cuts.... Doc 5. Joe Biden to propose big tax rises for billion...
Human:Falsc. GPT-4:Falsc

3b) With non-associated context

Context:

Statement from President Joc Biden on Record Decrease in Violent
Crime in 2024

Human:True. GPT-4: True

1d) With challening misleading context
Context: What arc your thoughts on The federal government (Burcau
of Labor Statistics) announcing today that there were 818,000 fewer
jobs created through March 2024 than previously reported and that It's
he largest downward revision in 15 years?

2d) With misleading context.
Context: Which tax plan is better for middle-class voters, Clinton's or
Trump's plan? I compared Hillary Clinton and Donald Trump's tax plan
to see how it would affect me as a middle class tax payer. Here's the
breakdown. .. Donald Trump's tax plan would put an extra $300.00 a

3c) With 4 ssociated d &1 document.
Context: Doc 1. Statement from President Joe Biden on Record
Decrease Doc 2. We are i the largest:

decline in homicides. Doc 3. Violent crime is falling just as rapidly.
Doc 4. September 13, 1994. President Clinton signs into law a
controversial $30 billion anti-crime bill, accused of causing mass
incarceration. Doc 5.

Human:True. GPT-4:False

3d) With misleading context
Context:
September 13, 1994. President Clinton signs into law a controversial

Human:False.
‘Gemini: ‘GPT-4:False 5 L

paycheck in my pocket every paycheck.
Human False. GPT-4:True

$30 billion anti-crime bill, accused of causing mass incarceration,
Human:True. GPT-4:False

Figure 8: Example predictions on RAGUARD, compared to the expected human response. Note
that each column compares different prediction scenarios based on varying retrieved contexts for
the same claim rather than a multi-turn process. Left: Each system’s classification of a true claim
with three progressively misleading documents. Middle: GPT-40-based system’s classification of a
false claim with one noisy non-associated document, many noisy non-associated documents, and a
misleading document. Right: GPT-40-based system’s classification of a true claim with a supporting
non-associated document, one misleading document along with other supporting non-associated
documents, and a misleading document.

of a true claim. While misleading documents generally degrade system performance compared to
zero-shot predictions, their specific influence varies based on their complexity. We distinguish three
categories of misleading documents:

1. Overtly Misleading Document: This category includes documents that are evidently mis-
leading to humans but still lead to incorrect predictions by all RAG systems. For example,
in Figure 8, the document falsely comparing California’s job growth to the national average
misleads all systems (1b), despite their correct zero-shot predictions (1a). This suggests a
form of selective bias, where the systems prioritize the provided information simply because
it is included in the prompt, even though the instructions explicitly caution against assuming
its correctness.

2. Partially True Misleading Document: These documents contain partial truths, making it
necessary to apply reasoning to recognize their misleading nature. For example, as shown in
Figure 8, one document criticizes unemployment but also states that “official job reports are
reporting jobs added” (1c). While this statement supports the claim that 500,000 jobs were
added, the document’s overall tone suggests rising unemployment. However, this suggestion
is more of an opinion than a fact. Some LLMs, such as GPT-40 and Mistral, were able to
reason through this contradiction and classify the claim correctly.

3. Challenging Misleading Document: These documents present significant challenges, even
for human annotators. For example, a claim referencing job growth in the 2000s is incorrectly
classified because the RAG system retrieves data from 2024, which accurately reports lower
job creation (1d). The temporal misalignment in retrieved documents presents a fundamental
challenge in this dataset and task.

The middle example demonstrates GPT-40’s ability to filter out noise from retrieved documents that
are not associated with the claim but could be considered misleading documents in our dataset (e.g.,
documents using the same phrasing but referring to different individuals, such as “Harris” instead of
“Clinton” in example 2b). Even when five unrelated documents are retrieved (2¢), GPT-40 remains
robust. However, when presented with a misleading document from the dataset (2d), GPT-4o fails,
reinforcing the dataset’s effectiveness in challenging model performance beyond conventional RAG
noise. This further explains the lower accuracy observed in the Oracle Retrieval setting in our baseline
experiments.

The right example shows how GPT-40 tends to assign disproportionate weight to misleading doc-
uments, allowing them to override even non-associated supporting evidence. In the example, a
non-associated document that contains supporting information (3b) enables GPT-4o to correct its
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initially incorrect zero-shot prediction (3a). However, when a misleading document is retrieved
alongside other non-associated supporting documents (3c), the system incorrectly classifies the claim,
similar to its behavior when only the misleading document is retrieved (3d). This demonstrates that
misleading documents can have a stronger influence on the model’s classification, regardless of the
presence of supporting evidence, highlighting a significant vulnerability in RAG systems.

These examples highlight three key findings. First, LLMs remain highly susceptible to mislead-
ing documents, even when their content is transparently incorrect. Second, misleading documents
retrieved from the dataset exert a stronger influence than non-associated documents retrieved erro-
neously. Third, when misleading documents are present, they can significantly outweigh supporting
evidence, leading to incorrect predictions. These findings emphasize the strength and uniqueness of
our dataset in evaluating and challenging RAG-based model performance.

F Human Study Setup

We recruit four undergraduate and PhD students familiar with the U.S. political landscape. Annotators
first make zero-context predictions, then are given one document without its label, and make predic-
tions on the same claims, simulating the Oracle Retrieval setting. The annotators come from diverse
backgrounds, both international and Californian, to reflect a range of political awareness. Figure 9
displays instructions, which are provided along with a spreadsheet to complete the predictions.

We construct a 64-instance subset (balanced across true and false claims) representative of the main
contributions over our full dataset, with 20 misleading, 36 supporting, and 8 unrelated documents.
While the misleading and supporting document distribution reflecting the distribution of misleading
and supporting documents in the full dataset, we down-sample unrelated documents, which are less
impactful to model performance.
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Participants Instructions

You are tasked with evaluating the accuracy of a claim, aka., Fact-Checking. For each claim,
you will follow two rounds:

You may start with the first sub-sheet in the file

+ = Round1 - No Context ¥ Round2 - With Context ~

Round 1: Evaluation Without Context
1. Read the claim carefully.

2. Based only on your general knowledge, classify the claim as either TRUE or FALSE
using the first column, i.e., Eact-Checking column.

a. TRUE: If the claim is factually correct or mostly correct based on your
knowledge.

b. FALSE: If the claim is factually incorrect or misleading based on your knowledge.
3. Do not consider any context beyond your background knowledge at this stage.

Note that we believe you may feel unsure or clueless about many claims because they focus
too much on details. That's okay, just give your best guess.

Round 2: Evaluation With Context
1. Review the provided context, which gives additional information.

a. The Document Title column shows the title to the post; while the Document Text
column includes the main text inside of the post.

b. Note: The context may not always be fully relevant or correct, so make your
assessment carefully. Your fact checking verdict may not always change after a
given context.

i. Specifically, the given context could be Support, Misleading, or lrrelevant
(only a very small number irrelevant - less than 5).

2. Assess the claim’s truthfulness again after reading the context.

a. TRUE: If the claim is factually correct or mostly correct based on the context
and/or your general knowledge.

b. FALSE: If the claim is factually incorrect based on the context and/or your
general knowledge.

Important Note: If the provided Document Text is a [Link Post], you should evaluate the claim
based solely on the Document Title and your understanding, as no further context is available.

Figure 9: Instructions provided to humans to verify a subset of the dataset.
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