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Abstract

The global escalation in emergency department001
patient visits poses significant challenges to002
efficient clinical management, particularly in003
clinical triage. Traditionally managed by hu-004
man professionals, clinical triage is suscepti-005
ble to substantial variability and high work-006
loads. Although large language models (LLMs)007
demonstrate promising reasoning and under-008
standing capabilities, directly applying them009
to clinical triage remains challenging due to010
the complex and dynamic nature of the clin-011
ical triage task. To address these issues, we012
introduce TRIAGEAGENT, a novel heteroge-013
neous multi-agent framework designed to en-014
hance collaborative decision-making in clini-015
cal triage. TRIAGEAGENT leverages LLMs016
for role-playing, incorporating self-confidence017
and early-stopping mechanisms in multi-round018
discussions to improve document reasoning019
and classification precision for triage tasks. In020
addition, TRIAGEAGENT employs the med-021
ical Emergency Severity Index (ESI) hand-022
book through a retrieval-augmented genera-023
tion (RAG) approach to provide precise clinical024
knowledge and integrates both coarse- and fine-025
grained ESI-level predictions in the decision-026
making process. Extensive experiments demon-027
strate that TRIAGEAGENT outperforms state-028
of-the-art LLM-based methods on three clinical029
triage test sets. Furthermore, we have released030
the first public benchmark dataset for clinical031
triage with corresponding ESI levels and hu-032
man expert performance for comparison.033

1 Introduction034

Emergency Departments (EDs) play a crucial role035

in the healthcare system by continuously assess-036

ing and prioritizing patients based on urgency and037

severity. This process, known as clinical triage,038

utilizes the Emergency Severity Index (ESI) as039

a standardized guide for decisions on rapid med-040

ical intervention, which is vital for prioritizing041

treatment and allocating resources. However, the042

Clinical Document: 13-year-old male walks into the ED with his mother on a Friday night. Mom 

states, “I didn’t realize he was out of his medications for his ADHD, and I don’t want him to 
miss a day.” The patient is cooperative and pleasant. VS: BP 108/72, HR 78, RR 14, T 98.6°F.

Deep Learning Models Large language Models Multi-agents framework

The ESI level of 
this patient is 4.

Based on the …, the 
final ESI level answer is 
3.

Report: Through discussion... I 

would classify this patient as

an ESI Level 5—90% confidence

score

Human expert

I classify this patient 
to level 4.

Figure 1: Workflow illustrations of clinical triage task.

growing number of patients poses significant chal- 043

lenges to the rapid and precise classification of 044

cases, which is crucial for accurate ESI categoriza- 045

tion. Currently, hospitals rely on human experts to 046

review clinical notes and determine case urgency 047

(as illustrated in Figure 1). Although effective, this 048

manual method is time-consuming, labor-intensive, 049

and burdensome for clinical staff. The increasing 050

patient volume and complex triage process often 051

lead to staff fatigue, diminishing accuracy and effi- 052

ciency, and raising the risk of inconsistent classifi- 053

cation or misdiagnosis. 054

Consequently, there is a high demand for AI 055

methods to automate ESI classification. Traditional 056

deep learning (DL) models (as illustrated in Figure 057

1) (Kojima et al., 2023; Yao et al., 2021; Sánchez- 058

Salmerón et al., 2022) have assisted in clinical 059

triage but often fall short due to the complex and 060

dynamic nature of the task, which requires exten- 061

sive labeled data and real-time adaptation. LLMs 062

such as GPT (Kojima et al., 2023; OpenAI et al., 063

2024), Med-PaLM (Chowdhery et al., 2022), and 064

Llama (Touvron et al., 2023) offer promising solu- 065

tions with advanced text understanding capabilities, 066

reducing time costs and errors by quickly interpret- 067

ing and categorizing clinical documents. Addition- 068

ally, LLMs can leverage external tools, such as 069

knowledge base APIs (Qin et al., 2023; Zhuang 070
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et al., 2023), to enhance domain-specific knowl-071

edge, adaptability, speed, and accuracy. However,072

even with these tools, a single LLM may struggle073

with the complexities of emergency scenarios, such074

as diverse patient presentations and the need for im-075

mediate multi-disciplinary coordination (Chenais076

et al., 2023). Therefore, a multi-agent approach is077

necessary to improve performance by distributing078

tasks and assigning specialized roles to agents with079

diverse expertise.080

Recent advancements have significantly en-081

hanced multi-agent systems in areas such as rea-082

soning (Wang et al., 2023b), sophisticated plan-083

ning (Yao et al., 2023; Sun et al., 2023), and084

memory (Wang et al., 2023a). These improve-085

ments enable multi-agent LLMs to analyze medi-086

cal data, formulate treatment plans, and recall pa-087

tient histories more effectively (Tang et al., 2024).088

However, directly deploying multi-agent LLMs089

in clinical triage remains challenging due to their090

lack of optimization for triage-specific decision-091

making, resulting in accuracy levels around 60%092

(as illustrated in Table 2). This suboptimal per-093

formance stems from the intricate coordination re-094

quired among agents and the need to design archi-095

tectures that better utilize LLMs. Additionally, the096

lack of open-source benchmark datasets hampers097

comparisons with human experts, thereby affecting098

the practical credibility of multi-agent LLMs.099

We identify four major challenges hindering clin-100

ical triage effectiveness. The first is data process-101

ing speed. The increasing patient volume neces-102

sitates rapid data processing and decision-making,103

yet traditional methods often face delays due to con-104

tinuous data updates and extensive preprocessing,105

hindering timely clinical interventions. The sec-106

ond is diversity in clinical documents. Variability107

in patient histories, symptoms, writing styles and108

terminologies complicates the classification task.109

The third is contextual understanding and inter-110

pretability. The complexity of clinical contexts111

makes it challenging for models to accurately inter-112

pret information and provide transparent, evidence-113

based results, leading to a lack of clinician trust.114

The fourth is boundaries between different ESI115

levels. Precise differentiation and classification of116

ESI levels (1-5) are essential to avert critical medi-117

cal errors. For instance, distinguishing between a118

level 1 (most urgent) and a level 2 (less urgent) case119

is vital, as it determines whether a patient receives120

immediate medical intervention or encounters a121

prolonged wait. Nevertheless, the subtle nuances 122

between different ESI levels present considerable 123

challenges to the clinical triage process. 124

To address these challenges, we propose 125

TRIAGEAGENT, a novel heterogeneous multi-agent 126

collaboration framework for clinical triage that 127

leverages LLM-based agents enhanced with ex- 128

ternal tools and embedded medical knowledge. 129

TRIAGEAGENT enables effective information ex- 130

change and reliable interactions among agents, 131

making the framework ideal for zero-shot docu- 132

ment classification and handling complex tasks 133

without prior demonstrations. The key innovations 134

include retrieval-augmented generation for context- 135

relevant evidence, a confidence score-based mech- 136

anism for precise decision-making, and an early 137

stopping mechanism to improve time efficiency. 138

These features enhance contextual understanding, 139

interpretability, and precision in ESI-level classifi- 140

cation. Additionally, the framework supports real- 141

time decision-making and dynamic, interactive de- 142

bates among agents, refining information for more 143

accurate triage and improving the timeliness of 144

clinical interventions. 145

Experiments on three ESI clinical triage test sets 146

demonstrate that TRIAGEAGENT significantly im- 147

proves zero-shot performance with GPT-3.5-turbo 148

and GPT-4, reducing discordance rates by up to 149

10.84% and 18.42%, respectively. Additionally, 150

we are the first to publicly release a clinical triage 151

dataset that includes clinical notes alongside ESI 152

levels and human expert performance, providing a 153

valuable resource for academic research and clini- 154

cal practice. By setting new benchmarks, we aim to 155

advance the field of clinical triage in both academic 156

and practical applications. We will publicly release 157

our code and dataset once the paper is published. 158

2 Related Work 159

2.1 LLM Applications in Healthcare 160

Large Language Models (LLMs) have recently ex- 161

perienced significant advancements across various 162

fields, particularly in healthcare (Ling et al., 2024; 163

Bi et al., 2024; Nori et al., 2023; Bao et al., 2023). 164

These models are increasingly employed in medical 165

applications, including text-based diagnostics(Ma 166

et al., 2024), genetic analysis (Bi et al., 2024), phar- 167

maceutical applications (Liu et al., 2023), and med- 168

ical summary generation (Shaib et al., 2023). Cur- 169

rent research on LLMs in healthcare primarily fo- 170

cuses on integrating external tools to enhance clini- 171
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Step 1. Allocating Documents Step 2.Group-Based Classification Analysis

Doctor A:  High ESI 
Level, with 90% confidence.
Doctor B: Initial classification: ESI 

level 2
Confidence score: 80%

After debating, I revised 
the classification: ESI level 
1, Revised confidence score: 95%

Doctor C: Based on the provided 
clinical record, as an expert 
medical doctor,Confidence score f

or initial assessment of ESI2: 90%.
Upon further reflection and consi

dering...Confidence score after se
cond revision for ESI-1: 95%

Step 3. Confidence Report Summarization

Key Information: References:

- ESI Handbook v4, Chapter 
2: ESI Triage Algorithm, p. 10-13
Confidence score:
Rationales:
Total Analysis:

Step 4. Collaborative Discussion

Report 
Discussion

Clinical Document: EMS arrives with a 28-year -old 
male who was stabbed in the left side of his neck during an altercation. You notice a large hematoma arou
nd the wound, and the patient is moaning he can’t breathe. HR 110, RR 36, SpO2 89%.

Step 5.Consensus Agreement

Consensus 
Reachout

Final Answer

ESI handbook WikipediaPubMedExternal Tools:

Report 
Discussion Report 

Discussion

Figure 2: A diagram of our proposed heterogeneous multi-agent collaboration framework, TRIAGEAGENT, illustrates the
reasoning process through five stages when given a clinical document as input. The five stages include 1) allocating documents, 2)
group-based classification analysis, 3) confidence report summarization, 4) collaborative discussion, and 5) consensus agreement.

cal insights and refining models through instruction172

tuning. For instance, GeneGPT (Jin et al., 2023)173

leverages Web APIs from the National Center for174

Biotechnology Information (NCBI) to access di-175

verse biomedical information and then employs176

GPT models for reasoning tasks. Additionally, the177

methods in (Zhang et al., 2024b; Singhal et al.,178

2022; Oniani et al., 2024; Kang et al., 2023) utilize179

instruction tuning combined with prompt design to180

adapt LLMs for various healthcare tasks, including181

decision support, medical question answering, and182

disease diagnosis.183

2.2 LLM Applications in Auto-Agents184

Research in both academia and industry has fo-185

cused on autonomous agents trained in isolated,186

self-contained environments with limited knowl-187

edge bases (Wang et al., 2024a). Significant ad-188

vancements have been achieved in deploying LLM-189

based agents capable of independently sensing190

and decision-making, as detailed in (Yao et al.,191

2023; Xie et al., 2023; Zhou et al., 2023). The192

trend has shifted towards collaborative multi-agent193

systems, which enhance the capabilities of LLM194

agents through iterative feedback and teamwork, as195

discussed in (Xi et al., 2023; Wang et al., 2024b;196

Li et al., 2023). These systems emulate human197

learning and decision-making processes, involving198

agents assuming specific roles (Wang et al., 2024b;199

Hong et al., 2023) and engaging in effective com-200

munication (Qian et al., 2023; Wu et al., 2023; Li201

et al., 2023). Recent research has also explored 202

improving agent performance through adversarial 203

tactics such as debates (Du et al., 2023; Liang et al., 204

2023; Xiong et al., 2023) and negotiations (Fu et al., 205

2023), with innovative frameworks where agents 206

interact competitively (Liang et al., 2023) or nego- 207

tiate roles as buyers and sellers (Fu et al., 2023). 208

3 Methodology 209

This section presents the TRIAGEAGENT frame- 210

work, which simulates teamwork and problem- 211

solving in diagnosing and planning treatment for 212

ED cases. We explore the heterogeneous struc- 213

ture formulation of the framework, as introduced 214

in Appendix A. We describe the five stages of 215

TRIAGEAGENT’s operation stages, illustrated in 216

Figure 2 and detailed in the following procedures: 217

First, allocating documents, where patient clinical 218

records are assigned to expert agents to initiate ESI 219

discussions. Second, group-based classification 220

analysis, where agents are divided into two groups 221

to conduct coarse and fine-grained classification. 222

Third, confidence report summarization, where a 223

summarized report is generated based on previous 224

analyses, including classification results and con- 225

fidence scores. Fourth, collaborative discussion, 226

where agents engage in discussions over the sum- 227

marized report, iteratively refining it according to 228

key information, rationales, and confidence scores. 229

Fifth, consensus agreement, resulting in an ul- 230

timate, precise, and thoroughly validated revised 231
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report, highlighting the importance of collaborative232

decision-making.233

3.1 Document Allocation234

Given a patient’s narrative clinical note P =235

{P1, P2, . . .}, a clinical natural language query q,236

and a structured ESI handbook with level refer-237

ences R = {R1, R2, . . .}, this stage assigns doc-238

uments to agents and initiates expert discussions,239

as illustrated in Figure 2 Step 1. For more details240

about query, see Appendix B.241

3.2 Group-Based Document Classification242

The classification stage is summarized as a func-243

tion f : (P,R, q) → C, where C represents the244

set of hierarchically structured ESI-level categories.245

To improve classification efficiency and accuracy,246

agents are divided into two groups, employing a247

direct and coarse-to-fine-grained classification, re-248

spectively.249

Coarse-to-Fine-Grained Classification This250

group comprises two agents. The first agent, A1,251

performs an initial coarse classification of the pa-252

tient record Pi into two broad categories: high253

(levels 1, 2, and 3) or low (levels 3, 4, and 5) ,254

with level 3 included in both. This can be rep-255

resented as A1 : Pi → {Chigh, Clow}. The sec-256

ond agent, A2, then refines these broad categories257

into detailed ESI levels: if classified as Chigh, the258

second agent selects from {1, 2, 3}; if Clow, it se-259

lects from {3, 4, 5}. This can be represented as:260

A2 : {Chigh, Clow} → {{1, 2, 3}, {3, 4, 5}}. This261

two-step process reduces misclassifications and en-262

hances precision. As illustrated in the left of step 2263

in Figure 2, the first agent,A1 (referred to as Doc-264

tor A), initially assigns a high ESI level with 90%265

confidence. A2 (referred to as Doctor B) then re-266

fines the high-level category to ESI level 2 with an267

80% confidence score. After rounds of discussion,268

Doctor B revises the classification to ESI level 1,269

achieving a revised confidence score of 95%.270

Direct Fine-Grained Classification This group271

consists of a single agent, A3, who directly as-272

signs ESI levels: A3 : Pi → {1, 2, 3, 4, 5}. As273

illustrated in the right of step 2 in Figure 2, A3274

(referred to as Doctor C) initially assigns ESI level275

2 with 90% confidence and later refines the classifi-276

cation to level 1 with 95% confidence after further277

consideration.278

By combining the two strategies described above,279

TRIAGEAGENT effectively addresses the chal-280

lenges of distinguishing boundaries between ESI 281

levels and enhances decision-making efficiency and 282

accuracy through this collaborative effort. 283

3.3 Confidence Report Summarization 284

In this stage, the summarizer agent As summarizes 285

previous document classification results, includ- 286

ing confidence scores, rationales, and supporting 287

evidence from (A1,A2, A3). This step consoli- 288

dates the findings and uses each agent’s analysis 289

report to construct the summary prompt Promptrs, 290

ensuring a well-supported and reliable decision. 291

Additionally, debates among the agents are in- 292

corporated into the summarizer’s prompt. The 293

summarizer then generates a synthesized report 294

by extracting key information and analyzing the 295

previous classifications provided by the agents. 296

This process can be mathematically formulated 297

as: Repo = LLM(P,R, rrs, P romptrs), where 298

Repo represents the synthesized report, P denotes 299

the patient’s clinical notes, R refers to the ESI 300

handbook references, rrs is the role of the summa- 301

rizer, and Promptrs is the guideline prompt for 302

the summarizer, including analysis reports from 303

(A1,A2, A3). The synthesized report is structured 304

as follows: Repo=[key information; confidence 305

score; rationale; consolidated analysis]. This ap- 306

proach effectively combines insights from multiple 307

agents, ensuring that the triage decision is based 308

on comprehensive and validated information. Con- 309

sequently, this method enhances the accuracy in- 310

terpretability and reliability of the clinical triage 311

process. As depicted in Step 3 of Figure 2, the 312

key information includes references from the ESI 313

Handbook (e.g., ESI Handbook v4, Chapter 2: ESI 314

Triage Algorithm, p. 10-13). The summarized 315

report consolidates rationales and total analysis, en- 316

suring that all relevant information is considered. 317

3.4 Collaborative Discussion 318

In this stage, agents engage in multiple rounds 319

of discussions based on the synthesized summary 320

report Repo to refine their individual classifica- 321

tions. Unlike the commonly-used voting mecha- 322

nism (Tang et al., 2024), TRIAGEAGENT critically 323

reflects on the classification results, reasoning, and 324

confidence scores, incorporating peer-provided evi- 325

dence. Each agent Ai starts with an initial classi- 326

fication result Ci and confidence score Si follows 327

the following process: Ai reviews the classification 328

results Cj , reasoning Rj , and confidence scores 329

Sj from every other agent Aj(j ̸= i). If Ai is 330
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persuaded by Aj’s reasoning or finds Sj > Si , it331

updates Ci to Cj with explanations. Conversely,332

if Ai rejects Aj’s reasoning or finds Sj lower or333

equal to Si,it justifies keeping Ci. This iterative334

process continues until agents reach a preliminary335

consensus or the early stopping mechanism is trig-336

gered. In Step 4 of Figure 2, agents participate in337

collaborative discussions to resolve discrepancies338

and refine the report.339

3.5 Early-stopping Mechanism340

To enhance the efficiency of group chat discus-341

sions, we implement an early-stopping mechanism342

inspired by Byzantine Consensus theory (Castro343

and Liskov, 1999). This approach requires at least344

3p+ 1 agents to handle p faulty agents in a single345

communication round. Additionally, our termina-346

tion mechanism draws inspiration from advance-347

ments in LLMs fine-tuned with Reinforcement348

Learning from Human Feedback (RLHF), allowing349

consensus after several debate rounds (Du et al.,350

2023; Ouyang et al., 2022). The mechanism termi-351

nates communication when agents consistently con-352

firm their reasoning with high confidence, thereby353

reducing unnecessary computations. It operates354

under two conditions: the first is repetition of high-355

confidence answers by a single agent: if an agent356

repeatedly provides the same answer with high con-357

fidence, that agent triggers early-stopping and exits358

the group discussions. The second is repetition of359

high-confidence answers by multiple agents: if all360

agents consistently provide the same answer with361

high confidence, the dialogue is terminated. This362

dynamic, real-time stopping condition enhances363

the traditional theory’s efficiency, ensuring efficient364

and accurate consensus in group discussions. These365

conditions collectively foster an adaptive termina-366

tion criterion, prioritizing efficiency and accuracy367

in reaching conclusions (Yin et al., 2023). In our368

case, we apply the early-stopping mechanism to369

each round of discussion of the TRIAGEAGENT.370

3.6 Consensus Agreement371

Finally, agents reach a formal consensus by inte-372

grating the refined answers, reasoning, and con-373

fidence scores from the collaborative discussion374

stage. This stage ensures all agents agree on a375

single classification, leveraging their combined do-376

main knowledge to validate the final decision. This377

collaborative process ensures the final decision is378

robust and well-supported by comprehensive anal-379

ysis. As shown in Step 5 of Figure 2, the final con-380

Table 1: Statistics of the clinical triage dataset
Dataset Training Test-1 Test-2 Test-3
# of Docs 218 72 72 72

sensus is reached and the definitive classification is 381

provided after all agents agree on the outcome. 382

4 Experimental Setup 383

Dataset We construct a clinical triage dataset by 384

collecting patient cases from the publicly available 385

Emergency Severity Index (ESI) Handbook v4 (esi, 386

Accessed: 2024-04-06). This dataset is designed 387

to evaluate machine learning models and methods 388

for categorizing ESI levels in medical documents. 389

To our knowledge, this is the first publicly released 390

clinical triage dataset that includes clinical notes 391

and corresponding ESI levels necessary for triage 392

tasks, serving as a benchmark for evaluating our 393

framework’s effectiveness. Since the patient cases 394

are sourced from the official ESI Handbook, no de- 395

identification is needed. The dataset is divided into 396

a training set and three test sets (test-1, test-2, and 397

test-3). The training set contains 218 cases with 398

the following distribution across ESI levels: ESI-1 399

(14), ESI-2 (92), ESI-3 (65), ESI-4 (22), and ESI-5 400

(25). Each test set contains 72 cases, maintaining 401

fixed proportions of ESI levels: ESI-1 (12), ESI-2 402

(20), ESI-3 (13), ESI-4 (12), and ESI-5 (15). The 403

dataset statistics are provided in Table 1. For more 404

details, see Appendix C. 405

Implementation We use GPT-3.5-Turbo (Ope- 406

nAI, 2024) and GPT-4 (OpenAI et al., 2024) from 407

OpenAI for as our base models for the zero-shot 408

experiments. Our TRIAGEAGENT framework uti- 409

lizes the publicly open-sourced Autogen frame- 410

work from Microsoft 1. The temperature is 0.9, 411

topk is 1.0, and the cache seed is 42. The maxi- 412

mum number of iterations is 12, and the frequency 413

penalty is 0.1. For SCtr and SCons, we perform 8 414

iterations with a temperature of 0.9. 415

Baselines The performance of the 416

TRIAGEAGENT framework is evaluated against 417

several state-of-the-art baselines, including 418

methods that employ LLM-based planning, tool 419

usage, and retrieval-augmented generation. 420

• Chain-of-thought (Kojima et al., 2023) integrates 421

step-by-step reasoning into the prompt for LLMs. 422

We implemented CoT on our clinical triage 423

dataset as a baseline method for comparison. 424

1https://microsoft.github.io/autogen/
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Table 2: Performance comparison of TRIAGEAGENT with baseline methods on the clinical triage dataset. The reported
performance (%) in this table are averaged values from the three test sets in the dataset (Table 1). The highest performance
is highlighted in bold. A lower total discordance represents a higher performance. CoT denotes chain-of-thought prompting,
SCtr denotes self-contrast prompting, SCons denotes self-consistency prompting, and EoT denotes the exchange-of-thought
prompting method.

Supervision Method Total UnderTriage Significant OverTriage Significant
Discordance UnderTriage OverTriage

GPT-3.5
-Supervised Vanilla 39.18 21.76 15.28 18.06 6.85
-Zero-shot MedAgent (w/Handbook) 39.58 5.56 5.56 34.03 15.97

CoT (1-Agnt) 41.40 16.70 12.50 24.70 8.33
SCtr (1-Agnt) 39.35 11.57 8.33 27.78 11.58
SCons (1-Agnt) 36.11 17.59 8.33 15.74 7.87
EoT (4-Agnt) 36.81 11.57 6.94 15.28 9.72
SCons (4-Agnt) 34.72 5.56 4.63 27.31 10.65
SCons (4-Agnt) (w/Handbook) 31.02 7.41 7.41 23.61 6.94
SCons (4-Agnt)+Confidence 32.87 6.02 6.02 26.85 10.65
(w/Handbook)
TRIAGEAGENT (Vanilla) 34.72 5.56 4.63 27.31 10.56
TRIAGEAGENT (w/Handbook) 31.02 7.87 7.41 22.69 5.56
TRIAGEAGENT (Ours) 30.56 6.94 6.48 24.54 9.72

GPT-4
-Supervised Vanilla 23.50 8.10 6.94 14.80 8.33

Vanilla 22.68 9.50 5.70 7.10 1.90
(w/Handbook)

-Zero-shot MedAgent (w/Handbook) 30.56 4.17 3.24 25.93 18.52
CoT (1-Agnt) 37.40 14.30 8.33 23.30 10.64
EoT (4-Agnt) 29.86 9.03 5.56 20.83 12.50
SCons (4-Agnt) 29.63 11.11 7.87 18.06 8.33
SCons (4-Agnt) (w/Handbook) 23.61 5.09 3.70 18.52 9.26
SCons (4-Agnt)+ Confidence 23.61 5.09 3.70 18.52 9.26
(w/Handbook)
TRIAGEAGENT (Vanilla) 29.63 11.11 7.87 18.06 8.33
TRIAGEAGENT (w/Handbook) 23.61 5.09 3.70 18.52 9.26
TRIAGEAGENT (Ours) 18.98 2.30 2.80 17.10 8.80

Human Eval Human Experts 31.43 12.80 8.61 18.60 10.50

• Self-contrast (Zhang et al., 2024a) improves sta-425

bility and accuracy by contrasting different solv-426

ing perspectives and summarizing discrepancies.427

We applied self-contrast on our clinical triage428

dataset to analyze and reconcile conflicting clas-429

sification results as a baseline for comparison.430

• Self-consistency (Wang et al., 2023b) enhances431

zero-shot and few-shot CoT by generating pre-432

dominant responses through multiple chain sam-433

plings. We implemented self-consistency on our434

clinical triage dataset to generate multiple re-435

sponse chains and select the most consistent an-436

swers as a baseline for comparison.437

• Exchange-of-thought (Yin et al., 2023) en-438

ables cross-model communication and problem-439

solving integration. We implemented EoT on440

our clinical triage dataset to facilitate communi-441

cation between various agents as a baseline for442

comparison.443

• MedAgent (Tang et al., 2024) is a role-playing444

collaboration framework for medical scenarios445

using LLMs. We utilized MedAgent’s multi- 446

agent framework on our clinical triage dataset 447

as a baseline for comparison. 448

• TRIAGEAGENT utilizes dynamically updated 449

confidence scores from various reasoning per- 450

spectives supported by external evidence to en- 451

hance the performance. It selects the top K most 452

confident answers for critical assessment. Agents 453

employ retrieval-augmented generation to refine 454

choices, ensuring minimal discordance and max- 455

imal coherence. This iterative process integrates 456

multiple methodologies and specialized knowl- 457

edge retrieval to improve decision accuracy and 458

reliability. 459

Evaluation Protocol Our primary evaluation 460

metric is the total discordance rate, which mea- 461

sures the percentage of incorrectly predicted 462

queries. This metric is critical as it provides a 463

comprehensive overview of the accuracy; a lower 464

value indicates better performance. Additionally, 465

we evaluate the undertriage rate, overtriage rate, 466
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significant undertriage rate, and significant over-467

triage rate to assess the model’s performance in468

specific areas of clinical urgency categorization.469

While these metrics are important, the total dis-470

cordance rate remains the primary measure of ac-471

curacy. Detailed definitions of the five ESI levels472

(I-V) and the evaluation metrics are provided in473

Appendix D.474

5 Results475

5.1 Main Results476

We evaluate the performance of TRIAGEAGENT477

by averaging the results across the three test sets.478

The backbone LLMs in our experiments include479

GPT-3.5, GPT-4, Llama-2, and Llama-3. Table 2480

presents the main results with a better performance481

from the GPT-3.5 and GPT-4 models. Detailed re-482

sults for Llama-2-7B and Llama-3-8B are provided483

in Appendix E.484

Performance Comparison with Baselines The485

performance of our framework compared to state-486

of-the-art (SOTA) methods is presented in Ta-487

ble 2. The TRIAGEAGENT framework surpasses488

traditional prompt engineering methods, includ-489

ing supervised learning, self-contrast, and self-490

consistency, with improvements of 9.25%, 8.79%,491

and 5.55%, respectively. It also outperforms SOTA492

multi-agent frameworks in a zero-shot setting using493

the GPT-3.5-turbo model, exceeding MedAgents494

by 9.02% and EoT by 6.25%.495

Comparison with CoT Methods Performance496

can decline when employing overly complex Chain497

of Thought (CoT) methods. Simply stacking498

prompts without a clear, logical sequence can re-499

sult in hallucinations—erroneous outputs caused500

by insufficient document comprehension and mis-501

understanding of medical terminologies. However,502

our approach, which integrates multi-agent role-503

playing with confidence assessments, effectively504

addresses these issues and demonstrates its poten-505

tial as a more robust method for applying LLMs in506

clinical triage.507

Comparison with Single-Agent Methods Meth-508

ods such as CoT, self-contrast and supervised learn-509

ing lack crucial interactions among multiple LLMs.510

This absence inhibits these methods from adap-511

tively refining their responses, leading to subopti-512

mal performance in triage question-answering sce-513

narios. Consequently, their discordance rates aver-514

age around 38.95% on our clinical triage dataset515

when using GPT-3.5 (as illustrated in Table 2), high- 516

lighting the need for improvement. 517

5.2 Ablation Study 518

Our ablation study analyzes team optimization and 519

external resource optimization. After determining 520

the optimal structure, the TRIAGEAGENT frame- 521

work simulates multi-role team collaboration, en- 522

abling agents to acquire the necessary capabilities 523

to effectively accomplish triage tasks. 524

Team Optimization Our heterogeneous frame- 525

work employs multiple agents, each with a specific 526

role, to achieve optimal outcomes. We explored var- 527

ious configurations to enhance team performance. 528

By adjusting the number of role-specific agents, we 529

found that four agents provided the most optimized 530

structure for performance on the ESI triage dataset. 531

Figure 3(a) details this optimal configuration and 532

demonstrates how adjusting agent roles and num- 533

bers enhances overall system performance. 534

External Resource Optimization We evaluate 535

the ESI Handbook, PubMed, and Wikipedia for su- 536

pervising our model (Figure 3(c)). The ESI Hand- 537

book proved to be the most effective, significantly 538

enhancing model performance with its targeted clin- 539

ical diagnostic guidelines. In contrast, PubMed 540

and Wikipedia require processing extensive addi- 541

tional data. We also analyze the optimal number of 542

agents using the ESI Handbook to maximize task 543

efficiency (Figure 3(b)). Increasing the number 544

of agents improved model effectiveness without 545

significantly changing overall accuracy, enhancing 546

the contextual understanding and interpretability of 547

medical texts while optimizing resource utilization. 548

5.3 Case Study 549

Error Analysis Based on our findings, we con- 550

duct an expert evaluation to identify key limita- 551

tions and common issues in our model. As shown 552

in Figure 4, we categorize these errors into four 553

major types. The first type of error is lack of doc- 554

ument understanding. This type of error arises 555

from insufficient medical knowledge or incorrect 556

linking to ESI levels, leading to misjudgments of 557

clinical severity. The second type of error is mis- 558

retrieval of domain knowledge. Errors result from 559

inaccurately retrieving irrelevant or mismatched in- 560

formation will compromise triage accuracy. The 561

third type of error is confidence-based consistency 562

errors. This type of errors is caused by confi- 563

dently providing contradictory responses or failing 564
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(a) (b) (c)

Figure 3: Ablation study results. (a), (b) and (c) show the impact of agent structure composition, optimizing the agent team with
the ESI handbook and optimizing the agent team with various external resources, respectively. The lower Total Discordance
value in this figure represents better performance.

Table 3: Time efficiency on multiple agents (average seconds
per test case)

Model Test-1 Test-2 Test-3
CoT (GPT-3.5) 0.17 0.19 0.17
CoT (GPT-4) 0.16 0.19 0.17
Self-Consistency (GPT-3.5) 0.21 0.23 0.24
Three-agents (GPT-3.5) 0.55 1.01 0.58
Three-agents (GPT-4) 0.57 1.00 0.59
Four-agents (GPT-3.5) 1.28 1.36 1.41
Four-agents (GPT-4) 1.31 1.56 1.53
Five-agents (GPT-3.5) 1.55 1.56 1.49
Six-agents (GPT-3.5) 2.11 2.05 2.13
TriagAgent (GPT-3.5) 1.30 1.45 1.52
TriagAgent (GPT-4) 1.31 1.43 1.50

Table 4: Cost efficiency on ESI datasets classification
Model Performance #API Calls
Two-agent (GPT-3.5) 38.42% 324
Three-agent (GPT-3.5) 38.42% 486
Four-agents (GPT-3.5) 30.56% 648
Four-agents (GPT-4) 18.98% 604
CoT (GPT-4) 37.40% 216

to reach a consensus, often due to internal ineffi-565

ciencies or flaws in the early stopping mechanism,566

resulting in falsely assured incorrect outcomes. The567

last type of errors is exchange of information er-568

rors. This type of errors results from incorrect569

data transfer between agents, disrupting logical se-570

quences and leading to erroneous conclusions. See571

Appendix F for more details.572

Time Analysis Time efficiency is crucial in emer-573

gency clinical triage. Table 3 compares the perfor-574

mance and time costs of different methods. Our575

multi-agent architecture incurs a slight but negli-576

gible increase in time costs compared to a single-577

agent model. Feedback from emergency depart-578

ment experts indicates that our method does not sig-579

nificantly affect overall time efficiency but greatly580

enhances decision accuracy, which is crucial for581

better patient outcomes and resource allocation.582

31%

43%

15%

11%
• Document Understanding Errors
• Mis-retrieval of Domain Knowledge
• Confidence-based Consistency Errors
• Exchange of Information Errors

Figure 4: Ratio of different categories of error cases.

Cost Analysis Operational efficiency, particu- 583

larly API token usage, is crucial for our framework. 584

Table 4 compares the performance and costs of 585

different configurations. While TRIAGEAGENT re- 586

quires more API calls than a single-agent setup, 587

feedback from clinical departments suggests these 588

costs are reasonable. Our system improves effi- 589

ciency by 12.54% compared to human experts man- 590

ually classifying documents and achieves 18.54% 591

higher performance than LLMs using CoT prompts 592

operated by human experts. 593

6 Conclusions 594

This paper introduces a novel heterogeneous multi- 595

agent framework, TRIAGEAGENT for clinical 596

triage, utilizing LLM-based role-playing agents 597

in a multi-stage group chat setting. This zero- 598

shot, training-free, and interpretable framework 599

comprises five significant stages. Experiments on 600

clinical triage datasets demonstrate our framework 601

significantly outperforms zero-shot baselines and 602

experienced professionals. Case studies and hu- 603

man evaluations highlight areas for improvement, 604

such as reducing document understanding errors 605

and knowledge misretrieval. Future research can 606

enhance the framework’s efficiency by improving 607

document comprehension and correcting domain 608

knowledge retrieval errors. Upon acceptance, we 609

will release our dataset as open source. 610
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Ethics Statement611

This research adhered to the highest ethical stan-612

dards and best practices, as outlined in the ACL613

Code of Ethics. All experiments were conducted614

using publicly available datasets, thereby avoid-615

ing concerns related to privacy, confidentiality, or616

personal information. The datasets used are fully617

anonymized and have been vetted to ensure com-618

pliance with ethical guidelines. Additionally, we619

have carefully considered the broader impacts and620

potential applications of our work, ensuring that it621

does not inadvertently cause harm or misuse. Con-622

sequently, we believe this research is free from623

ethical issues.624

Limitations625

In this paper, we introduce a heterogeneous626

multi-agent collaboration framework called627

TRIAGEAGENT. Despite our efforts, the frame-628

work faces limitations inherent to the healthcare629

industry.630

Limited Expert Evaluation Our research is lim-631

ited by the involvement of three human experts,632

restricting the scope and depth of expert evalua-633

tion, which may impact the generalizability of our634

findings to broader clinical settings.635

Cross-Institution Collaboration The complex-636

ity of emergency departments requires advanced637

triage systems to address patient conditions within638

the same urgency levels. This need arises from var-639

ing institutional conditions,protocols, and patient640

demographics.641

Workflow Integration Our model provides a fi-642

nal triage decision, but actual triage often involves643

multiple decision-making stages. Thus, it’s cru-644

cial to evaluate how well our system integrates into645

existing workflows and complements human-led646

emergency care.647

Privacy Deploying our framework necessitates648

strict privacy measures and clinical worker train-649

ing. Processing clinical notes can expose sensitive650

information, making compliance with HIPAA and651

GDPR.652

Time and Cost Efficiency TRIAGEAGENT aims653

to enhance clinical triage by automating initial pa-654

tient assessment, reducing manual workload, wait-655

ing times, burnout and operational costs. However,656

using external technologies like OpenAI’s API adds657

expenses and dependencies. A detailed cost-benefit658

analysis is essential for sustainability and economic 659

viability. 660
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A Model Architecture Comparison with1002

Previous Work1003

We compare TRIAGEAGENT with representative1004

previous works, as shown in Figure 5. We refer to1005

our system as a heterogeneous multi-agent frame-1006

work because each agent represents a different role,1007

creating a role-playing heterogeneous structure.1008

This structure simulates real-world collaboration1009

among different roles, with each agent (or role) hav-1010

ing its unique function and task, thereby improving1011

the overall system’s decision-making efficiency and1012

accuracy. The changing colors of nodes in the fig-1013

ure illustrate our dynamic heterogeneous nature,1014

representing agents’ evolving perspectives based1015

on different rounds of discussions. In the second1016

row, nodes represent agents at different time steps,1017

arrows indicate the edges, and colors signify the1018

roles of the agents.1019

Node A node represents an agent at a specific1020

time step, each with a unique role in a hetero-1021

geneous role-playing structure. This setup simu-1022

lates real-world collaboration, enhancing decision-1023

making efficiency and accuracy by assigning dis-1024

tinct functions and tasks to each agent. Addition-1025

ally, the changing node colors in the figure high-1026

light our framework’s dynamic nature, illustrating1027

how agents’ perspectives evolve as they assimilate1028

and process new information through subsequent1029

discussion rounds.1030

Edge Edges represent the communication chan-1031

nels between nodes during multi-agent collabora-1032

tion, illustrating how information flows between1033

agents and through the system. In our LLM-agent-1034

based feed-forward network, these edges show how1035

agents share information across different time steps1036

to generate the final answer for the task query.1037

B Query Details1038

below:1039

query q: What is the ESI level of the following1040

clinic record? Please give me a final unique answer1041

after a second revision of your first proposed1042

answer. You can learn from the Emergency1043

Severity Index handbook v4. Double-check the1044

ESI handbook and ask yourself again(two-round1045

self-check)when you are sure about this ESI level1046

classification before you give me the answer. Then1047

classify the following medical record according1048

to ESI level, candidate answers are ESI-1,2,3,4,5.1049

Here is the record: 1050

1051

C Dataset Construction 1052

The dataset was constructed by extracting relevant 1053

patient cases from the ESI handbook v4, focus- 1054

ing on a comprehensive range of clinical scenar- 1055

ios. Each case was carefully reviewed and labeled 1056

by professional human experts to ensure accuracy. 1057

Each case was carefully reviewed and labeled by 1058

professional human experts to ensure accuracy. The 1059

dataset is divided into a training set and three test 1060

sets (test-1, test-2, and test-3), with the training set 1061

containing 180 cases and each test set containing 1062

72 cases. We maintained fixed proportions of ESI 1063

levels in the test sets as follows: ESI-1 (12), ESI-2 1064

(20), ESI-3 (13), ESI-4 (12), and ESI-5 (15). 1065

For the training scenarios, we have a total of 218 1066

cases with the following distribution across ESI 1067

levels: ESI-1 (14), ESI-2 (92), ESI-3 (65), ESI- 1068

4 (22), and ESI-5 (25). The explanations in the 1069

training dataset are manually annotated by human 1070

experts. Detailed proportions of each ESI level in 1071

the training and test sets are provided in Table 1. 1072

Each training and test set includes cases with de- 1073

tailed clinical notes and corresponding ESI levels. 1074

Although the test sets do not contain explicit expla- 1075

nations for each label, they have been accurately 1076

annotated by human experts based on the clinical 1077

information provided. The lack of explanations in 1078

the test set is due to the scarcity of medical data and 1079

the high cost of manual labeling. This highlights 1080

the advantage of our framework in reducing human 1081

labor costs and improving the efficiency of medical 1082

text classification. 1083

C.1 Recruitment and Payment 1084

The human experts assisting us in the classification 1085

of medical documents are professional experts who 1086

voluntarily participated in our comparative study 1087

as collaborators. We did not provide them with any 1088

additional payments or benefits. 1089

C.2 Instructions Given to Participants 1090

We invited professional human experts to serve as 1091

human annotators. The full text of the instructions 1092

given to participants is: "This study aims to eval- 1093

uate the effectiveness of a generative AI model in 1094

predicting ESI levels and compare its performance 1095

with traditional nurse triage. Your participation will 1096

help us understand the potential of AI in augment- 1097

13



Figure 5: Topology Structure Comparisons of previous methods

ing emergency department workflows and improv-1098

ing patient care. All test results are de-identified1099

and will only be used for the purposes of this re-1100

search study. Please do not look up answers or use1101

any additional resources to complete the test as that1102

can negatively impact the validity of this study."1103

D ESI Hierarchy and Evaluation Metrics1104

D.1 Hierarchy of ESI levels1105

The ESI (Emergency Severity Index) levels classify1106

medical events by urgency, from 1 (most urgent)1107

to 5 (least urgent). Medical personnel can refer1108

to the medical event in the ESI handbook with1109

their medical experience to quickly categorize the1110

current emergency medical event according to the1111

ESI classification.1112

•ESI-1: Most Urgent; Immediate life-saving1113

intervention1114

•ESI-2: High urgency; Potentially life-threatening,1115

prompt attention necessary.1116

•ESI-3: Urgent; Requires multiple resources but1117

not immediately life-threatening.1118

•ESI-4: Less urgent; Requires one resource; not1119

immediately life-threatening.1120

•ESI-5: Least Urgent; No resources needed1121

immediately;wait time is acceptable.1122

1123

D.2 Evaluation Metrics 1124

The Total discordance is calculated as the ratio of 1125

the total number of misclassified texts to the total 1126

number of texts, representing the overall error rate 1127

of the model. This metric is given by the formula: 1128

Total discordance =
Total Misclassifications
Total number of texts

(1) 1129

where Total misclassifications is the number of 1130

queries incorrectly classified by the model, and 1131

Total number of texts is the total number of queries 1132

analyzed. The Undertriage rate is defined as the 1133

fraction of instances where the predicted label is 1134

greater than the true label, which is calculated as: 1135

Undertriage =
Number of predictionsTrue_labels

Total number of texts
(2) 1136

Similarly, the Overtriage rate is defined as the 1137

fraction of instances where the predicted label is 1138

less than the true label: 1139

Overtriage =
Number of predictionsTrue_labels

Total number of texts
(3) 1140

The Significant Undertriage rate captures the 1141

scenarios where the true label is critical (ESI 1 1142

or2) but the prediction underestimates the urgency 1143

(predicted as 3, 4, or 5): 1144

Significant Undertriage =
Predicted-3, 4, or 5

Total number of texts
(4) 1145

Lastly, the Significant Overtriage rate addresses 1146

the instances where less critical labels (true label 1147
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Method Zero-shot(CoT)
Total discordance 56.25%
Undertriage 3.48%
Significant undertriage 3.48%
Overtriage 52.78%
Significant overtriage 35.42%
Method Fine-Tuned
Total discordance 27.78%
Undertriage 10.65%
Significant undertriage 7.64%
Overtriage 17.13%
Significant overtriage 6.94%

Table 5: Performance of LlaMa-3-8B on our clinical triage
task.

is 2, 3, or 4) are overestimated by the model (pre-1148

dicted as 1):1149

Significant Overtriage =
Predicted-3,4,or 5

Total number of texts
(5)1150

E Performance of Different Backbone1151

LLMs1152

Using Different Language Models In our ex-1153

periments, we utilized GPT-3.5-turbo 2, GPT-4 3,1154

their combination, and LLaMa-2-7B4 and Llama-1155

3-8B 5.When GPT-3.5-turbo and GPT-4 engaged1156

in interactive debates on AI-Triage tasks, we ob-1157

served performance improvements of 31.88% for1158

GPT-3.5-turbo and 24.6% for GPT-4. In a zero-shot1159

scenario, LLaMa-2-7B performed 17.025% worse1160

than LLaMa-3-8B. We also fine-tuned LlaMa-3-8B1161

using training scenarios from the ESI handbook to1162

enhance its domain knowledge. Compared to GPT-1163

4, which achieved a performance improvement of1164

23.50% on the same training dataset, LLaMa-3-1165

8B showed a performance improvement of 27.78%,1166

making it 4.28% worse than GPT-4.Detailed results1167

for LLaMa-3 are presented in Table 5, demonstrat-1168

ing that its performance on clinical triage tasks was1169

inferior to that of the GPT models. For details1170

about the performance of LlaMa-3 on our task, see1171

Table 51172

F Case Study1173

To better illustrate the issue, we have excerpted1174

parts of the complete conversation as key examples1175

2https://openai.com/index/
gpt-3-5-turbo-fine-tuning-and-api-updates/

3https://openai.com/index/gpt-4/
4https://llama.meta.com/llama2/
5https://llama.meta.com/llama3/

to more effectively explain the corresponding types 1176

of errors. 1177

1178

•Type-1: Lack of Document Understanding 1179

1180

Admin (to chat_manager): 1181

What is the ESI level of the following clinic record? 1182

Please give me a final unique answer after a second 1183

revision of your first proposed answer. The 1184

Candidate answers: ESI-1,2,3,4,5. Double-check 1185

the clinic notes and related medical knowledge and 1186

ask yourself again (two-round self-check) when 1187

you are sure about this ESL level classification 1188

before you give me the answer. Here is the record:“ 1189

A healthy 10-year-old male is brought to the 1190

emergency department by his mother, who reports 1191

that her son has not moved his bowels for a week. 1192

He is complaining of 7/10 generalized abdominal 1193

pain, nausea, and lack of appetite. Vital signs: BP 1194

107/66, HR 75, RR 20, T 98.6°F, SpO2 99%”. 1195

1196

Agent_1 (to chat_manager): 1197

Based on the clinical record provided, the most 1198

appropriate Emergency Severity Index (ESI) 1199

level for this patient would be ESI level 3. This 1200

decision is based on the patient’s presenting 1201

complaints of abdominal pain, nausea, and lack 1202

of appetite, along with the vital signs indicating 1203

stable blood pressure, heart rate, respiratory rate, 1204

temperature, and oxygen saturation. While the 1205

patient’s symptoms are concerning and require 1206

evaluation, there are no immediate life-threatening 1207

issues or unstable vital signs that would warrant a 1208

higher ESI level. 1209

Confidence score: 70%. 1210

1211

Agent_2 (to chat_manager): 1212

Based on a thorough review of the clinical record 1213

and consideration of the patient’s presentation, 1214

vital signs, and symptoms, I would revise the ESI 1215

level for this patient to ESI level 2. The patient’s 1216

complaints of abdominal pain, nausea, lack of 1217

appetite, and constipation for a week warrant 1218

urgent evaluation, but the stable vital signs indicate 1219

that there are no immediate life-threatening issues. 1220

However, the patient’s symptoms require timely 1221

assessment and treatment, justifying a higher 1222

acuity level than initially considered. 1223

Confidence score: 85%. 1224

1225

Agent_3 (to chat_manager): 1226
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Based on the information provided in the clinical1227

record, a more appropriate Emergency Severity1228

Index (ESI) level for this patient would be ESI1229

level 2. The patient is a 10-year-old male with1230

concerning symptoms of abdominal pain, nausea,1231

lack of appetite, and constipation for a week.1232

While the vital signs are stable, the duration of1233

symptoms and the need for urgent evaluation1234

justify a higher acuity level. This patient may1235

require timely intervention and assessment to1236

address the underlying cause of his symptoms,1237

making ESI level 2 more appropriate in this case.1238

Confidence score: 90%.1239

1240

Result_summarizer (to chat_manager):1241

After synthesizing the inputs from the Agent_1,1242

Agent_2, and Agent_3, the final unique answer for1243

the ESI level of the patient in the clinical record1244

would be ESI level 2. This decision is based on the1245

patient being a 10-year-old male presenting with1246

concerning symptoms of abdominal pain, nausea,1247

lack of appetite, and constipation for a week.1248

While the vital signs are stable, the duration and1249

nature of the symptoms warrant urgent evaluation1250

and potential intervention, justifying a higher1251

acuity level.1252

Confidence score: 92%.1253

1254

•Type-2: Mis-retrieval of Domain Knowledge1255

1256

This example mis-retrieved the domain knowl-1257

edge from ESI Handbook v4, Chapter 2: ESI1258

Triage Algorithm, p. 10-13. Then this example1259

was erroneously categorized as needing urgent1260

intervention.1261

1262

User_proxy (to chat_manager):1263

What is the ESI level of the following clinic1264

record according to the Emergency Severity1265

Index handbook? Please give me a final unique1266

answer after a second revision from your first1267

proposed answer. The Candidate answers:1268

ESI-1,2,3,4,5. Double Check the clinic notes1269

and related medical knowledge and ask yourself1270

again (two-round self-check) when you are sure1271

about this ESL level classification before you1272

give me the answer. Here is the record:“ This1273

sounds really strange. A bug flew into my right1274

ear while I was gardening. I tried to get it out1275

by using a Q-tip. I just don’t know what else to1276

do, but this buzzing noise is driving me crazy,” a1277

55-year-old female tells you. No previous medical 1278

history and vital signs are within normal limits. 1279

1280

Agent_1 (to chat_manager): 1281

Based on the information provided and the 1282

Emergency Severity Index handbook, this patient’s 1283

clinic note would be categorized as Low ESI level. 1284

The patient’s condition is not life-threatening but 1285

requires medical intervention, which aligns with a 1286

lower ESI level. 1287

References: - ESI Handbook v4, Chapter 2: ESI 1288

Triage Algorithm, p.10-13. 1289

1290

Agent_2 (to chat_manager): 1291

The scenario describes a 55-year-old female who 1292

has a foreign object (a bug) in her ear, causing 1293

discomfort and a buzzing noise. She has no 1294

previous medical history and her vital signs are 1295

within normal limits. This is a non-life-threatening 1296

condition, but it does require medical intervention 1297

to remove the foreign object and alleviate the 1298

patient’s discomfort. 1299

The Emergency Severity Index (ESI) is a five-level 1300

emergency department triage algorithm that 1301

categorizes patients by both acuity and resource 1302

needs. ESI level 1 is for patients who need 1303

immediate life-saving intervention, while ESI level 1304

5 is for patients with non-urgent conditions. 1305

Given the patient’s condition, she would likely be 1306

classified as ESI level 4. This level is for patients 1307

with conditions that could potentially escalate to a 1308

more serious problem requiring emergency inter- 1309

vention if left untreated, but are not life-threatening. 1310

The patient’s condition is not life-threatening, but 1311

it is causing her significant discomfort and could 1312

potentially lead to complications such as infection 1313

if not addressed. 1314

The most alarming aspect of this issue is the 1315

potential for complications if the foreign object is 1316

not removed promptly. The use of a Q-tip could 1317

potentially push the bug further into the ear canal, 1318

causing more damage. It’s also noteworthy that 1319

the patient’s vital signs are within normal limits, 1320

indicating that she is not in immediate danger. 1321

After a second revision, I still believe that the ESI 1322

level for this patient would be ESI level 4. The 1323

patient’s condition is not life-threatening, but it 1324

does require medical intervention. 1325

Confidence score: 90%. 1326

1327

Agent_3 (to chat_manager): 1328
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After reviewing the patient’s condition and the1329

Emergency Severity Index handbook, I would1330

classify this patient as ESI level 4 with a confi-1331

dence score of 90%. The patient’s condition is not1332

life-threatening but requires medical intervention1333

to remove the foreign object from her ear and alle-1334

viate her discomfort. This aligns with the criteria1335

for ESI level 4, which is for conditions that could1336

potentially escalate to a more serious problem if1337

left untreated but are not life-threatening.1338

1339

Agent_2 (to chat_manager):1340

Based on the patient’s clinical record and the1341

Emergency Severity Index handbook, I would1342

classify this patient as ESI level 4 with a confi-1343

dence score of 90%. The patient’s condition is not1344

life-threatening but requires medical intervention1345

to remove the foreign object from her ear and alle-1346

viate her discomfort. This aligns with the criteria1347

for ESI level 4, which is for conditions that could1348

potentially escalate to a more serious problem if1349

left untreated but are not life-threatening.1350

1351

Result_summarizer (to chat_manager):1352

After synthesizing the inputs from the Agent_1,1353

Agent_2, and Agent_3, the consensus is that1354

the patient should be classified as ESI level1355

4. This level is appropriate for patients with1356

conditions that could potentially escalate to a1357

more serious problem if left untreated but are not1358

life-threatening. The patient’s condition of having1359

a bug in her ear is causing significant discomfort1360

and requires medical intervention, but it is not1361

life-threatening. Therefore, the final decision is1362

ESI level 4.1363

1364

•Type-3: Confidence-based Consistency Er-1365

rors1366

This error might be caused by the early-stopping1367

mechanism and confidence-score passing process.1368

1369

Admin (to chat_manager):1370

What is the ESI level of the following clinic1371

record? Please give me a final unique answer1372

after a second revision from your first proposed1373

answer. The Candidate answers: ESI-1,2,3,4,5.1374

Double Check the clinic notes and related medical1375

knowledge and ask yourself again(two-round1376

self-check)when you are sure about this ESL level1377

classification before you give me the answer.Here1378

is the record: “I slipped on the ice, and I hurt my1379

wrist,” reports a 58-year-old female with a history 1380

of migraines. There is no obvious deformity. Vital 1381

signs are within normal limits, and she rates her 1382

pain as 5/10. 1383

1384

Response 1 by chat_manager (initial response): 1385

Based on the patient’s description and clinical 1386

information provided, I recommend classifying 1387

this patient as ESI level 4. The injury mechanism 1388

and the pain level, along with normal vital signs, 1389

suggest a non-life-threatening condition. 1390

Confidence score: 90%. 1391

1392

Response 2 by chat_manager (second response 1393

after self-check): 1394

Upon further reflection and review of the medical 1395

knowledge, I now assess the patient’s condition 1396

as ESI level 3. Considering the possibility of a 1397

hidden injury due to the nature of the fall, a more 1398

cautious approach is warranted. 1399

Confidence score: 92%. 1400

1401

•Type-4: Exchange of Information Errors 1402

1403

User_proxy (to chat_manager): 1404

What is the ESI level of the following clinical 1405

record according to the Emergency Severity In- 1406

dex handbook? Please provide a final answer after 1407

a second revision from your initial proposed an- 1408

swer. The candidate answers are: ESI-1, 2, 3, 4, 5. 1409

Double-check the clinic notes and related medical 1410

knowledge before finalizing your decision. Here is 1411

the record: “A bug flew into my right ear while I 1412

was gardening. I tried to get it out by using a Q-tip. 1413

I just don’t know what else to do, but this buzzing 1414

noise is driving me crazy,” a 55-year-old female 1415

tells you. No previous medical history and vital 1416

signs are within normal limits. 1417

1418

Agent_1 (to chat_manager): 1419

Based on the information provided and the 1420

Emergency Severity Index handbook, this patient’s 1421

clinic note would be categorized as a low ESI level. 1422

The patient’s condition is not life-threatening 1423

but requires medical intervention, aligning with 1424

a lower ESI level,(e.g., ESI level 5), with a 1425

confidence score of 80%. 1426

1427

Agent_2 (to chat_manager): 1428

The scenario describes a 55-year-old female 1429

with a foreign object (a bug) in her ear, causing 1430

17



discomfort and a buzzing noise. She has no1431

previous medical history, and her vital signs are1432

within normal limits. This is a non-life-threatening1433

condition but requires medical intervention to1434

remove the foreign object and alleviate the1435

patient’s discomfort.1436

Given the patient’s condition, she would likely be1437

classified as ESI level 4. This level is for patients1438

with conditions that could potentially escalate to1439

a more serious problem if left untreated but are1440

not life-threatening. After a second revision, I still1441

believe that the ESI level for this patient is ESI1442

level 4, with a confidence score of 90%.1443

1444

Agent_3 (to chat_manager):1445

After reviewing the patient’s condition and the1446

Emergency Severity Index handbook, I would1447

classify this patient as ESI level 4 with a confi-1448

dence score of 90%. The patient’s condition is not1449

life-threatening but requires medical intervention1450

to remove the foreign object from her ear and1451

alleviate her discomfort. This aligns with the1452

criteria for ESI level 4.1453

1454

Result_summarizer (to chat_manager):1455

After synthesizing the inputs from the Agent_1,1456

Agent_2, and Agent_3, the consensus is that1457

the patient should be classified as ESI level1458

4. This level is appropriate for patients with1459

conditions that could potentially escalate to a1460

more serious problem if left untreated but are not1461

life-threatening. The patient’s condition of having1462

a bug in her ear is causing significant discomfort1463

and requires medical intervention, but it is not1464

life-threatening. Therefore, the final decision is1465

ESI level 4, with a consensus confidence score of1466

90%.1467

1468

Explanation: In this example, the inconsistent1469

classification by Agent_1 (“low ESI level” as1470

ESI level 5) compared to the other agents (ESI1471

level 4) could lead to confusion and incorrect1472

final decisions, representing an Exchange of1473

Information Error.1474
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