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ABSTRACT
Federated learning (FL) has been proposed to enhance performance of local machine learning models across
multiple devices while maintaining data privacy. One of the main challenges in FL is data heterogeneity, which
limits the benefits of knowledge exchange among federated models. Data heterogeneity is a two-fold problem:
Non-IID (not independent and identically distributed) data, and heterogeneous feature space. While personalized
federated learning (PFL) solutions address challenges with non-IID data, most of the solutions require the same
feature space. The few PFL solutions that are applicable in feature heterogeneity scenarios map all local domains
into a new common feature space, which may result in degraded performance because of the negative transfer
effects from unrelated local models based on a very different feature space. To address this limitation, we propose
a novel clustered federated learning based on a Siamese graph convolutional neural network (FedSGCNN). We
predict positive transfer between clients using an SGCNN in order to create a distance matrix for clustering. This
network-based prediction is more accurate as compared to other distance measures which fail to capture the
structure of models. When there is feature space heterogeneity, we show that FedSGCNN outperforms the latest
work by 1.2% in the Boston Housing dataset and 2.8% in the Obesity Level dataset.

1 INTRODUCTION

Federated Learning (FL) (McMahan et al., 2017) is a rel-
atively new machine learning paradigm where multiple
clients (e.g., smartphones or hospitals) train machine learn-
ing models collaboratively while keeping their raw data
private. In an FL system, each client only sends its model
parameters to a central server, the central server creates
and updates a global model such as by averaging the client
models’ parameters, and finally, the central server sends the
global model back to each client. One of the main challenges
in FL is data heterogeneity. FL could suffer from significant
model performance degradation when the clients’ data are
not independent and identically distributed (Non-IID) (Zhao
et al., 2018). This is because in such cases optimal model
parameters for clients will be very different across clients,
and therefore, the average global model parameters could
be far from optimal parameters for local client models.

Recently researchers have proposed various personalization-
based solutions such as local fine-tuning(Finn et al.,
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2017), clustering(Sattler et al., 2020), and personalized lay-
ers(Liang et al., 2020) to address the data heterogeneity
problem. However, most of such solutions are designed to
only address the data distribution heterogeneity (Non-IID)
and are inapplicable when feature spaces are heterogeneous.
We show Non-IID and feature space heterogeneity in Figure
1. In case such feature heterogeneity exists, a server can-
not simply average all local models because features may
be in a different order or features might be very different,
which leads to different model architectures. For instance,
each hospital collects different features of patients’ data and
they cannot join an FL system due to this feature space het-
erogeneity. Addressing the feature heterogeneity problems
could have a dramatic influence on FL applications because
it accommodates data with any feature space as long as the
output or task is the same.

To the best of our knowledge, there are only two approaches
that are directly applicable to address feature heterogeneity
in FL, namely, LG-FedAvg(Liang et al., 2020) and HH-
HFL(Gao et al., 2019). These methods map all local feature
spaces into one space and create a global network from the
common space. However, with these approaches, each client
could suffer from negative knowledge transfer if there are
unrelated clients in the same FL system. So, there is a need
for selecting clients who could provide positive knowledge
transfer. HHHFL introduces maximum mean discrepancy
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Figure 1. Non-IID and feature space heterogeneity in FL

(MMD) loss to reduce the discrepancy in a common embed-
ded space, but it could still suffer from negative knowledge
transfer when the original feature space is very different.
In addition to this issue, MMD calculation in HHHFL is
required for each pair of domains, which is computationally
expensive.

In order to address these challenges, we propose a novel clus-
tered federated learning solution based on Siamese graph
convolutional neural network. In order to do clustering
for maximizing positive knowledge transfer among clients
within each cluster of models, we first need some sort of
distance measure that can estimate the positive knowledge
transfer between each pair of clients. The recent work in
clustering in FL uses cosine similarity of model parame-
ters because in FL one does not have access to raw data.
However, cosine similarity cannot capture structural infor-
mation of the models such as network topology. In order
to capture the model architecture of neural networks and
estimate positive transfer more accurately, we use Siamese
graph convolutional neural network (SGCNN) to learn the
similarity between client models. This could help us create
a more accurate distance matrix, which in turn could lead
to better clustering for maximizing positive transfer among
clients. To the best of our knowledge, we are the first to ap-
ply SGCNN to predict positive knowledge transfer between
two clients in an FL system. In addition to clustering, we
introduce MMD loss from a centroid. Instead of calculating
MMD between all possible client pairs, we create a cen-
troid by averaging features in the same cluster, then we use
MMD from this centroid in a loss function. This will reduce
computational burden significantly while maintaining the
original purpose of reducing discrepancy in an embedded
space.

We summarize our contributions as follows:

(1) We introduce a new clustered federated learning algo-
rithm utilizing a Siamese graph convolutional neural net-
work (SGCNN) to address the feature heterogeneity prob-

lem in FL. As compared to cosine similarity, SGCNN can
create a more accurate distance matrix among clients be-
cause it captures structural information of model parameters.

(2) We introduce MMD loss from a centroid, which in-
creases computational efficiency by avoiding calculation
between all possible pairs.

(3) We conduct extensive experiments with tabular datasets
and show that our solution is more effective than the latest
related work.

The remainder of this paper is structured as follows. Section
2 provides a summary of most related work. Section 3
defines our problem and notations. Section 4 describes our
proposed solutions. Section 5 presents our experimental
design, results, and our new findings. Section 6 concludes
this paper by providing a summary and our future work.

2 RELATED WORK

2.1 Personalized Federated Learning

The most common FL approach is FedAvg (McMahan et al.,
2017) where each local client sends model parameters to
a central server and the server sends back average model
parameters to each local client. Since FedAvg could suf-
fer from model performance degradation when local data
are statistically heterogeneous (Zhao et al., 2018), person-
alized federated learning(PFL) has been proposed. There
are four types of PFL (Tan et al., 2022), namely, data-based
(Jeong et al., 2018; Wang et al., 2020), model-based (Li &
Wang, 2019; Chen et al., 2020; Ji et al., 2021; Fallah et al.,
2020), architecture-based (Arivazhagan et al., 2019) and
similarity-based (Ghosh et al., 2020; Briggs et al., 2020;
Duan et al., 2020; Sattler et al., 2020; Zhang et al., 2020).
PFL approaches suffer from a number of shortcomings. PFL
shows promising results when the local data distribution is
statistically heterogeneous, but most PFL approaches are
not applicable when feature space is heterogeneous because
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Algorithm Non-IID Feature heterogeneity

LG-FedAvg, HHHFL × ◦
CFL ◦ ×
FedSGCNN (ours) ◦ ◦

Table 1. Comparison of related work

most PFL methods usually apply calculations (such as pa-
rameter averaging) to each parameter across clients in the
same position in the same model architecture. When feature
space is heterogeneous, parameters in the same position
across clients come from totally different features. Alterna-
tively, those parameters in the same position may not even
exist for some clients due to the difference in the number of
features.

The only PFL solutions that address feature space hetero-
geneity are LG-FedAvg (Liang et al., 2020), HHHFL(Gao
et al., 2019), and FLIC (Rakotomamonjy et al., 2023). LG-
FedAvg allows each local client to have local layers which
train local representations. Hence, as long as local represen-
tations have the same feature space, LG-FedAvg is applica-
ble to clients with heterogeneous feature spaces. However,
LG-FedAvg could suffer from negative knowledge transfer
when local representations are heterogeneous. On the other
hand, HHHFL introduces MMD between each manifold
as a domain loss to reduce the discrepancy in a common
embedded space. Yet HHHFL could suffer from negative
transfer when featuring spaces of the clients are sufficiently
different and embedded features are heterogeneous. HHHFL
is specifically designed for EEG (Electroencephalography)
data and a more generic framework is needed to relax the as-
sumption that all clients are related and their feature spaces
are similar. Moreover, HHHFL requires MMD calculation
between pairs of manifolds, which will be computation-
ally expensive. FLIC introduces anchor distribution that is
shared among clients in order to make sure that the same
semantic information has to be embedded in the same region
of the latent space. Still, since FLIC maps the raw data of all
clients into a single common space, distribution in this space
is heterogeneous, which could lead to model degradation of
a global model.

Therefore, a novel framework is needed to reduce negative
transfer from unrelated clients and reduce the discrepancy
in a common embedded space across multiple clients effi-
ciently.

2.2 Clustered Federated Learning

One of the common solutions for data heterogeneity in the
similarity-based PFL is clustered federated learning (CFL)
(Sattler et al., 2020). CFL groups local clients into a num-
ber of clusters which contain ”similar” clients. With CFL,

knowledge is shared only among models within each cluster
to avoid negative knowledge transfer from unrelated clients.
The original CFL method (Sattler et al., 2020) applies a
recursive bi-partitioning algorithm to find the optimal clus-
ters. However, this is computationally expensive, so CFL
methods that compute client models based on some sort of
distance measure have been recently proposed. In particular,
FeSEM (Xie et al., 2020) uses L2 distance between parame-
ters as a measure of similarity between two models; however,
L2 does not capture similarity properly with high dimen-
sional data because it suffers from distance concentration
phenomenon in high dimension (Sarkar & Ghosh, 2019).
FedGroup (Duan et al., 2020) uses cosine similarity as the
distance measure to address this limitation. However, since
we need to convert model parameters into one-dimensional
data to calculate cosine similarity, this measure cannot cap-
ture the structural information and topology of the model. In
order to address this limitation, we use a graph convolutional
neural network in order to capture the structural similarity
between models and learn similarity using a Siamese neural
network to create a more accurate distance matrix among
clients. It is important to note that CFL methods are not
directly applicable as a solution for feature heterogeneity
problems because they require the same local model archi-
tectures when aggregating model parameters. In order to
circumvent this issue, we first map local data into a common
embedded space so that we can apply CFL.

In summary, as Table 1 shows, LG-FedAvg and HHHFL
suffer from negative knowledge transfer due to Non-IID in
an embedded space, while CFL is not applicable to feature
space heterogeneity problems because it is under an assump-
tion that feature space is the same. The naive solution could
be to combine HHHFL and CFL into a hybrid approach.
However, the efficacy of clustering (distance measure be-
tween clients) in such a hybrid approach is questionable,
and also combining the two algorithms will significantly
increase computational overhead. Therefore, we propose a
novel distance measure between clients based on SGCNN,
which works better than the recent work, and we also intro-
duce MMD from a centroid for computational efficiency.

3 PROBLEM DEFINITION

3.1 Notations

We assume that there are n local clients C =
{C1, C2, ...Cn} in an FL system, where Ci refers to the
ith client. Ci has (Xi, Yi) as local data, where Xi repre-
sents feature data and Yi represents label data. The feature
space and/or dimensionality of Xi can vary across clients.
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Figure 2. Architecture of the Siamese graph convolutional neural network

3.2 Problem Formalization

The objective of standard FL where we only consider one
single global model is described as follows:

min
θg

F (θg) =
1

n

n∑
i=1

ℓ(Yi, fg(θg;Xi))

where θg represents global model parameters, ℓ refers to a
loss function, and fg(x) denotes a global neural network.

With the feature heterogeneity problem, we cannot use a
single global model because the feature space Xi varies
across clients. Suppose Qi denotes the ith embedded fea-
ture data in a common space. The objective of the feature
heterogeneity problem is described as follows:

min
θg

F (θg) =
1

n

n∑
i=1

ℓ(Yi, fg(θg;Qi))

Qi = fl,i(Xi)

where fl,i(x) refers to a local neural network that projects
feature data Xi to a common space.

When we assume that there are m clusters, this objective
function could be extended as follows:

min
θg,1,θg,2,..θg,m

F (θ) =

m∑
j=1

wj

kj∑
i=1

ℓ(Yi, fg,j(θg,j ;Qi))

Qi = fl,i(Xi)

wj =
kj
n

where θg,i represents the ith cluster global model parame-
ters, kj denotes the number of local clients in jth cluster, kj
refers to the number of local clients in jth cluster, and fg,j
is a global neural network for jth cluster.

4 METHODOLOGY

In this section, before we provide an overview and discuss
details of our proposal method, FedSGCNN, we will explain
the benefit of the distance measure based on the Siamese
graph neural network approach versus other distance mea-
sures.

4.1 Similarity Measure to Predict Positive Transfer

In this section, we will empirically observe whether a sim-
ilarity measure based on a Siamese graph neural network
could outperform the typical distance measures used for cal-
culating the distance between client models in CFL, namely,
cosine similarity and L2 distance. Since our goal is to
avoid negative knowledge transfer and maximize positive
knowledge transfer among clients, it is essential to define
similarity/distance between client models such that it can
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Figure 3. Comparison of similarity measures of neural network
models

accurately predict the amount of positive knowledge transfer
between models. Our hypothesis here is that the Siamese
graph convolutional neural network could outperform the
baselines in terms of predicting positive transfer between
two client models because graph neural networks can cap-
ture structural information such as the connection between
neurons, which are essential to determine the functionality
of neural networks. Siamese graph convolutional neural
network (SGCNN) has two identical graph convolutional
neural networks to learn whether two inputs are similar or
not. Figure 2 shows the architecture of SGCNN. Graph
convolutional neural network takes a graph as input and
embeds a graph into a vector. This way, a graph neural
network can capture structural information. In particular,
SGCNN performs well when the structured data involves a
large number of classes, but only a few examples for each
label are available in predicting similarity (Krivosheev et al.,
2020; Lv et al., 2022; Gu et al., 2022). In case feature space
heterogeneity exists and each feature space is considerably
different from others, the neural networks corresponding
to different models also vary considerably. Therefore, we
might not be able to collect a sufficient number of labels
(whether one neural network is similar to another network).
It is under this constraint that we can make the most benefit
of the SGCNN strength.

As Figure 3 describes, cosine similarity and L2 distance
flatten neuron connections and calculate distance, which
means they cannot utilize structural information of model
architecture in calculating similarity. On the other hand,
SGCNN takes a network as a graph and learns similarity
with the structural information, which could lead to better
similarity prediction.

Here, we first define the positive transfer in an FL system,
then we make observations on the performance of similarity
measures as discussed above. In particular, we can define
positive knowledge transfer between two clients as follows:

similarity measure test accuracy

l2 distance 0.48 ±0.143
cosine similarity 0.4 ±0.158

Table 2. Comparison of baseline similarity measure

PT (θlocal1 , D1, θ
local
2 , D2) = 1

2

∑2
i ℓ(θ

fed
i ;Dtest

i ) −
1
2

∑2
i ℓ(θ

local
i ;Dtest

i )

where θfedi refers to the parameters of ith client after feder-
ated learning, θlocali refers to parameters of ith client after
local training, Di is local data of ith client and Dtest

i is test
data of i-th client.

To evaluate the performance of various similarity measures
in predicting positive knowledge transfer according to the
aforementioned definition, we performed an experiment as
follows. With this experiment, using the Boston Housing
dataset from the UCI dataset, we assign 5 out of 13 features
randomly to each client to simulate feature heterogeneity.
We use a multi-perceptron consisting of 64, 32, 16 neurons
in each layer, respectively. We create 25 clients and apply
LG-FedAvg to each possible pair 100 rounds and calculate
positive transfer between all possible pairs. We use 5 clients
as test cases. As a baseline, we consider L2 distance and
cosine similarity because these are the common distance
measures for clustering in FL. The particular architecture
we use for SGCNN contains two GCN layers with one
fully connected layer and we use Adam with a learning rate
0.01 for the optimizer and train it 100 rounds with 10 local
epochs. Since the main purpose of CFL is to distinguish and
separate pairs of clients that can incur negative transfer of
knowledge, we use classification accuracy as an evaluation
metric to compare the performance of the aforementioned
distance measures. Here, if a value of the positive transfer
is greater than 0, we consider it as “positive”, and otherwise
“negative”.

Tables 2 and 3 show the comparison of classification accu-
racy of positive transfer. Table 2 shows that L2 distance and
cosine similarity of model parameters (gradients updates)
perform similarly to a random predictor, which means that
these measures fail to accurately predict positive transfer in
the feature heterogeneity scenario. Table 3 shows that the
classification accuracy of SGCNN with a different number
of clients exceeds the baselines when the number of clients
is equal to or greater than 10. We attribute this to the ca-
pability of SGCNN in capturing structural information of
neural models, which is essential for the accurate prediction
of positive knowledge transfer.



Title Suppressed Due to Excessive Size

Figure 4. Overview of FedSGCNN

number of clients for training test accuracy

5 0.460±0.148
10 0.690±0.155
15 0.74±0.309
20 0.699±0.027

Table 3. Comparison of baseline similarity measure

4.2 Overview

Now that we have empirically shown SGCNN can provide
better similarity measures of two neural networks in FL,
we apply this to an FL training process. Figure 4 provides
an overview of the proposed FedSGCNN algorithm, in-
cluding our two novel contributions to address the feature
space heterogeneity problem. As mentioned before, the first
contribution is to introduce a Siamese graph convolutional
network to predict positive transfer between clients, which
helps with increasing positive transfer among clusters. The
second contribution is to introduce an MMD loss from a
centroid, which will help FedSGCNN reduce the discrep-
ancy in an embedded space while increasing computational
efficiency compared to standard MMD loss that requires
MMD calculation among all possible pairs. Algorithm 1
shows the details of FedDNPR. We further elaborate on the
implementation steps as follows:

Step 1: We select some clients for SGCNN training. As we
have seen in Section 4.1, we need at least 10 clients to make
an SGCNN model useful.

Step 2: Each selected client performs a local training for E
epochs. Each client uses the same initial parameters. These
networks will be the inputs for SGCNN.

Step 3: For all pairs of selected clients, we calculate positive
transfer using the following formula (explained in Section

4.1). We first train two models individually to obtain local
model performance. Thereafter, we perform LG-FedAvg be-
tween those two models to obtain federated learning-based
model performance. Since the feature space in each model
could be different, each model maps features into the same
feature space, then they share global layers. Lastly, we
calculate those differences for the positive transfer. If the
value is negative, it means those models suffer from negative
transfer when they are in the same FL training.

PT (θlocal1 , D1, θ
local
2 , D2) = 1

2

∑2
i ℓ(θ

fed
i ;Dtest

i ) −
1
2

∑2
i ℓ(θ

local
i ;Dtest

i )

Step 4: We train SGCNN taking two networks as graph
input and positive transfer as an output (we consider positive
transfer as 0 and negative transfer as 1). Since the feature
space in each model could be different, only global layers
are used as input.

Step 5: We create a distance matrix between all clients by
using SGCNN. We first train local models for E epochs.
Thereafter, we predict the similarity between two clients
using SGCNN, which we will use for a distance matrix.

Step 6: We apply DBSCAN (Ester et al., 1996) to create
client clustering using the distance matrix we create. This
clustering groups clients which can incur positive transfer
on each other.

Step 7: The FL training starts at this step. Each client
performs local training for E epochs. The loss function
is a combination of the standard loss function (i.e., mean
squared error) and MMD loss from a centroid in the same
cluster.

Step 8: Each client sends the global layers of the updated
models and embedded vectors in a common feature space of
local data to a central server. Since embedded vectors need
each client’s local layers to replicate the original data, there
is no significant privacy issue here.
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Step 9: The central server updates the global layers of each
cluster by averaging global layers in local clients from the
same cluster. The central server randomly selects some
embedded vectors to create a distribution of a centroid for
the MMD loss calculation of each client.

Step 10: Iterate Steps 7-9 until a predefined communication
round or until models converge.

4.3 Clustering based on Siamese Graph Convolutional
Neural Network Distance Prediction

When feature spaces of the various local clients in an FL
system are different, the FL system can suffer from the
challenge of negative knowledge transfer–even with domain
adaptation–because the embedded features in a shared space
could be statistically heterogeneous.

The first step of FedSGCNN is to create model clusters,
where each cluster consists of models that are expected to
benefit from positive knowledge transfer when they share
parameters. By grouping client models into clusters, the FL
system can benefit from more positive transfer among intra-
cluster pairs of models and avoid negative transfer among
inter-cluster pairs of models. Toward this end, we train and
use a Siamese graph convolutional neural network to accu-
rately predict positive transfer between two clients based
on their network structures. As we demonstrated in the
previous section, SGCNN provides better positive transfer
prediction as compared to other standard distance measures
such as cosine similarity which are used to generate the
model clusters in CFL approaches.

To train SGCNN, we first need to create training data. To-
ward this end, we randomly select a number of clients (e.g.,
10 clients) and calculate a positive transfer between all pos-
sible pairs. Then, we can train SGCNN based on this data.
Thereafter, we can use trained SGCNN to predict positive
transfer among all clients. Once we have a distance matrix,
we apply DBSCAN (Ester et al., 1996) to create the model
clusters using the distance matrix derived by SGCNN.

4.4 Discrepancy Reduction from Centroid in a
Common Space

HHHFL (Gao et al., 2019) includes MMD as a loss function
to reduce discrepancies in the common space. MMD is
calculated as follows:

MMD(P,Q) = ||EX∼P [ϕ(X)]− EY∼Q[ϕ(Y )]||H

where P and Q are distributions, the function ϕ maps initial
distributions to kernel Hilbert space H.

Even though this is helpful to make embedded features non-
IID, when we have multiple domains, the objective of MMD
reduction is extended to the following:

Algorithm 1 FedSGCNN
Input: Clients C = {C1, C2, ...Cn}
Local datasets D = {D1, D2, ...Dn}
Initialized global network θ0g
Initialized local network θ01, θ

0
2, ...θ

0
n

1: Select s clients randomly and save it in S
2: for all possible pairs Ci and Cj in S do
3: local training for E epochs and save them for input

of SGCNN
4: local training and calculate validation accuracy
5: for each round t = 0, 1.... do
6: Update local models by updating global layers
7: Local training for Ci and Cj

8: Average shared parameters to update global layers
for the next round

9: end for
10: Calculate positive transfer
11: end for
12: Train SGCNN θSGCNN

13: Create distance matrix based on predictions of SGCNN
θSGCNN

14: Apply DBSCAN clustering based on the distance ma-
trix

15: for each cluster j = 0, 1...., k do
16: for each round t = 0, 1.... do
17: θtg,j = θt−1

g

18: Average embedded distribution Qj,t is randomly
sampled from embedded vectors of all clients in
the same cluster

19: Randomly select r clients and save it in Sj,t

20: for each client Ci in Sj,t do
21: Update global layers of θti by θtg,j
22: Update θti by gradient descent based on Di with

the loss function of normal loss function with
λMMD(Qj,t, θ

t
i(Di))

23: end for
24: Update θtg,j by averaging only shared parameters
25: end for
26: end for
27: return θtg,1, θ

t
g,2..., θ

t
g,k, θ

t
1, θ

t
2, ...θ

t
n
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min
∑
i ̸=j

∑
i ̸=j

MMD(Qi, Qj)

Qi = θi(Di)

where θi is a local network for the ith client and Di is
a local dataset for the ith client. This is many-objective
optimization problem, which is computationally expensive.
Here, we propose

min
∑
i

MMD(Qi, Qavg)

where Qavg represents average distribution of
Q1, Q2, ...Qk, which is randomly sampled from to-
tal distribution of Q1, Q2, ...Qk. This objective is much
more computationally efficient because we can solve it
independently for each local client.

For the overall loss of each local training, we use the follow-
ing loss function:

ℓ(θi, Di) + λ
∑
i

MMD(Qi, Qavg)

where ℓ represents a standard loss function, i.e., a classifica-
tion loss (e.g., cross-entropy) for classification problems and
mean square error for regression problems, and λ denotes a
weight of the MMD loss.

5 EXPERIMENTAL EVALUATION

5.1 Experimental Setup

5.1.1 Dataset

We use the Boston Housing dataset, the wine quality
dataset, and the obesity level dataset from the UCI dataset.
We use one-dimensional datasets for this experiment be-
cause feature heterogeneity problem often happens in one-
dimensional data when different organizations collect differ-
ent feature data. Table 4 shows the detailed specifications
of the datasets in our experiment. For instance, The Boston
Housing dataset contains 13 features, so we assign 5 fea-
tures randomly to each client. We also simulate the clustered
structure of feature heterogeneity. For instance, we split 13
features into 2 groups, then we assign 5 features from one
of the groups to one of local clients in the Boston Housing
dataset. We create 2 clusters for the Boston Housing dataset,
2 for the Wine Quality dataset, and 3 for the Obesity Level
dataset.

5.1.2 Baselines

We use local training (termed Standalone here) and LG-
FedAvg (Liang et al., 2020) as baselines. Local training is
the standard solution without FL and LG-FedAvg is the most
general and recent work that addresses the feature hetero-
geneity problem in FL. In order to isolate and demonstrate
the effectiveness of our proposed solutions, we report results
based on three models: (1) Model 1, which is LG-FedAvg
with MMD loss from a centroid, (2) Model 2: which is sim-
ilar to Model 1 but with random clustering, and (3) Model
3, which is similar to Model 1 but with clustering using
SGCNN as distance/similarity measure.

We do not use CFL as baselines because it is not readily
applicable in case of feature space heterogeneity. This is
due to the assumption that CFL requires the same feature
space. In addition to that, in Section 4.1, we empirically
showed that our similarity measure is dominant, so we do
not see necessity to show the efficacy of our clustering in
comparison with other clustering methods.

5.1.3 Hyperparameters

We use a multi-perceptron consisting of 64, 32, and 16
neurons in each layer, respectively, for the Boston Housing
dataset. We use a multi-perceptron consisting of 16 and
8 neurons in each layer, respectively, for both the Wine
Quality and Obesity Level datasets because this simpler
model architecture provides better performance based on
our experiment. We train these models with the following
hyperparameters: the local epoch is 10, the local batch size
is 32, the optimizer is SGD with a learning rate 0.01 and
momentum 0.5 for the Boston Housing dataset and Adam
with the learning rate 0.01 for the Wine Quality and the
Obesity Level dataset. We train 100 rounds with all clients
joining all rounds for the Boston Housing dataset, and we
train 1,000 rounds for both Wine Quality and Obesity Level
datasets with 10% of the clients joining each round. For
LG-FedAvg and our models, we use the first layer as local
layers to map all features into the same embedding space.
For FedSGCNN, the weight of MMD loss λ is 0.5 for all the
datasets. We use 3 different seeds and report those 3 times
average with 95% confidence interval. The architecture of
SGCNN contains two GCN layers with one fully connected
layer, and we use Adam with the learning rate 0.01 for the
optimizer and train it 100 rounds with 10 local epochs.

5.1.4 Evaluation Metrics

As an evaluation metric, we use R-squared for the regression
problems (the Boston Housing dataset) and accuracy for the
classification problems (the Wine Quality and Obesity Level
datasets). We use the maximum test R-squared or accuracy
as a final result in the same way as (Duan et al., 2020)
because we could assume early stopping (Yao et al., 2007)
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for each cluster.

5.2 Experimental Results

5.2.1 Model Performance Comparison

Table 5 shows the model performance comparison with the
Boston Housing dataset, the Wine Quality dataset, and the
Obesity Level dataset, in two scenarios with and without
clustered feature heterogeneity structure. Noticeably, FedS-
GCNN (Model 3 in the table) performs the best in all the
scenarios. When there is a clustered structure in feature sets,
we observe that FedSGCNN outperforms the latest work
by 1.2% in the Boston Housing dataset; 0.5% in the Wine
Quality dataset; and 2.8% in the Obesity Level dataset.

LG-FedAvg performs worse than Standalone with the
Boston Housing dataset and non-clustered scenario in the
Obesity Level dataset, and it performs as well as Standalone
in the other cases. This indicates that simply averaging
global layers could be detrimental to each model, meaning
that there is significant heterogeneity in the common fea-
ture space and each model suffers from negative knowledge
transfer. On the other hand, the observation that FedS-
GCNN outperforms Standalone and LG-FedAvg implies
that FedSGCNN effectively groups similar clients and in-
creases positive knowledge transfer among clients.

When we pay attention to the difference in performance
among Model 1, Model 2, and Model 3, we make the obser-
vation that computing MMD loss from a centroid increases
performance when feature heterogeneity is relatively in-
significant, while client clustering based on SGCNN always
increases model performance. First of all, the performance
of LG-FedAvg is less than or equal to Standalone. This
indicates that even though LG-FedAvg maps all local het-
erogeneous feature spaces into a common space and shares
knowledge in the common space, it suffers from negative
knowledge transfer because of data heterogeneity in the
embedding space. Introducing an MMD loss from centroid
results in increased performance as compared to the origi-
nal LG-FedAvg with the Boston Housing dataset and Wine
Quality dataset, while it decreases performance with the
Obesity Level dataset. This could be explained by observ-
ing that the Obesity Level dataset has more features (17)
than other datasets (11 and 13), so there are many more
patterns in feature space in this dataset, making all clients’
optima far from a centroid where in turn reducing discrep-
ancy from a centroid provides a negative effect on model
performance. On the other hand, the Boston Housing dataset
and the Wine Quality dataset have relatively fewer features,
which makes the feature space of all clients relatively less
heterogeneous in those datasets. In this case, it seems that
the advantage of reducing data heterogeneity in a common
space outweighs the disadvantage of reducing discrepancy
from unrelated clients.

Figure 5. Impact of the weight for MMD Loss

Finally, introducing client clustering based on SGCNN in-
creases model performance as compared to random client
clustering. This could be explained based on the observa-
tion that client clustering with SGCNN groups clients into
clusters with positive knowledge transfer and reduces neg-
ative transfer from unrelated clients. We also observe that
the increase in model performance is more significant when
there is a clustered structure in feature heterogeneity, which
reaffirms the previous observation.

5.2.2 Impact of Weight of MMD Loss

We also illustrate the impact of the weight in MMD loss in
Figure 5. We train the same model with the same hyperpa-
rameters with one seed using the Boston Housing dataset
(20 samples per client). This figure shows that the R-square
increases as weight increases up to 0.5, and the R-square
decreases as weight increases beyond 0.5. The Pearson
correlation coefficient 0.70 with a weight up to 0.5, and it
is -0.43 when the weight is larger than 0.5. This means
that introducing MMD loss increases model performance as
long as the weight is not too large, and when the weight is
too large, MMD loss could be dominant in the loss function
and becomes detrimental to the other standard loss function.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new solution to the feature
heterogeneity problem in FL based on client clustering us-
ing SGCNN as well as discrepancy reduction from a cen-
troid in an embedded space. We empirically showed that
SGCNN could outperform standard distance measures in
terms of predicting positive transfer between two clients,
and demonstrated that FedSGCNN outperforms the latest
work especially when there is a clustered structure in fea-
ture heterogeneity. Our solution relaxes the assumption that
each client in FL has to have a same feature space, and our
solution is applicable as long as a task or output is the same
across clients, which makes our solution much more widely
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Dataset Name Number of Features Features per Client Samples per Client Number of Clients

Boston Housing 13 5 20 20
Wine Quality 11 4 10 100
Obesity Level 17 4 20 100

Table 4. Dataset details

Method Boston Boston(c) Wine Wine(c) Obesity Obesity(c)

Standalone 0.0973±0.0357 0.1344±0.0433 46.92±1.03 46.27±3.30 29.52±8.57 28.13±4.51
LG-FedAvg 0.0764±0.0551 0.1285±0.0333 46.93±0.59 46.32±2.35 28.80±4.08 28.41±2.71
LG-FedAvg+MMD loss (1) 0.1130±0.0547 0.1297±0.0158 49.61±4.43 48.32±2.26 28.61±2.24 28.89±5.38
(1)+ random clustering (2) 0.1256±0.0320 0.1363±0.0240 52.86±2.39 51.73±2.75 32.26±4.59 31.80±6.18
(1)+ SGCNN clustering (3) 0.1305±0.0434 0.1481±0.0217 53.04±0.70 52.27±6.18 34.30±5.76 34.64±4.96

Table 5. The R square value (Boston) or classification accuracy (Wine and Obesity) with 95% confidence interval. C stands for Clustered
structure feature heterogeneity.

adaptable.

Even though we were able to show the efficacy of our novel
model with preliminary results, FedSGCNN has some lim-
itations. One limitation is that FedSGCNN is currently
directly only applicable to neural networks based on the
multi-layer perceptron. When we apply FedSGCNN to con-
volutional neural networks or recurrent neural networks,
more research needs to be done to identify the optimal way
for graph representations of those complex neural networks.
Another limitation is that FedSGCNN selects clients ran-
domly for SGCNN training. This could lead to a biased
SGCNN model, which might not work well for similarity
prediction.

In order to address these limitations, one of our future works
is to extend our algorithm to two-dimensional datasets with
convolutional neural networks and observe whether SGCNN
can capture structural information of the convolutional neu-
ral networks. The second direction is to select clients for
SGCNN training in a smart way that we measure the het-
erogeneity of neural networks and select diverse clients to
achieve generalized SGCNN. Another future direction is to
extend SGCNN to other scenarios where we need to predict
positive transfer among neural networks, such as multi-task
learning and transfer learning. Overall, our paper opens up
new avenues of research on neural network similarity based
on graph representations.
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