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Abstract

Developing and certifying safe—or so-called trustworthy—AI has become an
increasingly salient issue, especially in light of recently introduced regulation
such as the EU AI Act. In this context, the black-box nature of machine learning
models limits the use of conventional avenues of approach towards certifying
complex technical systems. As a potential solution, methods to give insights into
this black-box—devised in the field of eXplainable AI (XAI)—could be used. In
this study, the potential and shortcomings of such methods for the purpose of
safe AI development and certification are discussed in 15 qualitative interviews
with experts out of the areas of (X)AI and certification. The interview results are
summarized as a set of recommendations for policy makers and XAI researchers
and developers. Overall, XAI methods are found to be a helpful asset for safe AI
development, as they can show biases and failures of machine learning models, but
since certification relies on comprehensive and correct information about technical
systems, their impact is expected to be limited.

1 Introduction

In the rapidly evolving domain of machine learning (ML), the integration of ML systems into safety-
critical applications presents unique challenges, primarily due to the ML-inherent opacity. Often
characterized as “black-box” systems, such models are based on learning patterns instead of being
explicitly programmed, thus complicating transparency and reliability Castelvecchi [2016]. This
opacity not only challenges their integration into environments where safety is paramount but also
impedes established system certification processes, which shape the available technology and how
people interact with it. However, the scope of safety concerns related to AI systems extends beyond
physical harms, encompassing broader sociotechnical risks such as algorithmic bias, discrimination,
and societal inequalities. Therefore, the design of new assessment techniques for AI systems is of
societal importance.

The field of eXplainable Artificial Intelligence (XAI) seeks to address the black-box problem by
improving the transparency of ML models [Rai, 2020]. XAI aims to make the decision-making
processes of AI systems comprehensible to human stakeholders, thereby increasing the trustworthiness
of AI systems and facilitating their integration into regulated domains [Martinie, 2021, Brajovic et al.,
2023]. As of now, the role of XAI for the assessment of AI and in other legally relevant use cases is
part of an ongoing discussion, as showcased in legal cases around the world, e.g., in the case ACCC
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vs. Trivago in Australia [Fraser et al., 2022] or multiple cases before the Court of Justice of the
European Union [CJEU, 07.12.2023, 27.02.2025]. Additionally, new legislation such as Article 86 of
the AI Act requires explanations for users. Although some publications discuss the legal requirements
for XAI, they remain on a theoretical level [Fresz et al., 2024, Bringas Colmenarejo et al., 2025],
and the utility of XAI in improving the safety and assessment (and thus certification) of AI systems
has not been thoroughly investigated empirically. This paper addresses this gap by examining the
potential and limitations of XAI with respect to the certification of AI systems. To the best of the
authors’ knowledge, this paper offers the first in-depth exploration of how XAI can be utilized in the
certification and safeguarding of AI systems, evaluating the practical utility of XAI tools through the
experiences of practitioners. Specifically, this paper addresses three primary questions:

1. What are the positive and negative experiences of practitioners using XAI in the field?

2. What is and could be the function of XAI in the development of safe AI?

3. Is it feasible to incorporate XAI into existing and future certification frameworks for AI
systems?

To answer these questions, qualitative interviews with 15 experts, who operate at the intersection of
AI development and certification, are conducted. While some of the criticisms levied towards XAI
methods themselves in these interviews are not new, this paper adds to the aforementioned discussion
of XAI for certification and legally relevant uses.

Note that XAI as a research field is criticized for its lack of clear foundations and even for a lack
of scientific rigor [Weber et al., 2024]. One of those lacking foundations are vague and differing
definitions of the terms “explainability” (as in XAI) and “interpretability” (as in interpretable ML,
iML), often complicated by different disciplines having differing definitions [Miller, 2019, Weber
et al., 2024]. Additionally, in the social sciences, explanations entail more than what is offered by
most current XAI methods, e.g., aspects such as context- and user-dependence and interactivity of
explanations [Miller, 2019, Liao et al., 2020, Rohlfing et al., 2021, Weber et al., 2024]. In this paper,
the focus is on “technical” or “algorithmic” explainability [Weber et al., 2024], as the underlying XAI
methods will limit what is possible with explainability in certification. Appendix A provides relevant
background knowledge of XAI and related techniques. Within the “technical” explainability, a broad
view on explainability methods is taken to get an overview of the entire field. Where applicable, not
only the broad term XAI but more specific descriptions—based on the definitions in Appendix A—are
used.

The paper is organized as follows: After an introduction into the safe development of technical
systems, the related works are presented, with a focus on the context of certification of AI systems.
In Section 3, the methodology and participant profiles are introduced, followed by the presentation of
the interview results in Section 4. Further pathways for XAI and limitations of the used approach are
discussed in Section 5. After summarizing the previous results in the form of recommendations for
XAI developers and researchers, and policy makers in Section 6, the paper closes with a summary in
Section 7.

2 Related Works

The following sections present an overview of certification processes for safe technical systems and
the current challenges of AI certification. Although the certification of AI systems is not standardized
as of now, multiple scientific publications provide potential avenues of approach. Some of these are
discussed in Sections 2.2 and 2.3, to outline the issues and potential solutions for safe AI development
and certification.

2.1 Safe Development of Technical Systems

For non-AI products, safe development and certification processes are well established, as they are
subject to numerous legal and standardization requirements. For example, the Machinery Directive
2006/42/EC of the European Union regulates the provisions for placing machinery on the market in
the European Economic Area. A key point of this directive is the minimum requirements for safety
and health protection. Specific requirements are derived from references to corresponding harmonized
standards. For technical systems with AI functionalities, which are the focus of this paper, the area
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of electrical, electronic and programmable electronic systems is most likely to apply. If a system in
this area is developed with a safety function, IEC 61508 describes a process model, methods to be
used, and various required activities and work products. The basic procedure is to identify potential
situations that pose a risk to life and limb. The relevance or dangerousness of situations is determined
by means of a risk assessment. In the case of particularly dangerous situations, further methods
must be used to avoid systematic errors. In the case of random faults, a quantitative assessment of
the components with a maximum permissible probability of failure is required. Companies and/or
products are certified to confirm compliance with these requirements. An independent body checks
whether the requirements specified in the standard(s) have been met and provides a certificate of the
system’s conformity to the standard(s). Specific standards, such as ISO 21448 (Road vehicles - Safety
of the intended functionality), already recommend analyzing the interpretability of ML software to
increase its trustworthiness.

2.2 AI Certification Challenges

The certification of AI systems presents complex challenges, as highlighted by various publications
[Falcini and Lami, 2017, Stoica et al., 2017, Vanderlinde et al., 2022, Mahilraj et al., 2023, Anisetti
et al., 2023, Winter et al., 2021, Levene and Wooldridge, 2023]. Certifying AI systems is particularly
difficult due to factors that diverge from traditional software certification. The discussion around AI
assessment (or auditing) and the corresponding certification is summarized below.

Falcini and Lami [2017] emphasize the need for new certification schemes, in this example in the
automotive industry, while Stoica et al. [2017] stress the importance of AI systems capable of making
safe decisions in unpredictable environments. The growing body of work on AI auditing, as noted by
Birhane et al. [2024], suggests that audits can serve as a meaningful accountability mechanism for AI
systems [Levene and Wooldridge, 2023, Anisetti et al., 2023]. Recommendations from Costanza-
Chock et al. [2022] advocate independent algorithmic audits to ensure compliance with defined
standards.

Further studies highlight the need for new approaches to tackle AI certification challenges. Van-
derlinde et al. [2022] focus on potential solutions, while Mahilraj et al. [2023] discuss issues of
robustness, transparency, reliability, and safety. One proposed assessment scheme for low-risk
applications is outlined by Winter et al. [2021].

Two significant challenges in AI certification are data dependency and dynamic behavior. The quality
of training data directly influences AI performance [Landgrebe, 2022]. Ensuring datasets are relevant,
representative and unbiased is complex and differs from traditional software validation.The dynamic
behavior of AI systems that learn post-deployment, introduces unpredictability. This contrasts with
traditional software, where behaviors can be tested and certified against fixed specifications. To
address this, Bakirtzis et al. [2023] propose a dynamic certification approach involving iterative
testing and revision of use-context pairs. Establishing flexible and robust certification processes that
monitor AI system changes over time remains a key challenge [Stodt et al., 2023].

2.3 XAI and its Role in Certification

Regarding the previously described challenges of safe AI development, several publications propose
XAI as a potential solution. Some of them and the ongoing discourse are presented in the following.

Gyevnar et al. [2023] coin the term "transparency gap" as the fundamental discrepancy between
XAI’s narrow focus on algorithmic explanation—treating transparency as an end in itself—and the
broader legal perspective, like that in the AI Act, which views transparency as a means to achieve
accountability, human rights, and other societal values. To bridge this gap the authors call for clearly
defining and scoping transparency to tailor explanations according to risk and stakeholder needs.
They also advise clarifying the legal status of XAI so that XAI tools are integrated with the underlying
AI systems, supported by unified conformity assessments and standardized documentation practices.
For that, Brajovic et al. [2023] describe a framework for the documentation of AI (as precursor to
certification), based on model cards [Mitchell et al., 2019] and data cards [Pushkarna et al., 2022],
including XAI as a potentially necessary part of development. A similar notion is provided by
Martinie [2021], who views XAI as key to make AI in critical interactive systems transparent to users
and certification stakeholders. An application for these use cases is shown by Saraf et al. [2020], as
they develop a proof of concept tool to generate local explanations for a trajectory anomaly detection
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model to demonstrate how XAI can help towards user acceptance and certification. To be able to
assess transparency in the safe development and certification, robust measures for XAI need to be
developed and integrated into AI assessment [Stodt et al., 2023].

Several studies test XAI methods for use cases other than certification, but possibly with implications
for AI certification as well. Fostering user trust in an AI application with the help of XAI is a currently
discussed topic, as there exist other influences on human trust in AI models, e.g., model performance
[Papenmeier et al., 2019] or task complexity [Vered et al., 2023]. Ideally, XAI could allow users to
“calibrate” their trust, i.e., to accept correct decisions and reject false ones [Turner et al., 2020, Vered
et al., 2023, Zhang et al., 2020, Ma et al., 2023]. Some works criticize explanations fostering trust
when they are incorrect or not informative, thus increasing—instead of decreasing—automation bias
[Kim et al., 2022, Schemmer et al., 2023, Ehsan et al., 2024, Eiband et al., 2019]. Such problems
are even more relevant in the context of certification, as malicious actors might want to cheat the
certification procedure by providing intentionally misleading explanations and thus hiding biases
within an AI system [Zhou and Joachims, 2023].

Further criticism of XAI approaches as certification aid has emerged, with Landgrebe [2022] noting a
shift from the initial goal of providing objective understanding of ML models. They suggest “certified
AI” as an alternative, emphasizing specification, realization, and tests, incorporating ontology and for-
mal logic. Additionally, Henriksen et al. [2021] argued in 2021 that XAI-generated explanations fail
to meet their intended role in policy documents, tying back to the discussion about legal requirements
for XAI as touched on in Section 1.

A popular use case for XAI is model debugging, i.e., detecting biases [Achtibat et al., 2023, Adebayo
et al., 2020, 2022, Colin et al., 2022, Fel et al., 2023, Lin et al., 2021]. In user studies, several
influences on the performance of the participants to detect biases have been reported, e.g., the choice
of explanation method [Achtibat et al., 2023], whether the type of bias is known beforehand [Adebayo
et al., 2022], or the specific type of bias in the data [Adebayo et al., 2020]. While several surveys on
the topic exist, they mostly report unclear or mixed results about the ability of study participants to
spot biases in ML models via XAI methods [Schemmer et al., 2022, Müller, 2024, Fok and Weld,
2024, Kandul et al., 2023, Rong et al., 2023]. Due to these mixed results, it is particularly interesting
to see whether practitioners and certification experts expect the potential benefits of XAI methods to
be realized in practice.

While the utility of XAI in enhancing transparency is often recognized, there is a notable gap in
empirical research concerning its integration into the certification processes of AI systems. Most
existing studies focus on theoretical frameworks or specific use case scenarios, with less emphasis
on systematic, empirical evaluations of XAI’s role in the broader certification processes [Landgrebe,
2022, Brajovic et al., 2023]. While Gyevnar et al. [2023] identify a transparency gap, real-world
insights on how XAI methods support legal transparency, conformity assessment, and human oversight
are crucial in further assessing the size of the gap. This study aims to examine the firsthand experiences
of XAI in practice and evaluate its potential and limitations in the context of AI certification.

3 Methodology

To survey the potential of XAI in general and in certification processes in particular, 15 interviews
were conducted. Participants were recruited from the fields of industry, academia and consulting,
with the proportions shown in Figure 1. Potential participants were taken into account based on
publicly funded research projects and involvement in standardization bodies and AI-focused networks.
Additionally, snowball sampling was used, with potential participants being able to recommend
further experts. All interviews were conducted on a voluntary basis without reimbursement. In the
following, the methodology for the interviews is described, including the participant selection and
profiles and the interview. The coding process based on Mayring [2019] can be found in Appendix B.

3.1 Participant Profiles

To limit culture-specific influences, all participants either originated from Germany, Austria, or
Switzerland or live there permanently. Most interviews were conducted in German (10), and some in
English (5). Inclusion criteria required knowledge about both AI certification and XAI, established
through current projects or published works. Participants had to have experience working with AI,
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Figure 1: Working fields of interview participants (n=15). Participants reporting multiple fields were
classified by their self-reported main field.

experimenting with XAI, and be actively involved in certification processes. Most participants had
more than four years of experience in XAI (minimum two years) and two years in AI certification
(minimum 1.5 years). Due to the specific expertise requirements, purposive sampling [Guest et al.,
2014] was used. An anonymized list of participants and their expertise is found in Table 2 in
Appendix D. The backgrounds of the participants span the fields of psychology, neuro-science,
computer science, finance and engineering to ensure a broad perspective on XAI.

3.2 Interview Process

The interviews for this study were conducted from January to March of 2024 via Microsoft Teams
and mostly lasted between 30 and 60 minutes. Interviews were conducted by two researchers: one led
the conversation while the other followed up on relevant points and remarks from the interviewee. All
interviews were recorded and transcribed with the consent of the participants. After the agreement of
participants to participate in the study, the general outline of the interviews was presented, including
the following structure (full list of interview questions in Appendix C):

• Participant profile: Participants were asked about their current position, their previous
work and their current task relating to AI.

• Use of (X)AI: Participants were invited to explain their current aim and use of XAI, since
challenges and the state of the art might differ between the aim and field of use.

• XAI in certification: After participants spoke about their experience with XAI in gen-
eral, they were asked about specific challenges and requirements for XAI in the field of
certification of AI.

• Look into the future: Since most of the previous questions focused on challenges in the
field of XAI, participants were invited to share their thoughts and hopes regarding the future
development of XAI.

4 Results

Among the 15 expert interviews conducted, certain findings were consistently agreed upon by 13
participants, which are presented below. For these key findings, data saturation can be argued,
as suggested by Hennink and Kaiser [2022], who note that saturation often occurs within 9 to 17
interviews for homogeneous populations and narrow objectives.

In addition to the standard questions, the semi-structured format of the interviews allowed for the
exploration of other remarks and engaging discussions. These insights, while valuable, as they offer
unique viewpoints not commonly found in existing literature, do not reach data saturation and are
thus presented separately in Appendix E.

4.1 Use of (X)AI

4.1.1 Aim of XAI Use

The participants of the study unanimously thought of transparency or explainability as an important
topic in safe AI development. This could also be explained by selection bias, as all participants are
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working on related topics (see Section 3.1). While they considered transparency and explainability as
important, a common thread that emerged is that the integration of appropriate methods into standard
development processes is still lacking in most cases. This shortcoming is partly due to the perceived
lack of sufficient value-addition from explainability to warrant the necessary funding, especially when
AI projects are externally commissioned. When applied, the objectives of explainability methods
are multifaceted and often abstract, encompassing aspects such as enhancing the public perception
of projects, adhering to regulatory or customer requirements, detecting errors in ML systems, and
facilitating internal communication about the capabilities and operation of ML methods across
different departments (e.g., compliance and ethics checks).

4.1.2 Choice of XAI Method

With the aims of XAI use varying significantly, a clear framework for assessing the performance of
XAI methods was not discernible from the interviews, also due to the wide range of XAI methods
employed. These span from neuro-symbolic ML systems, graph- and concept-based explanations to
white-box models, and feature importance methods like SHAP and LIME. The multitude of available
methods and the ambiguity in evaluating the respective objectives make it challenging for practitioners
to identify the most suitable method for a particular application. Consequently, methods that are easy
to implement and provide accessible information are often chosen. Due to its open-source nature and
ease of use, SHAP is commonly used, although the interviewees are aware of the criticisms levied at
this method, e.g., by Slack et al. [2020], Kumar et al. [2020], and thus sceptical of its performance
and reliability.

4.1.3 Experiences with XAI

Despite the challenges described before, the interviewees reported successful applications of XAI
procedures, particularly in identifying errors in existing ML systems, conducting plausibility checks
on models during development, and enhancing data understanding. However, it was also noted that
current XAI methods are not well-suited for all use cases, with projects often failing due to common
reasons. These included the incomprehensibility of generated explanations to the target audience,
lack of time for experts to interact with the explanations, and difficulty in verifying found correlations
due to insufficient AI or domain expertise. Examples for explanations being incomprehensible to
the target audience included knowledge graph explanations being too complex for lay users and
saliency map explanations being not discriminative enough for physicians. Further complicating the
deployment of XAI is the unstable nature of some methods, leading to non-reproducible results, and
the lack of comprehensive research on methods for specific data types like time series.

The use of XAI methods to foster (or “calibrate”) trust among end-users, often highlighted in scientific
literature, was viewed critically in many interviews. The complexity of XAI methods effectively
shifts the problem of an untrustworthy black-box (the ML system) to another black-box (the XAI
method), the trustworthiness of which is also questioned due to the controversial nature of existing
XAI methods. This issue is exemplified by the disagreement problem [Krishna et al., 2022], where
different XAI methods provide different explanations for a single decision of an ML model, making
it unclear what the “true” explanation is. Note that the black-box nature of the XAI method stems
more from the lack of in-depth expertise about XAI than from a general incomprehensibility such as
for the ML model. Because of this, a potential solution mentioned by P2 to the trust issue created by
the double black-box is the provisioning of training on AI and XAI for users, resulting in “calibrated”
trust.

4.2 XAI in Certification

Additional to XAI in development, interviewees were asked about their expectations and perceived
challenges of XAI in AI certification. Central to this discussion is the challenge of measuring
“appropriate” transparency and explainability in XAI methods (as demanded by the AI Act), a task
that varies significantly depending on the specific purpose and function of the AI system in question.

Overall, two main groups of opinions about the use of XAI in certification can be distinguished: From
the perspective of some experts, the influence of XAI on the certification of AI systems is seen to be
minor. This viewpoint stems from the existence of other regulatory measures such as thresholds for
certain performance metrics for AI systems or the belief that XAI methods, particularly in complex
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applications, are not and cannot be sufficiently robust or comprehensive. In such applications,
explanations generated by XAI methods themselves become too intricate, thus detracting from
their utility. This viewpoint is underpinned by the interviewees almost unanimously agreeing that
explainability is not (and will not be) truly measurable, or will at least require user studies to do so.

In contrast, other experts—especially ones who successfully used XAI in the past—maintain that
XAI has demonstrated its potential in improving ML models by identifying problems early in the
development process. As the main goal of safeguarding and certifying AI is to prevent potentially
harmful defects, it is argued that XAI—even without quantitative performance metrics—helps towards
that goal and should thus be part of AI certification. Interviewees with this viewpoint often additionally
pointed out that XAI could only be one of many tools for AI certification (additional to testing, formal
verification, etc.), providing only a small piece of evidence for certification. Irrespective of their
expectations for the future use of XAI in certification processes, participants emphasized that human
inspectors remain integral to the certification process.

4.3 Expectations for XAI

Looking towards the future, the expectations and hopes associated with the development of XAI are
diverse. While the ideal of achieving complete, globally applicable explanations is largely seen as
unattainable, some optimism persists around the evolution of new XAI approaches. These include
concept-based, mechanistic, and neuro-symbolic methods, which are hoped to enable a new form of
explanations elucidating the fundamental operation of ML models.

The interviewees also highlighted the necessity of user-centric and industry-focused approaches in
order to fully realize the potential of XAI. While XAI methods are seen as offering the capacity to
detect errors in ML systems, and thus should ideally be integrated into the development processes,
other methods are expected to be of higher importance for the certification landscape. These include
AI examination by alternate AI systems, formal verification of specific properties, and uncertainty
quantification of AI decisions. A major challenge for the explainability of AI systems is seen in the
difference of new AI paradigms, as future Large Language Models (LLMs) might provide multi-
modal inputs and outputs and explanations for e.g. time series or image data need to be fundamentally
different than ones for other data types.

A recurring theme across discussions was the call for clear, definitive requirements for AI certification,
such as specific metrics. Without such clear guidance, the interviewees felt that companies would
lack the available resources and information to ensure that their AI systems comply with the relevant
transparency requirements, such as those in the AI Act. This call for clear requirements is com-
plemented by the advocacy for the use of simple, intrinsically interpretable AI solutions, wherever
possible. The use of AI in high-risk applications was considered inappropriate in general by one
interviewee, while others argued for the use of white-box models where possible, emphasizing the
need for caution and discretion in AI deployment.

5 Discussion

The conducted expert interviews illuminate potential pathways for the advancement of XAI, which
will be explored in this section. Additionally, constraints and limitations inherent in the study’s design
are addressed in Section 5.5.

5.1 Integration of Diverse Expert Perspectives

This research integrates insights from experts with dual expertise in XAI and certification. The
diversity in expertise and backgrounds enriched the analysis, providing a well-rounded understanding
of both the potential and limitations of XAI in AI certification processes. While the initial expectations
anticipated these insights, the nuanced opinions offered by participants exceeded the predictions,
underscoring the complex interplay between XAI capabilities and certification standards. Due to
the required expertise, only a limited number of participants could be interviewed. While more
participants might have provided additional insights, the main opinions of using XAI as an incomplete
debugging tool or not at all in certification converged. With the sample size of 15 interviews and based
on Hennink and Kaiser [2022], this can be used to argue for data saturation for research question 3
“Is it feasible to incorporate XAI into existing and future certification frameworks for AI systems?”.
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5.2 XAI in Certification: From Debugging Tool to Certification Aid

XAI’s role in certification could be pivotal but is constrained by several factors. As of now, there is a
critical gap between the theoretical advantages of XAI and its practical utility in ensuring compliance
with stringent certification protocols. As a debugging tool, XAI already provides valuable insights
into AI behavior, identifying biases and failure points. However, transitioning from debugging to a
certification context requires XAI to offer more definitive guarantees (or at least information in the
form of confidence estimates) about the correctness of explanations and AI systems’ behaviors and
outcomes, a transition that is currently underdeveloped.

5.3 XAI as a Requirement

This paper considered XAI as a tool for certification. In practice, XAI could also become a require-
ment for AI systems, potentially through Article 14 "Human oversight" and Article 86 "Right to
explanation of individual decision-making" of the AI Act. For these, standards should specify clear
requirements for the implementation of XAI. Based on current literature, that seems rather difficult,
thereby potentially decreasing the practical use of these articles [Nnawuchi and George, 2024].

5.4 Societal and Ethical Considerations

The discourse around XAI goes beyond the technical boundaries and touches on the broader societal
and ethical implications. Current certification frameworks primarily address technical compliance,
but the integration of XAI requires a broader consideration of ethical standards and societal impacts.
This requires a paradigm shift in certification, from purely technical evaluations to more holistic
assessments that consider the societal implications of AI technologies.

5.5 Limitations

While this study provides valuable insights into the role of XAI in the certification and safe develop-
ment of AI systems, several limitations need to be acknowledged:

The primary limitation pertains to sample characteristics. While the qualitative methodology yielded
in-depth insights from 15 experts, all participants were recruited from the DACH-region (Germany,
Austria, Switzerland) through professional networks. This geographic focus ensured consistency
within a shared regulatory context but potentially restricts the generalizability of findings to other
regions with differing certification frameworks. Furthermore, the purposive sampling approach, while
essential for targeting specialized expertise, may have introduced selection bias.

A second limitation involves stakeholder representation. The participant pool primarily comprised
technical experts actively engaged in AI certification processes. Although their expertise provided
valuable technical insights, this composition underrepresents critical perspectives from end-users
impacted by certification decisions, policymakers and regulators shaping the frameworks, and
organizations implementing AI certification without deep technical proficiency. Consequently,
the findings may lean toward an implementation-focused perspective, leaving broader policy and
user-centric considerations less explored.

Finally, the qualitative nature of this study, while facilitating an in-depth exploration of expert perspec-
tives, introduces inherent subjectivity. Findings rely on individual experiences and interpretations,
which may not comprehensively represent broader certification contexts or objective measures of
XAI’s effectiveness. Additionally, opinions on XAI are shaped over a longer period of time, po-
tentially misrepresenting the most up-to-date developments in such a highly dynamic field. While
this subjectivity enriches the understanding of practitioner viewpoints, it underscores the need for
complementary approaches to validate the insights.

6 Recommendations for XAI Researchers and Developers

In the following, the previous results and discussion points are condensed into recommendations
on how to shape the future development and use of XAI. Since these recommendations differ based
on one’s role in relation to XAI, they are separated into recommendations for XAI developers and
researchers, and recommendations for policy makers.
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6.1 Recommendations for XAI Developers and Researchers

The conducted interviews point towards common challenges in the development of XAI systems.
While most of these challenges are known in the scientific literature, they still pose problems for the
real-world use of XAI, mostly pertaining to how and when XAI is used in the development process.
Thus, the following recommendations can be given to XAI developers and researchers:

1. Make sure you understand the explanation requirements of your use case.

2. Integrate explainability and explanation requirements as early as possible into the develop-
ment process.

3. When designing and using XAI methods, state clearly what their purpose is and what the
expected benefits of the methods are (e.g., based on [Sokol and Flach, 2020]).

4. When designing and using XAI methods and evaluation metrics (e.g, from [Pawelczyk et al.,
2021, Agarwal et al., 2024, Monke et al., 2025], be aware of their assumptions.

5. Be aware of the inherent interdisciplinarity of XAI.

6. Get involved into standardization processes.

6.2 Recommendations for Policy Makers

As touched on in Section 1, there is an ongoing discussion about the legal necessity for and benefits
of XAI. This paper aims to provide some input for such a discussion, with the following points
condensing the interview results:

1. Be aware of the Work in Progress status of XAI, especially if XAI is to be used in legislation.

2. Make sure new norms leave room for potential future changes of XAI.

3. If XAI should be used: Provide clear explanation requirements, in contrast to current
legislation such as Article 86 of the AI Act.

4. Realize that XAI has its use, while not being a comprehensive solution to AI certification or
transparency.

5. Make the certification of AI an interdisciplinary effort.

7 Summary

As the field of AI continues to evolve, the adaptability of certification processes—and the role of XAI
within these—will be paramount. XAI is often touted as a potential solution to the black-box nature
and thus, certification, of AI. This notion was examined empirically in this paper via qualitative
interviews with 15 experts both in XAI and AI certification. In these interviews, the current state
of XAI was often viewed skeptically due to the known problems of such methods and the overall
difficulty of using more complex explanation techniques. Despite that, the interviewees often came
up with examples where they used XAI successfully. In these, it showed that XAI is able to highlight
errors in ML applications, while it does not seem well suited to provide simple and understandable
explanations to end users or domain experts. Based on the shortcomings of current XAI methods, the
interviewees largely expect XAI to be at most a helpful asset in AI certification, but no comprehensive
answer for the associated difficulties. The interviewees also highlighted further avenues for XAI
research, especially into data types for which XAI methods are less common like time series and
natural language and new explanation types like concept-based and multi-modal explanations.

Looking ahead, the integration of XAI into certification processes poses significant challenges and
opportunities. The evolving regulatory landscape, particularly with frameworks like the EU AI
Act, will likely include explainability as a core component. However, the absence of standardized
measures for assessing the sufficiency of explainability complicates this integration. To be able to
integrate XAI into certification processes, practitioners need clear guidance on which XAI method
should be used when and future research must focus on developing robust, quantifiable metrics for
(X)AI that align with certification standards and contribute effectively to the safety and reliability of
AI systems.
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A XAI Taxonomy

To contextualize the presented publications and the interview findings in this paper, this section
provides a short overview over the current state of the art of XAI.

In general, different taxonomies for XAI exist, grouping XAI methods mostly by their general
function, their type of result or via their underlying concepts [Speith, 2022]. One of the most common
distinction between methods is provided by their “scope”, e.g., whether XAI methods are intended
to explain a single decision (local explanation), the functioning of an entire ML model (global
explanation), or the dataset of an ML task (data explanation).

Some of the earliest—and most common—XAI methods are so-called feature-importance methods,
either model-agnostic ones like LIME [Ribeiro et al., 2016] or SHAP [Lundberg and Lee, 2017], or
model-specific ones, mainly for computer vision tasks with neural networks, like Integrated Gradients
[Sundararajan et al., 2017]. They present their explanations as the “importance” of features towards
a decision, e.g., via highlighting input values of tabular data or as saliency maps (“heatmaps”)
that highlight (super-)pixels of images. Because such explanations can provide ambiguous and
thus, difficult to understand, information by only highlighting an area of an image without further
information whether the form or the texture of some object is used, concept-based explanations were
proposed [Kim et al., 2018]. They try to decompose single decisions (or the general logic of an ML
model) into human-understandable concepts, e.g., via concepts such as “striped” or “square-shaped”.
In combination with such concepts, data-based explanations can be used, which show data instances
similar to the input in question or relevant for the concept(s) used [Achtibat et al., 2023]. Another
common explanation type are so-called “counterfactual” explanations. They provide information of
the type “If feature X would have value y, the outcome would be different”, e.g., if a user wants to
know why they were not granted a loan. By design, such explanations only provide a limited amount
of information to prevent reverse-engineering of the model, but equip users with enough information
to be able to challenge a decision or adapt accordingly to receive a different outcome [Wachter et al.,
2018].

A further way to explain ML decisions is called “mechanistic interpretability”, a bottom-up approach
which tries to decompose models into fine-granular explanations by taking their exact computations
into account [Bereska and Gavves, 2024]. Corresponding explanations often entail specific neural
circuits that are linked to specific behaviors or concepts (comparable to parts of [Achtibat et al.,
2023]). Similarly concerned with exact computational behavior of ML models is the field of formal
verification, where methods aim at formal or statistical guarantees for specific properties such as
robustness against specific input perturbations [Landers and Doryab, 2023]. While theoretically sound
(and especially thought to be relevant for ML safety [Landers and Doryab, 2023]), such approaches
often struggle with the computational complexity of neural networks for real-world applications.

Often not viewed as part of explainability itself, the closely related field of uncertainty quantification
tries to provide ML decisions with uncertainty estimates, enabling users to spot potentially unsafe
model decisions [Abdar et al., 2021]. Some authors also call for uncertainty (or “confidence”)
estimates of explanations themselves to show whether a generated explanation should be trusted
[Nauta et al., 2023, Fresz et al., 2024].

Further approaches entail adapting the model structure to inject previous knowledge about the data
structure and to assist in explanation generation. As indicated by their name, graph-based neural
networks adapt the network structure to allow the interpretation as a graph, potentially improving
data approximation and explainability [Agarwal et al., 2023]. Neuro-symbolic approaches combine
deep-learning approaches, e.g., for perception tasks [Evans et al., 2021], with classical reasoning,
to not rely on post-hoc explanations but to understand local decisions and the global logic of the
resulting model [Garcez and Lamb, 2023].
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B Coding

For the coding of the interviews, an inductive qualitative analysis based on Mayring [2019] was used.
Initially, two coders independently reviewed three interview transcripts to become familiar with the
material and identify preliminary categories emerging from the data. Following this, an intermediate
coding workshop was conducted in which coders compared their initial codes, discussed discrepancies,
and collaboratively refined the coding scheme before proceeding with the coding. During further
coding, any potential ambiguities were marked for discussion. In the final coding workshop, these
ambiguities were thoroughly examined and consensus was reached on the categorization, ensuring
reliability and validity in the coding process. This systematic approach allowed for the inductive
development of categories grounded in the interview data. The finalized codes encompassed themes
such as the use of AI models—with image processing and large language models (LLMs) being
predominant, mentioned in 12 and 10 use cases, respectively, the importance of transparency for
internal and external stakeholder groups, and evaluations of XAI methods. Challenges in the use
of XAI for certification were identified, including usability concerns (13 mentions), dependence
on assumptions (8 mentions), the necessity for use-case-specific requirements (10 mentions), and
the identification of 15 relevant—often overlapping or not clearly defined—XAI attributes (e.g.,
robustness, faithfulness, sensitivity). Additionally, the codes captured the potentials of XAI, its
applicability for certification, and aspirations for future developments, highlighting the need for
human involvement and further methodological advancements.

C Interview Guide

In the following, the interview guide for the interviews is provided.

C.1 Interviewee Profile

1. What is your role in the company/organization?
2. What is your background, jobwise and course of study?
3. What’s the relation between AI and your company/organization? Do you use it, test it, . . . ?

C.2 (X)AI Use

1. What AI applications are used in your company/organization? Are these self-developed or
purchased?

2. To what extent do you consider transparency and explainability requirements in the develop-
ment and deployment of AI applications?

3. Do you specifically use XAI methods to enhance transparency and explainability?
4. (a) If yes:

• Which methods are used?
• What is the goal of using them?
• Do the current XAI methods assist in achieving this goal?
• How is the achievement of the goal evaluated? Are there specific attributes that are

particularly emphasized?
(b) If no: Why not? What do you do instead?

5. Are there any specific use cases or examples in your company/organization where the use of
XAI has been particularly challenging or successful?

C.3 XAI in certification

This part of the interview was started with a short explanation of the EU AI Act requiring “sufficient”
explainability of AI systems, followed by these questions:

1. Do you think explainability/transparency is currently measurable enough to be assessed in a
certification process?

2. What are the open questions regarding the measurability of appropriate explainability?
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3. Do you think XAI methods should be part of AI certification?
4. What should XAI methods fulfill to be helpful in the certification process?
5. In your opinion, does XAI allow fulfilling of transparency requirements (of the AI Act or

other regulations)?

C.4 Outlook

1. Which new trends or technologies in XAI do you see as particularly promising?
2. How do you envision the future of XAI, especially in terms of ethical and regulatory aspects?

D Interview results

In Table 1 the main findings across all 15 interviews are summarized. In Table 2, all conducted
interviews are summarized briefly, to provide a better overview of the statements given. Note that the
information given is kept general to keep the interviewees non-identifiable.
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Table 1: Summary of the main statements by the interviewees about the current state and future
development of XAI.

High Potential Low Potential
XAI in general

• Communication between
domain/AI experts

• Clear guidance on when to
use which XAI method

• Explaining to lay users
• Explaining in situations

where the underlying pro-
cesses are too complex or
not well understood

XAI in Certifica-
tion/safe AI • Plausibility check of ML

model by developers
• Discovery of Bias/Errors
• Improved Data Under-

standing

• Assurances about AI safety

Future of XAI
• Increased focus on user

needs
• New explanation types

(concept-based, mechanis-
tic, multi-modal)

• Uncertainty quantification
of (X)AI

• Comprehensive mea-
surement of trans-
parency/explainability

Future of AI Certifi-
cation • XAI as an additional asset

of certification processes
• Formal verification of

safety-relevant AI proper-
ties

• New AI approaches (e.g.,
neuro-symbolic)

• XAI as a comprehensive
answer to AI certification
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Table 2: Summary of the conducted interviews. For the (X)AI-expertise, the following conventions
were used: 0 = no expertise, 1 = working expertise with AI, 2 = working expertise with AI and
experimenting with XAI, 3 = extended XAI knowledge (without XAI being the focal point of the
own work), 4 = active research on XAI. Similar conventions were used for the certification expertise.

Iden-
tifier

Certifi-
cation

(X)AI Noteworthy
failed/successful
projects with XAI

Opinion on
XAI State of
the Art

Opinion on XAI in
certification

Expected
impact on
certifica-
tion

P1 4 4 Project failed due
to explanations
being too complex
for users. Success-
ful projects with
explanations plus
contextualisation.

Not yet where it
should be.

Helpful asset, since
errors can be found.
Difficult to evaluate
XAI with user studies
due to individual dif-
ferences in users.

Medium

P2 4 3 Not yet where it
should be.

Helpful asset. Medium

P3 4 3 Project showed new
clusters in data,
which were deemed
sensible by domain
experts.

“True" Explana-
tions will not
be possible (see
Section E).

Helpful asset for error
detection, improve-
ments of data knowl-
edge.

Low/
Medium

P4 4 3 No hope for the
development of
global explana-
tions, overall
not yet where it
should be.

white-box models
should be used
and AI should not
learn during de-
ployment. XAI not
really helpful for
certification.

Low

P5 4 3 Not yet where it
should be.

Helpful asset. As-
sumptions in XAI
methods should be
documented (see Sec-
tion E).

Medium

P6 4 2 Not yet where it
should be.

XAI only truly rel-
evant when guaran-
tees for (X)AI can be
given.

Low

P7 3 4 Project, where XAI
showed errors in ML
application for image
data.

Not yet where it
should be.

Helpful asset. Medium

P8 3 4 Not yet where it
should be.

Helpful Asset. Medium

P9 3 4 Not yet where it
should be.

Helpful Asset. Medium

P10 3 3 Failed to produce use-
ful explanations for
time series, success-
ful for image data.

Not yet where it
should be.

Hopes for formal ver-
ification/robustness
analysis and perfor-
mance metrics for AI
certification.

Low

Continued on next page
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Table 2 continued from previous page
Iden-
tifier

Certifi-
cation

(X)AI Noteworthy
failed/successful
projects with XAI

Opinion on
XAI State of
the Art

Opinion on XAI in
certification

Expected
impact on
certifica-
tion

P11 3 3 SHAP is used for in-
ternal communication
(given enough expe-
rience). XAI fails
due to too complex
models/pipelines.
Counterfactuals fail
due to too many
immutable/sensitive
attributes.

Not yet where it
should be.

Helpful asset. Medium

P12 3 3 Tested XAI methods
could not detect fre-
quency domain fea-
tures for time series.

Not yet where it
should be.

XAI would need clear
guidelines, then it
would be a helpful as-
set.

Low/
Medium

P13 3 2 Not yet where it
should be.

Helpful asset. Low/
Medium

P14 2 4 XAI showed bias in
text application.

Good due to the
theoretical guar-
antees of meth-
ods (especially
IntGrad).

Human interpretation
and access to model
and data important to
make XAI helpful as-
set.

Medium/
High

P15 2 3 Explanations failed
due to being too com-
plex and fundamental
connections in data
not known.

Not yet where it
should be.

Helpful asset (espe-
cially for fairness).

Medium

22



E General Remarks about AI Certification and XAI

Additional to the more universal statements on XAI and XAI for certification, some interviewees
also voiced concerns and opinions on specific topics. Since these remarks are not commonly found
throughout literature and believed by the authors to add interesting viewpoints to the discussion aimed
at by this paper, they are presented in this section. To clarify the distinction between the statement
made and additional information provided to contextualize the statements during the writing of this
paper, the initial statement is given in italic. Note that these statements are not direct quotes. Most of
them were translated from German and edited for brevity and readability, as the direct quotes were
spoken language and embedded in the context of the corresponding interview.

E.1 Incorrect Evidence?

P2 + P6: Certification so far examines whether evidence is in line with the requirements of standards
and norms. There is no process in place to check whether this evidence is correct.

Expert discussions, particularly with P2 and P6, highlighted that AI certification introduces new
challenges compared to traditional product certification, even outside the technical challenges de-
scribed before. Traditionally, certification verifies whether evidence provided by manufacturers
conforms to standards and norms, assuming this evidence is accurate and reflects the actual processes
or product. However, with evidence generated by XAI, this assumption may not hold. Malicious
actors might generate arbitrary explanations for their AI systems using established methods [Slack
et al., 2020, Zhou and Joachims, 2023], and incorrect evidence might be provided unintentionally
without malicious intent. Therefore, responsibilities must be clarified: Do manufacturers guarantee
the correctness of the evidence—which is hardly feasible with the current state of XAI—or must
certifiers consider the generation process of the evidence, requiring in-depth knowledge of AI and
XAI?

P5: Until now, the “Uniformity Hypothesis” and the “Competent Programmer Hypothesis” were
helpful pieces of building and certifying safety-critial systems.

Similar to the point above, some previous assumptions might not hold for AI certification. Usually,
the here mentioned “Uniformity Hypothesis” [Sterling, 1969] has been applied, as it describes that
specific data points can be selected for tests, whose findings generalize across an equivalence class of
similar data. Additionally, the “Competent Programmer Hypothesis” [DeMillo et al., 1978] postulates
that safety-relevant software does not produce completely unpredictable errors because it was created
by a competent programmer who can avoid errors that appear random (e.g., by buffer overflows
or pointers, as commented by P5). Note that the “Competent Programmer Hypothesis” does not
warrant blind trust to competent programmers but is supported by programming guidelines, static code
analysis and further measures to help avoid seemingly random errors during execution. However, both
assumptions are violated by the black-box nature of AI: for the generalizability of tests to particular
data, equivalence classes are difficult to find and the decision-making process of an ML system has
not been explicitly programmed, while the range of techniques to check ML systems for errors (such
as static code analysis for classical code) is quite small, although P5 noted that XAI can be used here.
Due to the complexity of ML models, resulting errors may appear random. Nevertheless, P5 noted
that a good step towards safer AI is to document the assumptions made in AI and XAI, which is often
not done for assumptions such as the “Uniformity Hypothesis” and the “Competent Programmer
Hypothesis” in classical software development. Regarding the criticism faced by some assumptions
in XAI, P7 explicitly pointed out that scientific progress typically comes from challenging existing
ideas. In the field of XAI, this leads to a complexity that is difficult for practitioners to penetrate.
Initially, XAI was proposed for the evaluation or testing of AI, but now there are also metrics for the
testing of XAI, and even metrics for evaluating those metrics [Tomsett et al., 2020]. Consequently, a
goal of applied research could now be to provide explicit recommendations on how to select XAI
methods for specific use cases.

E.2 Fundamental Changes in Certification

P1: If AI is to be certified, there needs to be a discussion about a shift from value-based to utilitarism-
based certification.

23



Due to the uncertainties in testing AI systems, an expert speculated that the culture of certification has
to fundamentally change to accommodate AI: Existing certification is principally guided by societal
values and norms. For example, for the norm “safety” of a technical system, a threshold can be
defined, which can then be adhered to based on a detailed analysis of an overall system, for example
through methods such as Failure Mode and Effect Analysis [Stamatis, 2003]. If this value is not
maintained, countermeasures must accordingly be taken from the development side. A particularly
well-known example of the traceability of ethical values in technical systems can be found in the field
of autonomous driving, the so-called “trolley problem”. In this scenario, an immediate choice must
be made before an accident as to which involved individuals are subjected to a higher risk of severe
injuries or potentially death. For AI, however, such thresholds and ethical decisions are currently
not sufficiently determinable. Therefore, the expert suspected that the use of AI might need to be
assessed more from utilitarian viewpoints, meaning “If the use of AI is expected to result in fewer
injuries or fatalities in traffic, then its use is sensible.”

E.3 Responsibility for Explainability Requirements

P1 + P2: Explainability is more of a societal than technical topic, as such the standardization bodies
are not well equipped to deal with it.

To be able to certify a technical system, standards are used. Tasked with creating such standards are
organizations such as DIN (for Germany), CEN/CENELEC (European Committee for Electrotechni-
cal Standardization), or ISO (International Organization for Standardization). As these organizations
commonly create technical standards, P1 and P2 argued that issues such as explainability and funda-
mental considerations like the compliance with and negotiation of ethical values (see above) should
not be technical discussions, but rather socio-political debates. It is also particularly noteworthy that
while technical evaluation methods for XAI do exist, they were not considered to be effective by the
majority of study participants, which suggests that purely technical standardization is unlikely to
resolve the open questions surrounding the assessment and certification of AI. P2 additionally noted
that participants of standardization committees might lack the time to be well informed about topics
as current as XAI (due to other obligations), thus resulting in standards that might not represent the
current state of science.

E.4 Fundamental Doubts about XAI

P3 (with a background in neuroscience): For AI, the requirements are stricter than ever possible
for humans. At best, XAI might provide justifications, while the only possible explanation for an AI
system is its complete calculation from input to output.

Around the topic of AI certification, there exists a discussion of whether AI should be subject to
stricter requirements than humans doing the same task (as also touched on by Fresz et al. [2024]). P3
extended this by linking explanations to the description of thought processes provided by Kahneman
[2012], dividing thought processes in system 1 thinking (fast, low effort, ‘intuitive’) and system 2
thinking (slow, high effort, deliberate). P3 argued that humans may justify their behavior upon request
after the fact (system 2), but such justifications are not identical to the actual motives, especially
for decisions that are often made intuitively (system 1). They suggested that the same applies to
XAI: XAI could produce a justification for ML behavior that is understandable to humans (system 2),
but the true explanation could only be found within the computational chain of the ML system and,
although fundamentally ‘transparent’ (i.e., visible), not entirely understandable to humans due to the
potentially huge number of calculations made by the ML system. It could be argued here that the
ideal conception of XAI enables the computation chain to be summarized in such a way that a correct
explanation is produced (e.g., via concepts), which provides users with insights into the ML behavior.

E.5 New Paradigms for XAI

P8: For the field of XAI, I am particularly optimistic about the feedback of XAI information into ML
training.

P8 identified the combination of the explanation process with the associated model improvement as
particularly promising in the field of XAI. So far, XAI has mostly been viewed unidirectionally—even
if errors and biases can be identified in existing models, there is no simple way yet to intervene in the
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model or training data to correct existing problems. A new paradigm (similar to the one proposed
by Pahde et al. [2023]) could offer the possibility to interact with explanations, correct them, and
integrate these corrections back into the model training process. Thus, insights gained from XAI
could be efficiently used for the error correction of ML models.

E.6 Differences between Research and Practice

P7 + P8 + P9: In research, cognitive load and interaction time with explanations are often not
explicitly considered.

Multiple participants criticized that in XAI research, the explicit experience and aims of domain
experts are not considered enough. They noted that XAI research seems to operate under the
assumption that complete explanations should be generated in all circumstances. In contrast, domain
experts, such as physicians, typically only require explanations in specific instances.

Furthermore, users are more likely to interact with and have a positive experience with explanations
that serve to reduce the cognitive load associated with the task at hand. The majority of users, in their
daily routines, lack the time and cognitive resources to engage with overly complex explanations.
This effectively undermines the core objective of XAI, which is to make AI more accessible. To
make explanations easier to understand, P1 mentioned that explanations need to be contextualized to
fulfill their potential, which could potentially increase or decrease the cognitive load based on the
specific implementation. While interaction time and cognitive load are not commonly evaluated in
XAI literature, there is some existing research that explores the idea of reducing the cognitive load
of explanations [Herm, 2023]. In another approach, users cannot see the result of an ML prediction
without first interacting with an explanation and making their own prediction [Miller, 2023]. Thus,
user interaction with explanations is enforced, thereby potentially improving task performance by
increasing the cognitive load of the task at hand.
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