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Abstract

Sparse Autoencoders (SAEs) aim to decompose the activation space of large
language models (LLMs) into human-interpretable latent directions or features.
As we increase the number of features in the SAE, hierarchical features tend
to split into finer features (“math” may split into “algebra”, “geometry”, etc.),
a phenomenon referred to as feature splitting. However, we show that sparse
decomposition and splitting of hierarchical features is not robust. Specifically, we
show that seemingly monosemantic features fail to fire where they should, and
instead get “absorbed” into their children features. We coin this phenomenon
feature absorption, and show that it is caused by optimizing for sparsity in SAEs
whenever the underlying features form a hierarchy. We introduce a metric to detect
absorption in SAEs, and validate our findings empirically on hundreds of LLM
SAEs. Our investigation suggests that varying SAE sizes or sparsity is insufficient
to solve this issue. We discuss the implications of feature absorption in SAEs and
some potential approaches to solve the fundamental theoretical issues before SAEs
can be used for interpreting LLMs robustly and at scale.

1 Introduction

Large Language Models (LLMs) have achieved remarkable performance across a wide range of tasks,
yet our understanding of their internal mechanisms lags behind their capabilities. This gap between
performance and interpretability raises concerns about the “black box” nature of these models [30].
The field of mechanistic interpretability aims to address this issue by reverse-engineering the internal
algorithms of neural networks and performing causal analysis on them [24]].

Recent work theorizes that models represent concepts as linear directions in a high-dimensional space,
known as the Linear Representation Hypothesis (LRH) [26 8]]. The model is able to represent far
more concepts than it has neurons in its hidden space by allowing these concept directions to overlap
slighly, known as superposition [8]. Superposition makes it challenging to directly interpret neurons
in an LLM, and requires different techniques to extract interpretable feature directions.

As long as the active features in a given LLM activation are sparse and the underlying features follow
the LRH, Sparse Autoencoders (SAEs) should be able to recover the true LLM features despite
supersition using sparse dictionary learning [27]]. Indeed, SAEs have shown potential in decomposing
the dense, polysemantic activations of LLMs into more “interpretable” latent features [15} 2.

However, we show that even if all underlying features are linear and sparsely activating, an SAE will
still fail to recover the true underlying features if the features form a hierarchy. Instead, an SAE will
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The ideal interpretable solution requires Absorption only requires firing 1 latent to represent
firing 2 latents to represent “short”. “short”, and is unfortunately what the SAE learns.

Figure 1: In feature absorption, seemingly monosemantic latents fail to fire in cases where they
apparently should. Here, we see an SAE can represent the word “short” and the concept “starts with
S more sparsely by absorbing the “starts with S” direction into the “short” latent, and then not firing
the “starts with S” latent on the word “short”, despite “short” starting with “S”. Logical notation is
used to describe the SAE encoder to emphasize its role as a classifier.

learn gerrymandered latents that fail to fire on seemingly arbitrary cases where the latent should fire
according to the mainline interpretation of the latent. We refer to this failure as feature absorption.

Feature absorption is demonstrated in Figure[I] where the feature “short” always fires alongside a
feature representing “starts with S”. Instead of learning an interpretable latent representing “‘starts
with S”, the SAE can increase sparsity by instead disabling the “starts with S” latent when “short” is
active while still getting perfect reconstruction.

We present the following contributions: (1) we identify a problematic variant of feature-splitting we
call “feature absorption”, where an SAE latent appears to track a human-interpretable concept, but
fails to activate on seemingly arbitrary tokens. Instead, more specific latents activate and contribute a
component of feature direction, “absorbing” the feature. (2) We demonstrate that feature absorption
is caused by hierarchical features. (3) We develop a metric to detect feature absorption in LLM SAEs.
And (4) we validate that feature absorption occurs in every LLM SAE we tested, including hundreds
of open-source SAEs.

Feature absorption poses an obstacle to the practical application of SAEs since it suggests SAE latents
may be inherently unreliable classifiers. This is particularly important for applications where we need
confidence that latents are fully tracking behaviors, such as bias or deceptive behavior. Furthermore,
techniques which seek to describe circuits in terms of a sparse combination of latents will also be
more difficult in the presence of feature absorption [21]].

An online explorer for our results can be found at https://feature-absorption.streamlit,
app. Code is available at https://github.com/lasr-spelling/sae-spelling|

2 Background

Hierarchical features. We say features f; and f5 form a hierarchy with f; as the parent and f as
the child if f,, = f1, meaning every time f5 fires f; must also fire.

Linear probing. A linear probe is a simple linear classifier trained on the hidden activations of a
neural network, typically using logistic regression (LR) [L1]].

K-sparse probing. A k-sparse probe [12] is a linear probe trained on a sparse subset of k& neurons
or SAE latents. Training a k-sparse probe first requires selecting the & best neurons or SAE latents
that in-aggregate act as a good classifier, and then training a standard linear probe on just those k
neurons or latents.

Gurnee et al. [[12] proposed several methods of estimating the best £ neurons or latents to pick, one
of which involves first training a LR probe with a L1 loss term, and selecting the k largest elements
by probe weight. When we refer to k-sparse probing in this work, we use this method of selecting k
latents.

Sparse autoencoders. An SAE consists of an encoder, We,,., a decoder, W, and corresponding
biases bene and bge.. The SAE has a nonlinearity, o, typically a ReLU (or variant such as JumpReLU
[29]]). Given input activation, a, the SAE computes a hidden representation, f, and reconstruction, a:


https://feature-absorption.streamlit.app
https://feature-absorption.streamlit.app
https://github.com/lasr-spelling/sae-spelling

f :g(Wenca + benc) (1)
a :Wdecf + bdec (2)

SAEs attempt to reconstruct input activations by projecting into an overcomplete basis using a
sparsity-inducing loss term (typically L1 loss), or a certain number of non-zero latents (L.0) on the
hidden activations.

SAE feature ablation. In an ablation study we examine the downstream causal effect of an SAE
latent by computing how patching its activation to O changes a downstream metric (e.g. logit
difference). A negative ablation effect means intervening on the SAE latent would lower the metric.
We follow the work of Marks et al. [21]] and provide the algorithm in Appendix [A.4]

3 Toy models of feature absorption

Absorption is caused by the SAE sparsity penalty in the presence of hierarchical features. When two
features form a hierarchy, for instance “starts with S” and “short”, the SAE can merge the “starts
with S” feature direction into a latent tracking “short” and then not fire the main “starts with S” latent.
This means firing one latent instead of two, increasing sparsity while retaining perfect reconstruction.
We demonstrate that hierarchical feature co-occurrence causes absorption in a simple toy setting.

Our initial setup consists of 4 true features, each randomly initialized into orthogonal directions
with a 50 dimensional representation vector and unit norm. Each feature fires with magnitude 1.0.
Feature f, fires with probability 0.25, and features f1, f>, and f3 fire with probability 0.05. Each
SAE training input is created by sampling from these true features and summing the directions of
each firing feature. We train a SAE with 4 latents to match the 4 true features using SAELens [[15]].
The SAE uses L1 loss with L1 coefficient 3e-5, and learning rate 3e-4. We train on 100M activations.

Independently firing features When the true features fire independently, we find that the SAE is
able to perfectly recover these features as shown in Figure 2a] The SAE learns one latent per true
feature. The decoder representations perfectly match the true feature representations, and the encoder
learns to perfectly segment out each feature from the other features.
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(a) When features fire independently, the SAE learns (b) When features 0 and 1 co-occur (feature 1 only
exactly one latent per feature, and the decoder per- fires if feature O fires), we see absorption in the SAE
fectly recovers each feature direction. encoder and decoder latents O and 1.

Figure 2: Comparison of independent features (left) vs. co-occurring features with absorption (right)

Hierarchical features cause absorption
Next, we modify the firing pattern of feature 1
so it fires only if feature O also fires. We keep
the overall firing rate of feature 1 the same as
before, firing in 5% of activations. Features 2

Figure 3: Interpretation of learned SAE latents
with co-occurrence between feature 0 and feature
1 (feature 1 only fires if feature O fires).
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has learned a perfect representation of feature 0, but the encoder has a hole in its recall. Latent O fires
if feature O is active but not feature 1. This is exactly the sort of gerrymandered feature firing pattern
we will see later in real SAEs in Section [5.2] - the encoder has learned to stop the latent firing on
specific cases where it looks like it should be firing. In addition, we see that latent 1, which tracks
feature 1, has absorbed the feature O direction. This results in latent 1 representing a combination of
feature 0 and feature 1. We see that the independently firing features 2 and 3 are untouched - the SAE
still learns perfect representations of these features. These results are summarized in Table [3] We
explore absorption in more toy settings in Appendix [A.3]

Proof: hierarchical features cause absorption We further provide an analytical proof that in the
hierarchical setup described above, feature absorption decreases SAE loss in Appendix [A.2]

4 Experimental setup

Our experiments on LLM SAEs focus on predicting the first-letter of a single token containing
characters from the English alphabet (a-z, A-Z) and an optional leading space. We use in-context
learning (ICL) prompts to elicit knowledge from the model, using templates of the form:

{token} has the first letter: {capitalized_first_letter}

An example of an ICL prompt consisting of 2 in-context examples is shown below. The model should
output the _D token:

tartan has the first letter: T
mirth has the first letter: M
dog has the first letter:

In the above prompt, we extract residual stream activations at the _dog token index. These activations
are used both for LR probe training and for applying SAEs. We use a train/test split of 80% / 20%,
and evaluate only on the test set of the probes, including when running experiments on SAEs. When
applying SAEs, we include the SAE error term [21]] to avoid changing model output.

To determine the causal effect of SAE latents on the first-letter identification task we conduct ablation
studies. We use a metric consisting of the logit of the correct letter minus the mean logit of all
incorrect letters. This measures the propensity of the model to choose the correct starting letter as
opposed to other letters. Formally, our metric m is defined below, where g refers to the final token
logits, L is the set of uppercase letters, and y is the uppercase letter that is the correct starting letter:

1

We discuss this metric and alternative formulations further in Appendix|A.10

To determine how well multiple latents perform as a classifier when used together, we use k-sparse
probing, increasing the value of £ from 1 to 15. We train a LR probe using a L1 loss term with
coefficient 0.01, and select the top & latents by magnitude.

We use the base Gemma-2-2B model for most of our studies, along with the full set of Gemma Scope
residual stream SAEs of width 16k and 65k released by Deepmind [[19]. We also evaluate absorption
on our own SAEs trained on Qwen2 0.5B [32] and Llama 3.2 1B [6].

5 Results

Our results are divided into four sections. First, we compare the performance of linear probes with
SAE latents on recovering first-character information from model activations, showing that despite
appearing to track first letter features, a wide variety of precision / recall is achieved. Second, we
motivate our definition of feature absorption with a case-study, emphasizing how an absorbing latent
can unexpectedly causally mediate first letter information whilst the first-letter latent (unexpectedly)
fails to fire. Next, we attempt to quantify feature splitting and feature absorption, showing that tuning
of hyper-parameters may partially assist but not fully alleviate feature absorption.



5.1 Do SAEs learn latents that track first letter information?

We compare the performance of LR probes with the performance of the SAE latent whose encoder
direction has highest cosine similarity with the probe, resulting in 26 “first-letter” latents. We
observed that for each probe, there was clearly one or at most a couple of outlier SAE latents with
high probe cosine similarity. Full plots of cosine similarity vs letter are shown in Appendix

We also tried using k=1 sparse probing [12] to identify SAE latents, and found this gives similar
results. Further comparison of using k=1 sparse probing vs encoder cosine similarity to identify
latents is explored in Appendix [A.7]

First-letter SAE f1 vs LO (layers 0-12) First-letter SAE f1 vs LO (layers 13-25)

~ SAE width
07 @ . o l6k
ek , e 65

. SAE width
i o 16k

M ] 9 65k
.3 fe . B

Mean f1

c .
02 i T ltii: 2 S 02

002 4 6 8 10 12 14 16 18 20 22 24 0 100 200 300 100 0 100 200 300 100

Layer

(a) Mean F1 score using top SAE
encoder latent by layer for Gemma
Scope SAEs and LR probe.

Lo

(b) Mean F1 score vs LO for
Gemma Scope SAEs layers 0-12.
SAEs learn cleanest “first-letter”

Lo

(c) Mean F1 score vs LO for
Gemma Scope SAEs layers 13-25.
SAEs learn cleanest “first-letter”

features with LO near 25-50. features with LO near 50-100.

Figure 4: Comparison of F1 scores for first-letter classification tasks
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Figure 5: Precision and recall vs LO for first-letter classification tasks

We observe wide variance in the performance of Gemma Scope SAEs at the first-letter identification
task, but no SAE matches LR probe performance. We show the mean F1 score by layer as well as
the F1 score of the LR probe in Figure[da] We further investigate the F1 score of these SAE encoder
latents as a function of LO and SAE width in Figures b and fic]

Whether or not an SAE learns a clear “first-letter” latent for each letter is highly dependent on L0,
with low LO SAEs tending to learn high-precision low-recall latents, and high LO SAEs learning
low-precision high-recall latents (Figure 5. We caution drawing conclusions about an “optimal” LO
from these plots, as we find further variance when broken-down by letter, shown in Appendix [A.8]

5.2 Why do SAE latents underperform?

The Gemma Scope layer 3, 16k width, 59 LO SAE has a latent, 6510, which appears to act as a
classifier for “starts with S”, achieving an F1 of 0.81. However, this latent fails to activate on some
tokens the probe can classify, and which the model can spell, such as the token _short.

Figure [6a] shows a sample prompt containing a series of tokens that start with “S”, and the activations
of top SAE latents by ablation score for these tokens. The main “starts with S latent, 6510, activates
on all these tokens except _short. This SAE also has a token-aligned latent, 1085, which activates
on variants of the word “short” (* short”, “SHORT?”, etc...). The Neuronpedia dashboard [20] for
latent 1085 is shown in Appendix[A.T3] For the token _short, the main “starts with S latent does
not activate but the “short” latent activates instead.
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Figure 7: Ablation effects on _short token before and after projecting out the probe direction

Latent 1085 has a cosine similarity with the “starts with S probe of 0.12, indicating it contains
a component of the “starts with S” direction, although much smaller than the main “starts with S”
latent. Cosine similarity of the SAE decoder with the “starts with S” LR probe is shown in Figure [6b]
Interestingly, despite latent 1085 having only about 1/5 the cosine similarity with the probe as the
main latent 6510, we see it activates with about 5 times the magnitude of latent 6510 on the _short
token, thus contributing a similar amount of the “starts with S” probe direction to the residual stream.

We study the ablation effect of each SAE latent on the _short token, shown in Fi gure@ and see
that latent 1085 has a dramatically larger ablation effect compared with all other SAE latents. This
suggests latent 1085 is causally responsible for the model knowing that _short starts with S.

Is it possible that the probe projection is not the causally important component of latent 10857 We
conduct another ablation effect experiment, except now we remove the probe direction from latent
1085 via projection before ablation. The results of this experiment are shown in Figure[7b] After
removing the probe component from latent 1085, it no longer has a significant ablation effect. Thus
we know the probe projection of latent 1085 is responsible for model behavior.

These experiments show the “starts with S feature has been “absorbed” by the token-aligned latent
1085, likely along with other semantic concepts related to the word “short”. After observing that the
main “starts with S latent 6510 activates on most tokens that begin with “S”, it may be tempting to
conclude this latent tracks the interpretable feature of beginning with the letter “S”. However, this
latent quietly fails to activate on the _short token, leading us to a false sense of understanding.

Here we clearly see feature absorption. The seemingly interpretable SAE latent 6510 fails to activate
on arbitrary positive examples, and instead the feature is “absorbed” into more specific latents.

Feature absorption is likely a logical consequence of SAE sparsity loss. If a dense and sparse feature
co-occur, absorbing the dense feature into a latent tracking the sparse feature will increase sparsity.



Table 1: Sample max activating examples for latents 7112 and 7657 for Gemma Scope 16k, layer
0, 105 LO from Neuronpedia. The token where the SAE latent activates is highlighted in yellow.
Latent 7112 appears to be a lowercase “L” starting-letter latent, and latent 7657 appears to be a
corresponding uppercase “L” latent.

LATENT 7112 LATENT 7657

Zda se naplacuje naknada LC, an aluminum boat

. E. Sgli, 20 as LIFT and LF-Net. Once
a></code></li></ul latter’s sister Louise, who in

5.3 Measuring feature splitting and feature absorption

Feature splitting A key phenomenon identified from previous studies of SAEs is feature-splitting
[2]], where a feature represented in a single latent in a smaller SAE can split into two or more latents
in a larger SAE. During our experiments, we found strong evidence of feature-splitting in the Gemma
Scope SAEs.

For instance, in the layer 0, 16k width, 105 LO SAE, we find two encoder latents (id:7112 and id:7657
EI) which align with the “L” starting letter probe. Inspecting max activating examples, we see latent
7112 activates on tokens starting with lowercase “1”, while 7657 activates on tokens starting with
uppercase “L”. Some activating examples for these latents are shown in Table [T}

Feature splitting like this is not necessarily problematic for interpretability efforts since the split
features are still easily identifiable, and depending on the context it may be more useful to have either
a single “starts with L” latent or a pair of “starts with uppercase / lowercase L latents.

We measure feature splitting using k-sparse probing on SAE activations. If increasing the
k-sparse probe from k to k + 1 causes a significant increase in probe F1 score, then the additional
SAE latent provides a meaningful signal, and the combination of these k + 1 latents is likely a feature
split. In the example of the uppercase “L” and lowercase “1” split, a k-sparse probe with k = 2 trained
on both these latents should predict “starts with letter L much better than either latent on its own.
Figure [8a] shows F1 vs K for letters “L” and “N”. The “L” k-sparse probe shows a significant jump in
F1 score moving from k=1 to k=2 corresponding to feature splitting, while the F1 score for the “N”
k-sparse probe is relatively constant.
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(a) K-sparse probing results for letters “L” and “N”, Lo
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ing to feature splitting. more frequently with higher sparsity.

Figure 8: Feature splitting analysis in sparse autoencoders

We detect feature splitting by measuring whether increasing k by one causes a jump in F1 score by
more than a threshold, 7. We use 7 = 0.03 as a reasonable choice after inspecting situations like in
Figure [8a] where feature splitting corresponds to an F1 score jump between 0.05 - 0.1. Figure[3b]
shows feature splitting vs LO for all 16k and 65k width Gemma Scope SAEs.

'https://www.neuronpedia.org/list/cmOh1in2mt00019jdk2740wq9e
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The single latent or a set of traditional feature split latents that seem to act as a classifier for a
human-interpretable feature like “starts with S fail to fire in a seemingly arbitrary number of cases.
What fires instead are often approximately token-aligned latents with small but positive alignment
with the LR probe. We say these latents are absorbing the feature.
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Figure 9: Feature absorption rates

We quantify the extent to which feature absorption occurs with the metric feature absorption
rate. We first find k feature splits for a first-letter feature using a k-sparse probe. We then find
false-negative tokens that all k feature-split SAE latents fail to activate on, but which the LR probe
correctly classifies, and run an integrated-gradients ablation experiment on those tokens. The ablation
effect finds the most causally important SAE latents for the spelling of that token. If the SAE latent
receiving the largest negative magnitude ablation effect has a cosine similarity with the LR probe
above 0.025, and is at least 1.0 larger than the latent with the second highest ablation effect, we say
that feature absorption has occurred. These thresholds were chosen from manual inspection of the
data to best distinguish the absorption phenomenon. We then calculate feature absorption rate as:

num_absorptions

absorption_rate = —
1r_probe_true_positives

If there are more than 200 false negatives per letter, we randomly pick 200 samples to estimate the
number of absorptions. We see absorption rate increases with higher sparsity and higher SAE width.
Lower LO likely pushes the SAE to absorb dense features like spelling information, increasing feature
sparsity. Feature absorption rate vs LO for Gemma Scope SAEs layers 0-17 is shown in Figure [0b]
Absorption rate by letter is shown in Appendix [A.T4] We also train our own set of standard L1 loss
SAEs on the first 8 layers of Qwen2 0.5B [32]] and Llama 3.2 1B [6], and TopK SAEs [10] on Llama
3.2 1B. In Figure [Oc| we show that absorption occurs in these SAEs as well.

Our metric cannot capture absorption past layer 17 in Gemma 2 2B since we rely on ablation
experiments to be certain the absorbed feature causally mediates model behavior. Past layer 17,
attention has already moved the starting letter information from the source token into the final token
position, so any ablations on the source token past layer 17 have little effect. This is a limitation of
our absorption metric - we rely on ablation to be certain of the causal impact of absorbed features on
model behavior, but this limits the layer depth our metric can be applied. We discuss this further in
Appendix [A.12]and discuss alternative formulations of the metric in Appendix [A.T3]

Our absorption metric is not perfect, and is likely an under-estimate of the true level of feature
absorption. We only consider absorption to have occurred if a single SAE latent has a much larger
ablation effect than all other latents, and if the main SAE latents for a feature do not activate at
all. Our metric will not capture multiple absorbing latents activating together, or the main latents
activating weakly. Regardless, we feel our metric is a reasonable conservative baseline.

6 Related work

Applications of Probes and SAEs for Model Interpretability Probing methods can extract
interpretable information from language models, though this does not guarantee the model uses these
representations in its computation, and requires labeled data [[7]].



Prior work has shown that many human-interpretable concepts in LLM activations are represented
as linear directions in activation space, known as the linear representation hypothesis [8, 28]]. Li
et al. [18] used non-linear probes to recover board representations from a transformer trained on
Othello scripts (“OthelloGPT”). Nanda [23] later showed that linear representations were not only
recoverable but also editable.

Karvonen et al. [16] developed objective metrics for SAE evaluation using Chess and Othello board
states, but does not apply these to SAEs trained on LLM activations. Work by Olah et al. [26], Kissane
et al. [17], Templeton et al. [31]] noted poor precision/recall of SAE latents compared to known proxies.
We extend this by showing how sparsity mediates precision/recall across many Gemma Scope SAEs
and offer a possible explanation of low recall due to feature absorption.

Engels et al. [9] investigated SAE errors, finding that not all SAE error is linearly decomposable.

Studying precision and recall of SAE Latents Most existing work on SAE interpretability mainly
studies max activating examples [5]], which may be misleading. There are more rigorous works which
only measure precision [2,|31} [17]. Recent work has briefly explored recall and found it to be worse
than expected naively, but this remains poorly understood [26]. We build on this work by evaluating
precision / recall on a large number of SAEs, and offer a partial explanation for lower-than-expected
recall of SAE latents in the form of feature absorption.

Decomposing SAE Latents Feature splitting was first described in Bricken et al. [2], which noted
that different SAE widths and sparsities induce latents of different granularity, with wider SAEs often
learning more specific variants of features. Bussmann et al. [4]] find that by training an SAE on the
decoder of another SAE, a technique called Meta-SAEzs, it is possible to break down a single SAE
latent like “Einstein” into subcomponents like “German” and “Physicist” and “starts with E”.

7 Discussion

Limitations Our Absoption metric uses ablation effect to ensure that the absorbed features causally
mediate model behavior, and thus might not be easily transferable to the final model layers. Alternate
metric formulations mitigating this are discussed in Appendix[A.T3] Due to compute constraints, we
only train and evaluate a small number of non-JumpReLU SAEs in Figure[0] As our goal was only to
show absorption occurs in all SAE architectures, we did not feel this is a significant drawback.

Future Work The primary goal of future work is to find solutions to feature absorption. We are
particularly hopeful that work extending Meta-SAEs [4] may solve or mitigate feature absorption.
Another possible solution may be attribution dictionary learning [25]]. Finally, structured sparsity
techniques such as group lasso [[13] or hierarchical sparse coding [[14] may also be a promising
direction of future work.

Other possible directions include allowing absorption to occur and using it as a way to recover
hierarchies between features in a LLM. Our toy model results suggest that absorption leads to an
asymmetric pattern in the encoder and decoder of the SAE, so it may be possible to use this insight to
detect absorption (although there may be other reasons for an asymmetry in the SAE encoder and
decoder beyond absorption).

Conclusion We identify a form of feature splitting we call “feature absorption”, where more specific
latents “steal credit” from more general ones. Absorption creates an interpretability illusion, where a
seemingly interpretable latent has arbitrary false negatives in its mainline interpretation. Lower recall
poses problems for using SAEs for high-stakes classification or finding sparse circuits [21]], as the
number of latents needed to characterize model behavior may be much larger than expected.

We show that absorption is a consequence of hierarchical co-occurrence between sparse and dense
features. If a dense feature like “starts with letter D” always co-occurs with a more sparse feature like
“dogs”, the SAE can increase sparsity by absorbing the “starts with D” feature into a “dogs” latent.

We hope that our work highlights the fundamental limitations of sparse feature extraction and prompts
future research on SAEs such as identifying cases where a feature “should have activated” but does
not due to absorption, and exploring theoretical solutions to absorption. The ease of demonstrating
absorption in toy models makes it easier to validate potential solutions.
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A Appendix

A.1 Glossary of Terms

Sparse Autoencoders (SAEs): Neural networks trained to reconstruct their input while enforcing
sparsity in their hidden layer. In the context of this paper, SAEs are used to decompose the dense
activations of language models into more interpretable features.

SAE error term: When inserting a SAE into the computation path of the model, errors in SAE
reconstruction will propagate to later parts of the model and can change the model output. We refer
to the error as the SAE error term, and corresponds to the difference between the SAE output and the
original SAE input activation. Marks et al. [21] introduced the idea of adding this error term back to
the SAE output to ensure that the SAE does not change model output.
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Latent: We refer to neurons in the hidden layer of a SAE as latents to avoid overloading the
term “feature”. This is in contrast to earlier work which used the term “feature” to refer to both
human-interpretable concepts and SAE hidden layer neurons.

Feature: We use the term “feature” to refer to an idealized human-interpretable concept that the
model represent in its activations and which a SAE latent may or may not represent.

Monosemantic: Referring to a feature or representation that corresponds to a single, clear semantic
concept. In the context of SAEs, a monosemantic feature would ideally capture one interpretable
aspect of the input.

Interpretable: A latent being interpretable is not well defined in the field, making it difficult to
ensure that different authors mean the same thing when referring to SAE interpretability. When
we refer to a SAE latent as being interpretable in this work, we mean that it should behave in line
with how it appears to behave after inspecting its activation patterns. If an SAE latent appears to
track a feature X by a reasonable inspection of its activations but has subtle deviations from this
behavior in reality, we say this is not interpretable. We thus measure interpretability via classification
performance when a latent appears to be a classifier over some feature.

Feature dashboard: A dashboard showing activation patterns and max-activating examples for a
SAE latent. Feature dashboards are commonly used to interpret the behavior of an SAE latent.

Neuronpedia: A platform, https://neuronpedia.org, which hosts feature dashboards for
popular SAEs [20].

Token-aligned latent: A latent which seems to roughly fire on variants of the same token. For
instance, a “Snake” token-aligned latent may fire on the tokens “Snake”, “SNAKE”, “_snakes”, etc...

Feature splitting: A phenomenon in SAEs introduced by Bricken et al. [2]], where a SAE latent
tracks a general feature in a narrow SAE, but splits into multiple more specific SAE latents in a wider
SAE. For instance, a latent tracking “starts with L’ in a narrow SAE may split into a latent tracking
“starts with capital L’ and a latent tracking “starts with lowercase L’ in a wider SAE.

Feature absorption: A problematic form of feature splitting where a SAE latent appears to track
an interpretable feature, but that latent has seemingly arbitrary exception cases where it fails to fire.
Instead, a more specific latent “absorbs” the feature direction and fires in place of the main latent.

Circuit: In the context of neural network interpretability, a circuit refers to a subgraph of neurons
or latents within a neural network that work together to perform a specific function or computation.
The study of circuits aims to understand how different components of a neural network interact to
process information and produce outputs.

Linear probe: A simple linear classifier (typically logistic regression) trained on the hidden
activations of a neural network to predict some property or task. Used to assess what information is
linearly decodable from the network’s representations.

K-sparse probing: A variant of linear probing where only the k most important latents (as deter-
mined by some selection method) are used to train the probe. This helps identify which specific
neurons or latents are most relevant for a given task.

Ablation study: An experimental method where a component of a system (in this case, a neuron or
latent in a neural network) is removed or altered to observe its effect on the system’s performance.
This helps determine the causal importance of the component.

Integrated gradients (IG): An attribution method that assigns importance scores to input latents
by accumulating gradients along a path from a baseline input to the actual input. In this paper, it’s
used as an approximation technique for ablation studies.
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In-context learning (ICL): A paradigm where a language model is given examples of a task within
its input prompt, allowing it to adapt to new tasks without fine-tuning. Often used with few-shot
learning techniques.

Residual stream: In the context of transformer architectures, the residual stream refers to the
main information flow that bypasses the self-attention and feed-forward layers through residual
connections.

Logits: The raw, unnormalized outputs of a neural network’s final layer, before any activation
function (like softmax) is applied. In language models, logits typically represent the model’s scores
for each token in the vocabulary.

Activation patching: An interpretability technique where activations at specific locations in a
neural network are replaced or modified to observe the effect on the network’s output. This helps in
understanding the causal role of different parts of the network in producing its final output.

A.2 Proof: absorption decreases SAE loss for hierarchical features

We analyze the effect of a specific form of feature absorption, termed d-absorption, within a Sparse
Autoencoder (SAE) framework. We consider two hierarchically related features, f1 and fy (where
f2 C f1), and demonstrate that for a defined family of encoder and decoder weights parameterized
by § € [0, 1] (6 = 0 corresponds to no absorption, and 6 = 1 corresponds to full absorption):

1. Perfect reconstruction of inputs composed of these features is maintained across all values
of 6.

2. The sparsity loss component attributable to these features is a decreasing function of d,
provided the child feature f has a non-zero probability of appearing.

3. Consequently, optimizing for sparsity encourages higher values of 4, i.e., greater absorption.

1. Preliminaries and Assumptions

H1. Dataset and Features Let D be a dataset. We consider a set of features F = {f1, fo, ..., fa}-
Each feature f; € R¥ is a vector with unit norm, || ;|| = 1. Features are mutually orthogonal:
fi - fj = 0i; (Kronecker delta), where 6;; = 1if i = j and 0if  # j. An activation h € R in the

b o g ; A _
model’s residual stream is a linear combination of active features: h = € ActiveFeatures J 7+

H2. Feature Hierarchy and Probabilities We focus on two features f1, fo € F with a hierarchy
f2 C fi. This implies that if f; is present in a datapoint, f; must also be present. The probabilities
of observing combinations of f; and f5 are:

(f1, f2) = p11: Probability of f; and f5 co-occurring (e.g., input is f1 + f2).
(

p
* p(f1,f2) = p1o: Probability of f1 occurring without f5 (e.g., input is f1).
*p

(—=f1, f2) = po1: Probability of f occurring without f;. By the hierarchy assumption,
po1 = 0.

* p(—=f1,—f2) = poo: Probability of neither f; nor fy occurring (e.g., input is 0 or some

fk7k 7é 172)

We assume p11 + p1o + pPoo = 1.

H3. Sparse Autoencoder (SAE) Model The SAE reconstructs an input h as h = fs(h). The

reconstruction is h = Wyz, where z = ReLU(W,h). No bias terms are used. W ; is the i-th row of
W, (encoder vector for latent 7), and Wy ; is the ¢-th column of Wy (decoder vector for latent 7). We
analyze two specific latents, z; and z, intended to capture f; and f. Other latents z; for j > 2 are
assumed to perfectly reconstruct other features f; (e.g. We ; = f;, Wa ; = f;) and do not interact
with f1, fo due to orthogonality.
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HA4. SAE Loss Function The totallossis £ = Lrec+ALgp, where A > 0. Lyee = Epup {Hh — ﬁ\\%}

Ly = Ep~p Y, |2|. Our analysis will focus on the contributions of 21, 25 to Ly and Lyp.

HS5. Definition of 5-Absorption We define a specific parameterization for the encoder and decoder
weights associated with f; and f2 by a parameter ¢ € [0, 1]:

* Wei=fi—0f
o We,2:f2
® Wd,l =fi
e Wao=fo+df

0 = 0 represents no absorption, while 6 = 1 represents full absorption.

2. Proposition 1: Perfect Reconstruction under -Absorption

For any § € [0,1], and for inputs h consisting only of f1, f2 or 0, the reconstruction h = Wa121 +

. . 1,2
Wa, 222 perfectly reconstructs h, i.e., the reconstruction loss component E,(-e(? ) due to these features
is 0.

Proof We consider the possible input types based on f1, fa:

Case 1: h = f; (only parent feature f; is present). The latent activations are:
zZ1 = ReLU(WeJ . h) = ReLU((f1 — 6f2) . fl)
=ReLU(f1- fi —6f2- f1)
=ReLU(1-6-0)=1 (byHl)
zg = ReLU(W, 3 - h) = ReLU(f2 - f1) = ReLU(0) =0 (by HI)

The reconstruction is:

h=2Wai+2Wao=1-fi+0-(f2+3fi) = f

Thus, h = h.

Case 2: h = f1 + f> (both parent f; and child f- are present). The latent activations are:
zZ1 = RCLU(We’l . h) = ReLU((f1 — 5f2) . (fl + fg))
=RelLU(fi-fi+fi-fa—0fa-f1=6f2- fa)
=ReLU(1+0—-6-0—06-1) =ReLU(1 —4) (byHI)
Since § € [0,1],1 = > 0,021 = 1 — 4.
zg = ReLU(W, 2 - h) = ReLU(f2 - (f1 + f2))
=ReLU(fz - fi + f2- f2)
=ReLU(0+1)=1 (byHI)

The reconstruction is:

h = Z1Wd,1 + ZQW(LQ = (1 — 5)f1 +1- (fg + (5f1)
=(1=-0fi+fotdfi=fi-0fi+fot+tdfi=fi+ [

Thus, h = h.

Case 3: h = 0 (neither f; nor fs is present).
z21 = RCLU((fl — (ng) . 0) =0
Zo = ReLU(fg . 0) =0

The reconstruction is: )
h=0-fi+0-(fo+df1)=0

Thus, h = h.
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Case 4: h = f, (only child feature f; is present). This case is disallowed by assumption H2
(po1 = 0), as fy C f1 implies f; must be present if f5 is.

In all permissible cases, b — h = 0, so ||h — h||3 = 0. Therefore, the reconstruction loss component
due to f1, f2, denoted Er(elc’z), is 0 for any § € [0, 1].

3. Proposition 2: Sparsity Loss under j-Absorption

The expected sparsity loss contribution from latents z1 and z2, denoted Eg; 2 = Epop[|z1] + |22]],
is given by:

L3 = p11(2 - 6) + pio

Furthermore, its derivative with respect to ¢ is:

ach? _
i —P11

Proof We calculate the sum of absolute latent activations |z1 | 4 |z2| for each case from Proposition
1 and weight them by their probabilities (H2):

o If h = f1 + f2 (probability p11): 21 =1 —0, 20 = 1. Since § € [0,1],1 —§ > 0, so
|Zl| =1-9. |2’2| =1. ThUS, ‘Zl| + |22‘ = (1 75) +1= 2 — 4.

o If h = f; (probability p1g): 21 = 1, 22 = 0. Thus, |21| + |22| =14+ 0= 1.

* If h = 0 (probability pgg, neither fi nor fs present): z3 = 0, zo = 0. Thus, |z1| + |22| =
0+0=0.

The case corresponding to pg; does not occur.

The expected sparsity loss from 21, 2o is:
Eﬁé’z) =pi11-(2—0)+pio-1+poo-0
=p11(2—6) + pio

Taking the derivative with respect to J:

ach? g
dg = %(21911 — dp11 + p1o)

Since p11 and p1¢ are constants with respect to §:

dcl?
do

= —P11

4. Corollary: Increasing Absorption Decreases Sparsity Loss

If p11 > 0 (i.e., the child feature fo co-occurs with fi with non-zero probability), then increasing §
strictly decreases £§,} ’2).

(1,2)

Proof From Proposition 2, —— = —p11. If p11 > 0, then —p1; < 0. A negative derivative

implies that £§;*2> is a decreasing function of & for § € [0, 1]. The minimum value of L3> over this

interval occurs at § = 1 (full absorption), yielding c§;’2)(5 =1)=p11(2 —1) + p1o = p11 + P10-
The maximum value occurs at 6 = 0 (no absorption), yielding Eg; ’2)((5 =0)=p11(2—0) +p1o =
2p11 + p1o- O
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5. Conclusion

Given the specified d-absorption mechanism for an SAE handling two hierarchical features f1, f
(where fo C f1):

1. Perfect reconstruction of inputs composed of f; and f> is maintained irrespective of the

degree of absorption J. Thus, Lfelc’m is unaffected by 4.

2. The sparsity loss component £§l} 2) associated with these features is p11(2 — d) + p1o-

3. If p11 > 0, the total loss £ (focusing on the components related to f1, f2) decreases as §
increases because Lr(e1072) is constant (zero) and 553’2) decreases.

4. Therefore, an optimization process like gradient descent, when minimizing the total loss
L = L + ALs, (Where A > 0), will favor increasing 0 towards 1, thereby promoting
feature absorption for these hierarchically related features, assuming the SAE learns or is
constrained to these forms of W, and Wj.

This formalizes the argument that, under the given conditions and definitions, absorption is a
mechanism that can reduce SAE loss by improving sparsity without harming reconstruction for
hierarchical features.

A.3 Extended toy model experiments

In this section we explore further variants on absorption in toy models. We use the same setting as our
main toy model experiment, with four mutually-orthogonal true features, and train an SAE with four
latents. Each true feature f € R50. Unless otherwise stated, every time feature 1 fires feature 0 must
also fire, but feature O is allowed to fire on its own as well. This is to simulate hierarchal features
such as our example “starts with S” and “short” features, where every time the “short” feature fires
we expect “starts with S” must also fire since “short” starts with “S”, but “starts with S” can fire on its
own as well. Feature 2 and 3 are fully independent. All features fire with magnitude 1.0 and variance
0.0 unless otherwise stated.

Magnitude variance causes partial absorption In our main toy model experiment, each true
feature fires with magnitude exactly 1.0. This is not very realistic, though - likely there will be some
variance in feature firing magnitudes in real LLMs. We simulate this by adding variance of 0.1 to the
firing magnitude of feature 0, so the relative magnitudes of feature 0 and 1 are no longer fixed. We
show the plots of cosine similarity between SAE encoder and decoder in Figure[I0} Here, we still see
the same absorption pattern in the SAE encoder and decoder with the latent 3 encoder containing a
negative component of feature 1, and the latent O decoder merging features 0 and 1. We show some
sample true feature firings and corresponding SAE latent activations in Table 2}

Cos sim with true features (feat 1 co-occurs w/feat 0, feat O magnitude varies)
SAE encoder SAE decoder

[1,0
] -

0

0

5 - 5 - £
3 — -00 2
< < L o5 °©
v w2 —0.9
: g |
- 1.0
0 1 2 3 0 1 2 3
True feature True feature

Figure 10: SAE encoder and decoder with true features. The firing magnitude of feature 0 has
variance 0.1, while the remaining features fire with variance 0.0. When there is variance in the firing
magnitudes of parent and child features, we still see an absorption pattern in the SAE encoder and
decoder with the latent 3 encoder containing a negative component of feature 1, and the latent 0
decoder merging features 0 and 1.

We see that now the SAE latent tracking feature O still fires when the true values of features 0 and 1

are both 1.0, but very weakly. However, if the magnitude of feature O drops down to 0.75, then the
feature O latent fully turns off.
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Table 2: Sample true feature firings and corresponding SAE latent activations. Feature 1 only fires if
feature O fires. Feature 0 has variance of 0.1 in its firing magnitude, while the other feature have no
variance in their firing magnitude.

TRUE FEATURES SAE LATENT ACTS

1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
1.00 1.00 0.00 0.00 1.27 0.00 0.00 0.22
0.90 1.00 0.00 0.00 1.27 0.00 0.00 0.12
0.75 1.00 0.00 0.00 1.26 0.00 0.00 0.00

We call this phenonemon partial absorption. In partial absorption, there’s co-occurrence between a
dense and sparse feature, and the sparse feature absorbs the direction of the dense feature. However,
the SAE latent tracking the dense feature still fires when both the dense and sparse feature are active,
only very weakly. If the magnitude of the dense feature drops below some threshold, it stops firing
entirely.

Feature absorption is an optimal strategy for minimizing the L1 loss and maximizing sparsity.
However, when a SAE absorbs one latent into another, the absorbing latent loses the ability to
modulate the magnitudes of the underlying features relative to each other. The SAE can address this
by firing the latent tracking the dense feature as a "correction” to add back some of the dense feature
direction into the reconstruction. Since the dense feature latent is firing weakly, it still has lower L1
loss than if the SAE fully separated out the features into their own latents.

Imperfect co-occurrence can still lead to partial absorption Next, we test what will happen if
feature 1 is more likely to fire if feature O is active, but can still fire without feature 0. We set up
feature 1 to fire with feature 0 95% of the time, but 5% of the time it can fire on its own. For this
experiment, all features fire with magnitude 1.0 and O variance. We show the cosine similarities
of the SAE encoder and decoder with true features in Figure[TT] Some sample feature firings and
corresponding SAE activations are shown in Table[3]

Cos sim with true features (feat 1 partially co-occurs w/feat 0)
SAE encoder SAE decoder
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Figure 11: SAE encoder and decoder with true features. Feature 1 fires with feature 0 95% of the
time, but 5% of the time feature 1 is allowed to fire on its own. Even though there is not perfect
co-occurrence between features 0 and 1, we still see the SAE encoder and decoder learn a weak
absorption pattern, with the decoder latent for feature 1 absorbing part of feature 0, and the encoder
latent for feature O including a negative component of feature 1.

We see signs of partial absorption here as well. We see the same absorption pattern in the SAE
encoder and decoder as we saw in our other absorption examples, although less severe than the
previous examples. We also see in the sample firing patterns that when both feature 0 and 1 fire
together, the latent tracking feature O fires with noticeably lower magnitude than when feature O fires
on its own. Here, even though the co-occurrence between features 0 and 1 is not perfect, we still see
partial absorption.

Absorption also affects TopK SAEs So far, we have only shown feature absorption occurring
with standard L1 SAEs. Next, we examine how other absorption affects other architectures using
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Table 3: Sample feature values and corresponding SAE activations. Feature 1 can only fire if feature
0 is active 95% of the time, but 5% of the time feature 1 can fire on its own. We see signs of partial
absorption, where the latent tracking feature O fires noticeably more weakly if feature 1 is active.

TRUE FEATURES SAE LATENT ACTS

1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
1.00 1.00 0.00 0.00 0.00 1.05 0.00 0.67
0.00 1.00 0.00 0.00 0.00 0.95 0.00 0.00

a batch topk SAE [3]]. Batch topk SAEs are an improved version of topk SAEs [[10] where the top
k * B latents are used to reconstruct the SAE input, where B is the batch size. As the topk function
enforces sparsity, there is no additional L1 loss term.

Topk SAEs are harder to use for very small toy models like our 4-feature toy model above, since if
the k is too large relative to the size of the SAE the SAE will not learn correct features. To address
this, we use a slightly larger toy model with 12 mutually orthogonal true features. All features fire
independently with probability 0.15, except for the first 2 features. Feature O is the parent feature in
our hierarchy, and fires with probability 0.4. Feature 1 is the child feature, and fires with probability
0.6 only if feature 1 fires, but never fires if feature 1 does not fire. All features fire with magnitude
1.0. We train a batch topk SAE with k = 2. We show the cosine similarities of the SAE encoder and
decoder with true features in Figure[T2]

Cos sim with true features (feat 1 co-occurs w/feat 0, batch topk SAE)

SAE encoder SAE decoder
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Figure 12: SAE encoder and decoder with true features for a batch topk SAE with k=12. Feature 1 is
only allowed to fire if feature O fires. We still see a very clear absorption pattern between the latents
tracking features O and 1 despite the lack of L1 loss.

We still see a clear absorption pattern between the latents tracking features 0 and 1 despite the lack of
L1 loss. Absorption increases sparsity, which allows the topk SAE to have better reconstruction loss
at a given k, and is thus what the SAE learns.

A.4 Ablation algorithm

A.5 How good is Gemma-2 on character identification tasks?

We evaluate how well can Gemma-2-2B identify the first letter or all the letters in a token (spelling
the full token). We evaluate the accuracy of the model on all tokens in the LR probe validation set
with a prompt containing 10 in-context examples selected at random from the full vocabulary. Our
results are shown in Figure T3]

We see that performance on the first-letter identification task is high throughout token length, while
the full-word spelling performance decreases as the length of the token increases.
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Algorithm 1 SAE Latent Ablation

Insert SAE in model computation, including error term
Define a scalar metric on the model’s output distribution
Calculate baseline metric value for a test prompt
for each token of interest do
for each SAE latent do
Set the SAE latent activation to 0
Recalculate the metric
Compute ablation effect (baseline - new metric)
Reset the SAE latents to its original value
end for
end for=0

Spelling accuracy by token length
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Figure 13: Baseline performance for Gemma-2-2B on first-letter identification and full-token spelling
by token length.

A.6 Intervening on the first letter

If the model is using the identified SAE latents for predicting the first letter we should also be able to
change what first letter it predicts just by changing the activations. For this experiment we use the
SAE latents most cosine similar with the LR probe for the true first letter and for a new randomly
selected letter. We take the intermediate activations of Gemma-2-2B in the residual stream and
encode them using the SAE. Then we zero out the activation of the SAE latent associated with the
original letter and change the activation of the SAE latent associated with the new letter into the
average activation it has on tokens starting with this new letter.

Editing works better with latents from the narrower 16k SAE compared to the 65k, with the best LOs
in the 75-150 range. This corresponds to the observed pattern of these SAE latents having higher
F1 scores for classification. We report the results in Figure[T4] The best SAEs on the layers 7-9 can
achieve a substantial replacement, but note that the averages hide variance across individual tokens,
where some get edited completely and others get unaffected. The edit success also varies based on
the true first letter and the random new letter; for illustration we show a breakdown by letter for two
specific SAEs in layer 7 in Figure T3]

A.7 Probe cosine similarity vs k=1 sparse probing

The first step when searching for a SAE latent that acts as a first-letter classifier involves searching
for SAE latent which best acts as a classifier. In Figure [d we achieve this by first training a LR probe
on the first-letter task and using cosine similarity between that probe and the SAE encoder to find the
best latent for the first-letter task. We also investigated using k-sparse probing with k=1 to select the
best SAE latent instead. This involves training a linear probe with L1 loss and selecting the latent
with the highest positive weight from the probe.

We find that both k=1 sparse probing yield nearly identical results, as seen in Figures [16| and
Additionally Figure[T8]shows the cosine similarity of the LR probe with each SAE latent by letter for
the canonical Gemma Scope layer O 16k width SAE. In most cases there is an obvious probe-aligned
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(a) Comparing success in editing out the true first letter ~ (b) Comparing the edit success with the top SAE latent
and making the model predict a randomly selected new across all LOs for 16k and 65k widths across layers
letter across layers 0-9 for all 16k and 65k Gemma  0-9. The best performance seems to be occurring for
Scope SAEs. LO between 75 and 150.

Figure 14: Comparison of Edit success by Layer and LO
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Figure 15: Comparing the edit success broken down by the letter at layer 7 for two SAEs; SAE width
16,000 and LO of 137 and SAE width 65,000 and LO of 107. For each original letter we draw a
sample of 100 tokens and average the decrease in probability of the correct first letter and increase in
probability of a new random letter.

latent. Likely any reasonable method of latent selection will find the same latent for these cases. We
thus decided to use cosine similarity between the SAE encoder and a LR probe as our selection criteria
for single SAE latents as this is a simpler metric and less computationally intensive to compute.

A.8 Precision, recall, and F1 score for the first-letter task

We evaluated precision, recall, and F1 score for the first-letter classification task, and found that the
precision and recall vary depending on the LO of the SAE. Low LO SAEs learn high precision, low
recall latents, while high LO SAEs learn low precision, high recall latents. These results are shown in
Figure[T9] We thus chose to use F1 score as our core metric in this paper to balance precision and
recall as many if the SAEs we tested have extreme values in either precision or recall.

While it may appear that there is an optimal LO from looking at aggregate statistics across letter, we
find that breaking down the F1 vs LO plot by letter reveals that the optimal LO appears different for
different letters, with low frequency letters like z actually having the best F1 score at the lowest LO,
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(a) Mean F1 score on first-letter classification task
using top SAE encoder latent by cosine similarity
with the LR probe vs LO for all Gemma Scope SAEs
layers 0-9.
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(b) Mean F1 score on first-letter classification task
using k=1 sparse probing to select the SAE latent for
the first-letter classification task vs LO for all Gemma
Scope SAEs layers 0-9.

Figure 16: Comparison of LR probe cosine similarity and k=1 sparse probing vs 10
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(a) Mean F1 score on first-letter classification task
using top SAE encoder latent by cosine similarity
with the LR probe vs layer for all Gemma Scope SAEs
layers 0-9.
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Figure 17: Comparison of LR probe cosine similarity and k=1 sparse probing vs layer

while other letters instead have an optimal LO around 30-50. Figure 20| shows these results broken
down by letter.

A.9 SAE training

We train SAEs on the first 8 layers of Qwen2 0.5B [32] and Llama 3.2 1B [6] using the SAELens
library [[15]. The SAEs are all trained with identical hyperparameters of L1 coefficient of 2.5 and
500M tokens. The Qwen2 0.5B SAEs all have LO between 25 and 50 and explained variance between
0.77 and 0.83. The Llama 3.2 1B SAEs have L0 between 27 and 110, and explained variance between
0.74 and 0.89. We use a single 40gb Nvidia A100 GPU for training each SAE.

A.10 Maetric choice for ablation studies

To determine the causal effect of SAE latents on the first-letter identification task, we use a metric, m,
which measures the logit of the correct letter minus the mean logit of all incorrect letters. Our metric
is defined below, where g refers to the final token logits, L is the set of uppercase letters, and y is the
uppercase letter that is the correct starting letter:

m = gly] —

1
T > gl

le{l\y}
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Figure 18: Decoder cosine similarities with the LR probe by letter, Gemma Scope 16k layer 0 10=105.
Most letters have one or two obvious SAE latents which align with the probe.
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Figure 19: Comparison of precision and recall vs 10

This metric is chosen to detect changes in the confidence of the model in predicting the correct letter
relative to the mean reference class of other letters. This should capture changes in the model’s

confidence in predicting the correct logit.

This is not the only metric that could be chosen, and an argument can be made that we should subtract
the max of all incorrect letter logits rather than the mean of all incorrect letter logits. The max form

of this version of the metric is shown below:
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Figure 20: F1 vs LO by letter. SAE latents are picked using k=1 sparse probing.

Momaz = — max ¢l
gyl = max gl
This second form using a max can also account for the case where the logits of the model shift from

being confident in the correct answer to instead being confident in an incorrect answer while leaving
the logits of the correct answer the same.
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(a) Absorption rate using the mean version of the ab-
sorption metric, Gemma Scope layers 0-3.

(b) Absorption rate using the max version of the ab-
sorption metric, Gemma Scope layers 0-3.

Figure 21: Comparison of absorption rates using the max and mean versions of the absorption metric.

In practice, we expect that ablating an absorbing latent should cause the model to become less
confident in the correct answer, so the difference between these two forms of the metric should yield
similar results.
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We calculate the mean absorption rate for Gemma Scope SAEs layers 0-3 in Figure 2T]using both
versions of this metric. The overall shape of the curve is nearly identical between these two choices
of metrics. The mean version of the metric, which is used in this paper, results in a slightly more
conservative estimate of absorption rate.

We consider our absorption score to be a rough estimate of the true absorption rate and thus consider
either the mean or the max version of the logit diff metric to be valid for evaluating absorption.
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A.11 Choice of thresholds for absorption metric

Our absorption metric makes use of several thresholds. For feature splitting, we use a threshold of
0.03 on the F1 score jump moving from £ = n to k = n + 1 in sparse probing. To classify a latent as
a case of absorption, we require cosine similarity with the LR probe above 0.025, and a clear largest
ablation effect of 1.0 more than then next highest latent. In this section, we discuss the intuition
behind these thresholds. In all cases, these thresholds are just the rough midpoint of ranges of values
that achieve similar results, and that we feel are reasonable default values. We also refer readers to
our online feature absorption explorer to gain a similar intuition as to what typical ranges of these
values look like.

Feature splitting threshold We detect interpretable feature splitting by noting how large a jump
in Fl-score we gain moving from k = n to k = n + 1 in sparse probing. Figure[Sa]demonstrates a
typical example of how F1 score increases for interpretable feature splitting vs feature absorption.
In the left side of the figure, we see that moving from £ = 1 to &k = 2 there is a F1-score jump of
around 0.08, while each increase after that is less than 0.01. For the figure on the right, where no
interpretable feature splitting occurs, all F1-score jumps are less than 0.01. This plot is a very typical
illustration of detecting feature splitting via k-sparse probing. Any threshold between 0.01 and 0.05
does a good job of detecting feature splitting. We set the threshold to 0.03 to be in the middle of this
range.

LR probe cosine similarity threshold We use a threshold of 0.025 on the cosine similarity of the
firing latent with the LR probe as part of the metric, ensuring that any latent we classify as absorption
must contain some component of the probe direction. This threshold is mainly a cheap way to filter
out latents that are obviously not probe-aligned so we can avoid running the more expensive ablation
experiments. Nearly any threshold above 0 and below 0.05 should work identically well for this
purpose. We choose 0.025 to be in the middle of this range. For most cases of absorption we detect,
the absorbing latent has a probe cosine similarity of around 0.05 - 0.15. Figure [6b] demonstrates a
very typical case of cosine similarity between an absorbing latent and the LR probe, showing cosine
similarity of 0.12.

Absorption effect threshold As part of our metric, we assert that any latent we classify as
absorption must have the highest ablation effect of all latents, and that lead must be by at least 1.0. As
the main goal of the metric in our paper is establishing definitively that absorption exists and affects
real LLM SAEs, we focus on the most obvious cases of absorption where a single latent absorbs
the parent feature direction in a single activation. This threshold thus serves two purposes: first, to
establish the latent has a strong ablation effect, and second, the establish that the effect is dominant
over other latents. The metric is not particularly sensitive to the exact choice of threshold we set here,
as any dominant ablation effect above around 0.5 is already quite strong. Figure [7]shows a typical
ablation effect for a dominant absorbing latent, and has an ablation effect above 6, while all other
latents have ablation effects well below 0.5. We pick a threshold of 1.0 here as its a clean number
that is well within the range that will work as a threshold. Any threshold between 0.5 and 3.0 should
work just as well.

A.12 Causal interventions and absorption

In this work, we rely on causal interventions like ablation experiments to verify that SAE latents have
a causal impact on model behavior. In these experiments for spelling tasks, we set up an ICL prompt
to elicit spelling information from the model, for instance the ICL prompt below:

tartan has the first letter: T
mirth has the first letter: M
dog has the first letter:

In this ICL prompt, we would apply an SAE and train LR probes on the _dog token position, and
expect that the model will output the token _D. When we intervene on the _dog, we can track the
causal changes to model outputs by applying a metric to the output logits, e.g. checking how our
intervention increases or decreases the _D logit relative to other letters.
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We use these interventions as part of our absorption metric to ensure that when we claim that
“absorption” is occurring, we verify that the absorbing latent has a causal impact on model outputs.
This is stronger evidence than only noting a cosine similarity between the absorbing latent, but this
means that our absorption metric cannot classify absorption at later model layers.

During a LLM forward pass, the model first collects relevant information on a token in that token
position, and attention heads then move relevant information from earlier tokens to later tokens
[L1}122]. If we assess ablation effect at layers after which model attention has already pulled relevant
information from the subject tokens into the final output token, the ablation effect will be 0. For
Gemma 2 2B on the first-letter spelling task, we find this movement of first-letter spelling information
occurs around layer 18.

Figure 22 shows an activation patching experiment [22] on a sample first-letter spelling prompt. In
this experiment, we see that near layer 18 the model moves first-letter spelling information from the

subject token to the prediction token.
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Figure 22: Residual stream attribution patching for a sample first-letter spelling prompt, Gemma 2
2B. After around layer 18, model attention moves the relevant spelling information from the source
token to the prediction location.

As a result, our feature absorption metric will not function past layer 18 in Gemma 2 2B, and we
thus focus on layers 0-17 for our analysis of feature absorption. We believe that feature absorption is
still occurring in SAEs past layer 18, but we lose the ability to make causal claims that the absorbing
latents are used by the model to make predictions. Given that this paper is trying to highlight the
existence of feature absorption, we felt it is more important to have a metric which is robust and has
the backing of causal analysis but which cannot be used at all model layers. Future work may make a
different trade-off and choose a feature absorption metric which can work at all model layers, for
instance relying only on cosine similarity between absorbing latents and a LR probe to determine
absorption. We describe variations on the metric that can facilitate this in Appendix [A-T3|below.

A.13 Alternate formulations of the absorption metric

There are a few variations to the metric that can be made to make it more flexible so that it can
be applied at all layers of the model, and can be tweaked to detect partial absorption as well. As
described above, we did not use this variation as we felt it is more important to demonstrate definitely
and conservatively that absorption occurs in this paper. However, we describe the changes that can be
made to the metric as follows:

replace ablation study with LR probe projection in reconstruction The metric in our paper uses
an integrated-gradients ablation study to be absolutely certain that an absorbing feature is causally
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responsible for model behavior. We use this in the paper as our goal is to establish with certainty that
feature absorption exists in real models, but it has the following drawbacks:

* We need to be able to consistently prompt the model to perform the task, outputting a single
token

* We cannot evaluate final model layers after attention moves task-relevant information to the
final token

* Ablation studies are slow, which makes the absorption metric expensive to calculate.

The ablation study can be replaced instead with a threshold on the portion of the logistic regression
(LR) probe direction an absorbing latent contributes to the residual stream. To do this, we project
all firing latents against the LR probe direction d,, as well as project the input activation a against
the probe. We require that a latent [ must contribute at least 7. portion of the probe projection to the
reconstruction. So, in order for [ to be considered an absorbing latent, the following must be true:

al-dp

Te <
“ T a-d,

where a; is the reconstruction component of latent [ (the encoder activation of latent [ times the
decoder vector for [).

Allow multiple absorbing latents The metric in the paper requires one dominant absorbing latent
for simplicity, but it is possible in theory to have two or more absorbing latents firing together
performing absorption. We can modify the metric to take this into account by allowing up to N
latents firing together contribute up to 7. together.

Thus, the threshold from change 1 above now becomes the following, where [,, refers to the absorbing
latent with the nth largest contribution to the LR probe direction in the reconstruction:

N o d

ln " %p

7'<§

¢ a-dy
n

We do not do this in the paper as it requires another hyper-parameter which is hard to set in a
principled way, but should result in a less conservative estimate of absorption.

Allow main latent(s) to fire weakly instead of being fully turned off The metric in the paper
requires that the main latent(s) for a task all be fully disabled to identify a case of absorption. However,
in partial absorption, as explored in our section on toy models, the main latent does not always fully
turn off but fires very weakly instead. We can adjust the metric to take this into account by relaxing
the requirement that the main latents are fully disabled and instead allow them to fire weakly. Similar
to change 1, we define a threshold 7,,, as a maximum contribution to the probe direction in the
reconstructed activation a that comes from each main latent [,,,. Thus, if we have M main latents, in
order to be classified as absorption the following must be satisfied:

M .
alWL.dp
Tm 2 E —
a-dp

m

In the metric defined in the paper, 7,,, = 0, meaning the main latents must be fully turned off to count
as absorption.

This final change, which detects partial absorption, may be preferable to get a sense of an overall
level of absorption present in an SAE. However, if the goal is to determine whether absorption affects
the SAE’s ability to act as a classifier, then requiring that the main SAE latent be fully turned off to
be called absorption is preferable, so we do not claim that either version of the metric is superior in
all cases.
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A.14 Additional plots

In this section, we include additional plots that are too large to fit in the main body of the paper.
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Figure 23: Absorption rate vs L0 by letter, layers 0-17. We see a wide variance in which letters are
absorbed by which SAEs.
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A.15 Feature dashboards

We include feature dashboard screenshots from Neuronpedia for some prominent latents mentioned
in this work. Figure 24] shows a dashboard for Gemmascope layer 3, latent 1085, which is a token-
aligned latent firing on variations of the word _short and we find absorbs the “starts with S” direction.
Figure[25]shows latent 6510 from the same layer which should be the main “starts with S” latent.
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Figure 24: Neuronpedia dashboard for Gemma Scope layer 3, latent 1085. This latent is a token-
aligned latent for _short tokens. This latent absorbs the “starts with S direction.
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Figure 25: Neuronpedia dashboard for Gemma Scope layer 3, latent 6510. This latent should be the
main “starts with S” latent.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made abstract and introduction include demonstrating absorption
in theory, as is explored in Section[3] and experimentally as is explored in Section[5.3]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: limitations are discussed in Section [7}
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: A proof showing that absorption is caused by hierarchical features in a
simplified setting is shown in Appendix [A.2] including all assumptions.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All detail needed to reproduce experiments is contained in Section il All
experiments are run using open-source models and open-source datasets. We also include
all code necessary to reproduce our results along with the paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All code and data necessary to reproduce our results is included in supplemental
material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Details of experiments are explained in Section |4 with further details of our
absorption metric described in Section[5.3] We also include further details on SAE training
in Section

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Our results are mainly run on existing open-source SAEs, so while we report
all results on these SAEs, we do not have access to multiple seeds for each SAE as these are
not published. For the SAEs we train ourselves, our goal is only to show that absorption is
non-zero for these SAE architectures rather than making a claim about a specific level of
absorption in general.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We use a single 40gb Nvidia A100 GPU for all experiments, as described in
Appendix [A.9]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Our work follows the ethics guidelines for NeurIPS.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work is about a technical problem with sparse autoencoders, and is not
applicable to society at large.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:
Justification: Our work does not have any misuse risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets and code are open-source and follow the license of the original
work.

Guidelines:
» The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release further assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We did not perform any crowdsourcing
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We did no work with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

37


paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs are not used to conduct experiments in this work.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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