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ABSTRACT

Model compression has been an active research field to reduce the size and com-
plexity of the model. In a recent noteworthy study, ToMe and its variants utilize the
Bipartite Soft Matching (BSM) algorithm in which tokens representing patches in
an image are split into two sets, and top k similar tokens from one set are merged.
This approach not only utilizes pretrained weights but also enhances speed and
reduces memory usage. However, this algorithm has some drawbacks. The choice
of a token-splitting strategy significantly influences the algorithm’s performance
since tokens in one set can only perceive tokens in the other set, leading to mis-
merging issues. Furthermore, although ToMe is effective in the initial layers, it
becomes increasingly problematic in deeper layers as the number of tokens di-
minishes because of damaged informative tokens. To address these limitations,
rather than relying on specific splitting strategies like BSM, we propose a new
algorithm called PiToMe. Specifically, we prioritize the protection of informative
tokens using an additional factor called the energy score. In experiments, PiT-
oMe achieved up to a 50% memory reduction while exhibiting superior off-the-
shelf performance on image classification ( keeping 1.71% average performance
drop compared to 2.6% for ToMe) and image-text retrieval (1.35% average perfor-
mance drop compared to 6.89% for ToMe) compared to ToMe and ToMe-based
approaches dependent solely on token similarity.

1 INTRODUCTION

Vision Transformers (ViTs) |Dosovitskiy et al.| (2020) have contributed to recent advancements in
computer vision, enhancing the way we use deep learning models to represent images and videos.
However, these transformer-based architectures often come with substantial memory requirements
and high time complexity, especially as models grow larger. While there have been attempts to
design new architectures (Dong et al.,2021;|Y1n et al.,2022; Rao et al., 2021} |Liu et al., 2021} Zhou
et al.l2022) to address these issues, the primary drawback of these new architectures is the need to
retrain the model from scratch. Thus, it is imperative to find a solution that makes models faster and
lighter without compromising the performance of pre-trained models.

In recent years, researchers have explored a novel research direction aimed at directly pruning or
merging tokens (i.e., patches) passed into each layer of transformer encoders. This approach can
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leverage the pre-trained weights of the model, effectively reducing both the speed and memory
footprint. A notable recent work is ToMe (Bolya et al, 2023) which introduced the Bipartite Soft
Matching (BSM) algorithm, which is simple yet effective in merging tokens with high similarity.
Since ToMe, several works have emerged, relying on the BSM algorithm to develop their variants
(Cao et al, 2023} Bolya & Hoffman} 2023}, [Bonnaerens & Dambre} 2023}, [Chen et al.} 2023)); how-
ever, they only tested on small models, and the performance improvement is marginal. In this paper,
we refer to them as BSM-based approaches.

ToMe and BSM-based approaches rely on the BSM algorithm, wherein all tokens representing
patches in an image are divided into two sets, .4 and B. Tokens in set .4 are then compared to
those in set B using cosine similarity, and & tokens in set .A with the highest similarity are selected
for merging. However, this approach has some drawbacks:

* Firstly, the choice of a tokens-splitting strategy highly affects the performance of the algo-
rithm. In the ToMe paper, the author chose to split based on odd and even indices. However,
cases of mis-merging are still inevitable since tokens in set .A can only perceive tokens in
BB but not themselves.

 Secondly, while the BSM algorithm works effectively in the initial layers where redundant
tokens for backgrounds and noise are abundant, as tokens go deeper into the network, there
is a risk of compromising informative tokens that represent the main object because of their
high similarity

To address these limitations, we propose a new algorithm, named PiToMe to Protect Informative
Tokens before Merging. Our approach prioritizes the protection of informative tokens using an
additional criterion called energy score, in contrast to relying on specific splitting strategies as in
BSM. In all experiments on two tasks, image classification, and image-text retrieval, using both
large and small backbones models, our method demonstrates superior off-the-shelf performance
compared to previous BSM-based approaches that depend solely on token similarity. Additional
algorithm details are provided in Section[2]
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Figure 1: The core idea of PiToMe revolves around graph cutting, ensuring the preservation of
important and informative nodes (i.e., patches) while selectively merging unimportant nodes, such
as backgrounds and noises. For instance, consider an image showing a cat hiding behind the wheel
of a red car. Our method can preserve critical nodes that characterize the cat and merge background
and redundant tokens. Patches highlighted with a bolder blue border signify a higher attention score
from the classification token.

2 METHODOLOGY

Inspired by the Graph Cut algorithm for image segmentation tasks, our methodology treats indi-
vidual patches as nodes in a fully connected graph. Our goal is to efficiently identify and separate
nodes using their energy scores and protect them from being merged. This helps protect informa-
tive/isolated tokens (low energy scores) while looking for tokens that are clustered together (high
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energy scores) and considers merging them. As illustrated in Figure. [T} our approach include 4 main
steps.

Step 1: We first obtain the nodes and compute edges for the input graphs. In our implementation,
we opted for using the key vectors within the attention block to represent nodes v; € V. The weight
assigned to each edge is subsequently determined through cosine similarity:

e- V) M

V2

Let ¢ be the number of nodes and h be the hidden size of v; € V. The final output is the graph
G(V, &), where V € R**" represent nodes and & is an adjacency matrix containing weights for all
edges. The reason we chose key vectors as node representations is to align with the methodology in
previous papers (Bolya et al., 2023} Bolya & Hoffmanl [2023; Bonnaerens & Dambre, 2023} (Chen
et al. 2023), allowing for a direct comparison with the bipartite soft matching algorithm used by
BSM-based approaches.

Step 2: In this steps the energy score for each node is calculated. Let ¢ be the index of the current
node and N (7) represent the set of neighbor nodes. The energy score s; of node v; is calculated
using the following equation:

si = E(vi,e) = —% > fley) with f(z) =

JEN(9)

{z ifr >m @)

a(exp(x —m) — 1) otherwise

In equation [2] and e;; is the edge weight connecting node i to node j. Here, instead of summing
all e;;, the function f(.) serves as a normalization tool, selectively considering nearby neighbors
and discarding the influence of distant clusters on merging decisions. Here, m is a fixed constant
representing the margin for each node. Nodes within this margin with high edge weight e;; are con-
sidered true neighbors, while nodes outside this margin have e;; replaced by a constant ¢, ensuring
a lower bound for edges with minimal weights. The term exp(z — m) — 1 smooths the function
f(z) for neighboring nodes with e;; proximity to the margin m. In experiments, we set o« = 1.0 and
m = 0.9 — 0.9 x [;/l, where [; is the current layer index and [ is the number of encoder layers, in-
dicating a growing margin as tokens move to deeper layers. Energy scores are estimated and sorted,
and the top 2k nodes with the highest energy scores are selected for merging.

Step 3 & 4: Having identified mergeable tokens, we partition them into two sets, denoted as .A and
B, each containing k nodes. All nodes in set A are merged with their nearest neighbors in set B
through a weighted average procedure based on their energy scores.

Algorithm 1 PiToMe Algorithm

1: function PITOME(reduce ratio: r, input graph: G(V, £)) > Function to prepare for merging
2 k«—t—t-r > Compute number of nodes to merge
3 s « argsort(E(v;, e;), descending=True) > Compute energy scores
4: Dyrotected < S[: 2+ k], 8[2 - k ¢ > Identify mergeable and protected nodes
5: Ng, Ny, < Nppergel: K] Mpergelk ] > Split mergeable nodes
6: Emerge + ENy][My] > get edge weights of mergeable nodes
7 Ny < argmax(Emerge) > Find closest neighbors
8: function MERGE(X) > Function to perform merging
9: Xprotected < X[Mprotected, ) > Extract protected tokens
10: X4, X5 + X[ng,:], X[ny, ] > Extract tokens in set .4 and B
11: X4, X5+ X4 x (1 —sng]),Xp x (1 —sny)) > Weighted average
12: X + Xp.scatter_reduce(ngs;, X 4, mode = “sum”) > Merge tokens
13: Xp « Xp/sp.scatter_reduce(ngs¢, S 4, mode = “sum”) > Normalize merged tokens
14: return cat(X, otected, XB) > Concatenate and return merged tokens
15: end function
16: return MERGE > Return merging lambda function

17: end function

The pseudo-code for our method is provided in algorithm[I] The final output is a M/ ERGE function
which serves as a lambda function that can be applied to any matrix X € R**¢ where ¢ is the number
of tokens in the current layer and d is the hidden size.
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3 EXPERIMENTS

In our experiments, we focus on evaluating the off-the-shell performance (i.e. compressing the
model and directly reusing weight without retraining) of our method across two different tasks: im-
age classification and zero-shot image & text retrieval. Here the number of floating-point operations
(FLOPS) that the model needed to perform inference for one sample is used as the main metric to
benchmark the memory footprint as well as the speed of the model. Larger FLOPS mean the model
requires higher memory and a longer time for training and inference.

3.1 IMAGE CLASSIFICATION

In this image classification experiment, we employed 5 ViT backbones of varying sizes—tiny (ViT-
T), small (ViT-S), base (ViT-B), large (ViT-L), and huge (ViT-H) - which are pre-trained using
either MAE (He et al., [2021) or DEIT (Touvron et al., [2021) styles. These backbones were uti-
lized to assess both off-the-shelf and trained performance. All experiments were conducted on the
ImageNet-1k dataset, which is a subset of ImageNet (Russakovsky et al.,[2015)) containing labeled
images spanning 1000 categories.

Table 1: Comparison to recent SOTA models 025 o
and other model compressing methods. 800 /,ff T baseline
75 /3;' - :‘I:Me
type model | acc  FLOPS L 750 :%. e 6
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ViTCLPB 83.6 17.6 = 700
Swin-B 84.0 154 67.5
CSWin-B 84.2 15.0
MViTv2-B 84.4 10.2 o0
MVITVZ_L 853 421 o 068 0.78 1.2 27 34 46 9.4115 17.7
ToMePE™T 67.7 0.68 FLOPS
PiToMe ™" 69.5 0.68
merge ToMePETT 68.9 0.79 (a) DEIT models
PiToMePH™" 70.8 0.79 . aigo
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—— DiffRate
—— PiToMe
A-ViTPEITS 78.6 29 o — ToMe
g -mDEIT-S model
prune  Dynamic-ViT 79.3 2.9 > —e— VITH-14
SP-ViTDEITS 793 26 P vl
ToMePE!TS 78.1 27 <
PiToMePH ™S 78.9 2.7 %
merge  goviTPEITS 79.5 2.9
ToMeP#'™S 794 2.7 s
8 DEIT-S .
PITOMC 79'7 2.7 9.4 115 17.7 27.3 351 614 854 1167 167.3
FLOPS
ToMeMAEL 83.9 31.0 (b) MAE models
merge PiToMeM & 84.6 31.0
MAE-L . .
13)?4;[ AL g:-g ;i-g Figure 2: Off-the-shell performance of ViT back-
11ove - : bones on the ImageNet dataset. Here, the FLOPS
axis has been divided by 10° and rescaled us-
ToMeMAEH 859 9211 ing a logarithmic scale for better visualization.
PiToMeMA5H 863 9211 :
merge - eMAEH O Apart from ToMe (Bolya et al.,[2023) we also in-
PiToMeMAEH 86.6 1083 cluded an additional BSM-based approach which

| is DiffRate (Chen et al.,[2023).

Table [T showcases our experimental results, comparing our approaches with previous works, includ-
ing recent SOTA models (Dong et al., 2021 [Liu et al., 2021} [He et al., [2021} |L1 et al., [2022b), and
other token merging/pruning methods (Bolya et al.| 2023 |Rao et al.l [2021} [Yin et al., 2022} Zhou
et al., |2022). Models with blue background are used off-the-shelf without training, while gray
indicates models retrained from scratch. Off-the-shelf results, illustrated in figure @, demonstrate
that our method maintains high accuracy (1.35% average performance drop) after reducing up to
50% of FLOPS, showcasing superior performance with comparable throughput. In table ??, after
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retraining, models that are compressed by PiToMe outperformed previous merging/pruning methods
by a large margin and reached close to the performance of original baseline models.

3.2 IMAGE-TEXT RETRIEVAL

In this image-text retrieval experiment, we evaluate our algorithm using three distinct backbones:
CLIP (Radford et al.| [2021), BLIP (L1 et al., [2022al), and BLIP2 (Li et al., [2023)). CLIP includes
two ViT sizes, base (CLIP-B) and large (CLIP-L), with 12 and 24 layers, respectively. The BLIP
model utilizes the ViT-B with 12 layers, while BLIP2 employs the ViT-G backbone with 48 layers.
Flickr30k (Plummer et al.,[2015)) and MSCOCO (Lin et al.||2014) are used in this experiment, which
is also frequently used in previous works for this task. The evaluation metric is based on recall @k,
a widely employed metric in information retrieval and recommendation systems. Higher recall@k
values indicate better performance, reflecting the model’s effectiveness in retrieving relevant items.
For further details on the training strategy, we refer readers to |Li et al.|(2022a).

500 algo

—— PiToMe
— ToMe s ®
500 7
— act s
—— baseline e —— baseline
model ! model
—e— CLIPB 400 ./ 4 7 i —e— CLIP.B
x= CLIP_L £ ! x= CLIP_L
4

algo
— PiToMe
—— ToMe
— dct

450

400

20
350 ?:Z:"
0"

£
3 300 a
o

| i = BLIP i =+ BLIP
w0 / I - BLIP2 200 H i --+- BLIP2
200 i jl i
150 / :" 200 /

100
8.6 124 353 55.1 80.4 296.9 453.8 678.5 8.6 124 35.3 55.1 80.4 296.9 453.8 678.5
FLOPS FLOPS

(a) MSCOCO (b) Flickr30k

Figure 3: Off-the-shell performance for image-text retrieval task. Here, we evaluate the performance
of compressed vison-languages models using three different algorithms, the first is our algorithm
PiToMe, two others are the BSM algorithm used in ToMe (Bolya et al.| [2023), and the DCT algo-
rithm (He et al., 2023)). The FLOPS axis is divided by 10 and rescaled using a logarithmic scale
to enhance visualization. The Rsum metric represents the sum of RQ1 4+ R@5 + RQ10 for both
image-to-text and text-to-image retrieval. The maximum score for Rsum is 600, indicating a perfect
100% recall score for all RQk.

From figure 32 [3b] we can see that the results for off-the-shell models are consistent with the image
classification task. Our algorithm proved a clear advantage in which we outperform other model
compressing methods and recent SOTA models (L1 et al.l 2021} [Chen et all 2020; [Varma et al.,
2023; |Sun et al., 2021) by a large margin for both image-to-text and text-to-image retrieval. This
result is consistent for all backbones. Although retraining models is not necessary, we also included
extra experiments in which we retrained all models from scratch in section [A.I] To illustrate the
effectiveness of our approach, more visualizations are also presented in Appendix [A.3]

4 CONCLUSION

This paper introduces PiToMe, a new algorithm that utilizes graph cutting to protect informative
tokens throughout the token merging process. Through experiments on image classification and
image-text retrieval tasks, our algorithm consistently outperforms previous methods using token
merging and pruning, given the same running time and memory usage. While our focus has been
on tasks involving encoder ViT models, specifically using ViT encoders for image understanding
in classification and retrieval, we believe the applicability of our approach extends beyond these
scenarios. In the future, we will broaden the scope of our work to include decoder models to adapt
to more tasks like stable diffusion, image captioning, text classification, and summarization.
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Table 2: Performance of token compressing methods when retraining

dataset model method | Ri@1 Ri@Q5 Ri@10 | RtQ1 Rt@Q5 Rt@10 | Rsum
cipp  DCTr=00 7692 9242 9606 | 8433 9672 9924 | 540.64
ToMe,—o.055 | 7954 9486 9728 | 90.60 9836  99.42 | 561.08

PiToMe,_o.005 | 80.01 9484  97.36 | 89.92 9877 9935 | 560.32

. DCT, .95 6750 892 9424 | 8212 9639 9660 | 527.73
Flickr30k  CLIP-L oy o 7972 9521 9748 | 9164 9931 9972 | 56128
PiToMe,_o0s | 79.84 9544 9770 | 92.48 99.40  99.99 | 565.44

sp  DCTroo 7674 9374 9605 | 89.82 989 9929 | 556.22
ToMe,—0.055 | 8204 9602 9794 | 9222 994 9981 | 567.50

PiToMe,—o.005 | 82.23 9580 98.08 | 9454 99.6  99.99 | 569.98

cippp  DCTr=00 4398 7412 8075 | 5458 79.99 8554 | 41896
ToMe,—o.055 | 48.02 7438 8327 | 5570 82.04 8936 | 433.66

PiToMe,_o 005 | 5209 7810 86.15 | 6526 86.88 9278 | 462.56

DCT,—0.05 4849 7446 8326 | 6218 8491 9158 | 444.99

MSCOCO  CLIP-L v o 5299 7747 8547 | 6534 8742  93.04 | 467.67
PiToMe,_o05 | 5330 7775 85.69 | 68.66 89.46 94.16 | 469.03

sp DCTr—oo 5352 7928  87.09 | 70.04 9040 949 | 47648
ToMe,—o.055 | 5646 8130  88.66 | 6898 90.16 952 | 48235

PiToMe,—o.005 | 56.93 81.68  88.63 | 73.40 9192 9594 | 490.30

Table 3: When provided with an equal per-
centage of remaining memory, our algorithm
can achieve comparable speeds while signif-
icantly enhancing the performance across all
models, whether in off-the-shelf or retrained

settings.
model method img/s % memory
CLIP-B  DCT 99 69.0%
r=0.925 ToMe 102 69.0%
PiToMe 102 69.0%
%
CLIP-L DCT 57 60.5%
r=0.95  ToMe 60 60.5%
PiToMe 60 60.5%
BLIP DCT 60 64.9%
r=0.925 ToMe 66 64.9%
PiToMe 65 64.9%
BLIP2 DCT 18 45.5%
r=0.95 ToMe 23 45.5%
PiToMe 21 45.5%

A APPENDIX

Table 4: Compare to SOTA models

dataset model Rsum  FLOPS
FLickr30k UNITER 550.90 -
VILLA 551.24 -
LightingDOT 532.26 -
ALBEF 564.58  55.14
CLIP-L 56823  80.85
PiToMeP ¥ .. 569.98  35.28
PiToMePL™ .. 565.58  35.28
PiToMeBF2 . 566.25  296.93
PiToMePl0%,.  572.81  434.50
MSCOCO  ALBEF 47839  55.14
CLIP-L 483.68  80.85
PiToMeBP .- 490.30 3528
PiToMePll .. 48178 3528
PiToMePL0%, 49492 296.93
PiToMeBLl2 . 504.95  434.50

A.1 DETAILED EXPERIMENT RESULTS FOR RETRAINED BACKBONES ON IMAGE-TEXT

RETRIEVAL TASKS

We also conducted an experiment in which we utilized pre-trained backbones and finetuned them
from scratch. All results regarding the retrieval performance, speed, and memory are presented in
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tables 2} 3] We also included table ] to compare with recent SOTA architectures where records
with blue background denote models used off-the-shelf without training, while gray indicates

models retrained from scratch. Here, it is evident that our algorithm consistently achieves the best
performance for almost every backbone for image-text retrieval.

A.2 PERFORMANCE OF TOME WITH DIFFERENT TOKEN MERGING SCHEDULES

Unlike in ToMe, where the author employed a fixed reduction schedule with an integer parameter k
for each layer, we discovered that this merging strategy is suboptimal for off-the-shell performance.
The reason is that there tends to be more redundancy in tokens within the initial layers, while the
remaining tokens in later layers become progressively more informative. In this paper, we opt to
reduce the model by a fixed percentage of r. This allows us to eliminate redundant tokens in the
early layers while preserving informative tokens in the later layers.

e use k 500 e use k

i ; o — False - T — TFalse
500 eee P True o= / True

§ ¥ / model 400 J model

g —e— CLPB —e— CUPB

400 £ —x= CLP_L s s —x= CLP_L
a- BLIP 300 K ~-a- BLIP

£ - BUP2 | § +- BLIP2
2 300 2
200
200
100
100
200 400 200 400
FLOPS FLOPS
(a) MSCOCO (b) Flickr30k

Figure 4: Oft-the-shell performance of all backbones for image-text retrieval task using different
token merging schedules.
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Figure 5: Off-the-shell performance of all backbones for image classification task using different
token merging schedules.

A.3 ANALYSIS

To better explain the effectiveness of PiToMe, we have included many visualizations featuring ex-
amples with images and captions sampled from the MSCOCO dataset, as shown in Figures [6a] [6b]
[6d] [6¢] [6T} we employed the BLIP backbone and set the reduction percentage to r = 0.9, visual-
izing the final representation of all remain tokens in the last layers. Tokens with bolder blue borders
indicate higher attention scores from the classification (CLS) token. Here, it is evident that unlike
Tome, which directly merges neighboring nodes with high similarity and potentially damages infor-
mative tokens, PiToMe can safeguard important tokens based on their energy scores. Consequently,
PiToMe preserves attention maps for important information.
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ViT-B size 384 PiToMe ToMe

n
ViT-B size 384 PiToMe

(c) A boy is standing in an inflatable pool on a surfboard.

ViT-B size 384 PiToMe ToMe

(f) An orange cat hiding on the wheel of a red car.
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