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Abstract

Diffusion models have achieved remarkable advancements in text-to-image gen-
eration. However, existing models still have many difficulties when faced with
multiple-object compositional generation. In this paper, we propose RealCompo,
a new training-free and transferred-friendly text-to-image generation framework,
which aims to leverage the respective advantages of text-to-image models and
spatial-aware image diffusion models (e.g., layout, keypoints and segmentation
maps) to enhance both realism and compositionality of the generated images. An
intuitive and novel balancer is proposed to dynamically balance the strengths of the
two models in denoising process, allowing plug-and-play use of any model without
extra training. Extensive experiments show that our RealCompo consistently out-
performs state-of-the-art text-to-image models and spatial-aware image diffusion
models in multiple-object compositional generation while keeping satisfactory
realism and compositionality of the generated images. Notably, our RealCompo
can be seamlessly extended with a wide range of spatial-aware image diffusion
models and stylized diffusion models.

1 Introduction

The field of diffusion models has witnessed exciting developments and significant advancements
recently[65, 46, 19, 45, 40, 73]. Among various generative tasks, text-to-image (T2I) generation
[33, 20, 64] has gained considerable interest within the community. T2I diffusion models such as
Stable Diffusion [41], Imagen [42] and DALL-E 2/3 [39, 4] have exhibited powerful capabilities
in generating images with high aesthetic quality and realism [4, 36]. However, they often struggle
to align accurately with the compositional prompt when it involves multiple objects or complex
relationships [28, 3, 34], which requires the model to have strong spatial-aware ability.

One potential solution to optimize the compositionality of generated images is providing a spatial-
aware condition to control diffusion models [12, 66, 58], such as layout/boxes [35, 14], keypoint/pose
[72] and segmentation map [22]. These spatial-aware conditions are fundamentally similar in
functioning, thus we mainly focus our analysis on layout-to-image (L2I) models for simplicity.
With the control of layout, L2I models [27, 8, 59] improve compositionality by generating objects
at specified locations. For instance, GLIGEN [27] designs trainable gated self-attention layers to
incorporate layout input and controls the strength of its incorporation by changing parameter β.
Although L2I models improve the weaknesses of compositional text-to-image generation, their
generated images exhibit a significant decline in realism compared to T2I models [27, 78].
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Prompt: On a wooden table, there is a white vase with a pink flower inserted 
in it, and a cat is sitting on the table to the right of the vase.
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Figure 1: Motivations of RealCompo. (a) and (c) The realism and aesthetic quality of generated
images become poor as more layout is incorporated. (b) Even if layout is incorporated only in the
early denoising stages, the control of text alone still fails to alleviate the poor realism issue. More
results are shown in Appendix B.

We conducted experiments to analyze why a significant decrease in image realism exists. We
analyze the layout injection mechanism in GLIGEN [27] by controlling the density of layout through
parameter β. As shown in Fig. 1 (a) and (c), our experiments indicate that the density of layout
directly influences the realism of generated images. As the control of layout gradually increases,
the generated images become less aesthetic and more unstable. This demonstrates that layout and
text, as different control conditions, guide the model towards different generation directions, with
the former emphasizing compositionality and the latter emphasizing realism. To alleviate this issue,
some models [28, 27] leverage the early-stage localization capability of diffusion models [71, 49]
and incorporate layouts only during the initial denoising phase. In the later denoising stage, only use
text to balance image realism. However, we found this approach yielded minimal effectiveness. We
assumed β = 1 in the first t denoising steps and β = 0 in the subsequent denoising steps. As shown
in Fig. 1 (b), the object’s position is already determined around 20 steps. However, it is common that
the generated images exhibit almost no difference between t = 20 and t = 50. This suggests that
even when the injection of layout is stopped in the later denoising stages, the control of text alone
still fails to alleviate the poor realism issue. The trade-off between realism and compositionality in
T2I and L2I models is challenging yet necessary.

To this end, we introduce a general training-free and transferred-friendly text-to-image generation
framework RealCompo, which utilizes a novel balancer to achieve dynamic equilibrium between
realism and compositionality in generated images. We first utilize LLMs to generate scene layouts
from text prompt through in-context learning [32]. Then we propose an innovative balancer to
dynamically compose pre-trained fidelity-aware (T2I, stylized T2I) and spatial-aware (e.g., layout,
keypoint, segmentation map) image diffusion models. This balancer automatically adjusts the
coefficient of the predicted noise for each model by analyzing their cross-attention maps during the
denoising stage. By combining the respective strengths of the two models, it achieves a trade-off
between realism and compositionality. Finally, we extend RealCompo to various spatial-aware
conditions through a general compositional denoising process. Moreover, by changing the T2I model
to a stylized T2I model, Realcompo can seamlessly achieve compositional generation specified with
a particular style. These dramatically demonstrate the great generalization ability of RealCompo.
Although there exist methods [61, 2] for composing multiple diffusion models, their application lacks
flexibility because they require additional training and cannot be generalized to other conditionss
and models. Our method effectively composes two models in a training-free manner, allowing for a
seamless transition between various models.

To the best of our knowledge, RealCompo effectively achieves a trade-off between realism and
compositionality in text-to-image generation. Choosing one (stylized) T2I model and one spatial-
aware (e.g., layout, keypoint, segmentation map) image diffusion model, RealCompo automatically
balances their fidelity and spatial-awareness to realize a collaborative generation. We expands the
family of model ensembling/checkpoint merging techniques, which are extensively used in the
diffusion community. We believe RealCompo opens up a new research perspective in controllable
and compositional image generation.

Our main contributions are summarized as the following:

• We introduce a new training-free and transferred-friendly text-to-image generation frame-
work RealCompo, which enhances compositional text-to-image generation by balancing the
realism and compositionality of generated images.
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• We design a novel balancer to dynamically combine the predict noise from T2I model and
spatial-aware (e.g., layout, keypoint, segmentation map) image diffusion model.

• RealCompo has strong flexibility, can be generalized to balance various (stylized) T2I models
and spatial-aware image diffusion models and can achieve high-quality compositional
stylized generation. It provides a fresh perspective for compositional image generation.

• Extensive qualitative and quantitative comparisons with previous outstanding methods
demonstrate that RealCompo has significantly improved the performance in generating
multiple objects and complex relationships.

2 Related Work

Text-to-Image Generation In recent years, the field of text-to-image generation has made remark-
able progress [47, 60, 36, 18, 11, 74, 63], largely attributed to breakthroughs in diffusion models. By
training on large-scale image-text paired datasets, T2I models such as Stable Diffusion (SD) [41],
DALL-E 2/3 [39, 4], MDM [17], and Pixart-α [7], have demonstrated remarkable generative capabil-
ities. However, there is still significant room for improvement in compositional generation when text
prompts include multiple objects and complex relationships [58]. Many studies have attempted to
address this issue through controllable generation [72] by providing additional conditions such as
segmentation map [22], scene graph [62], layout [77], etc., to constrain the model’s generative direc-
tion to ensure the accuracy of the number and position of objects in the generated images. However,
due to the constraints of the additional conditions, image realism may decrease [27]. Furthermore,
several works [37, 9, 68, 65, 30] have attempted to bridge the language understanding gap in models
by pre-processing prompts with Large Language Models (LLMs) [1, 48]. It is challenging for T2I
models to achieve trade-off between realism and compositionality [65] of generated images.

Compositional Text-to-Image Generation Recently, numerous methods have been introduced to
improve compositional text-to-image generation [53, 78, 69, 55, 25, 29]. These methods enhance
diffusion models in attribute binding, object relationship, numeracy, and complex prompts. Recent
studies can generally be divided into two types [52]: one primarily uses cross-attention maps for
compositional generation [31, 24, 76], while the other provides more conditions (e.g., layout, keypoint,
segmentation map) to achieve controllable generation [16, 78]. The first methods delve into a detailed
analysis of cross-attention maps, particularly emphasizing their correspondence with the text prompt.
Attend-and-Excite [6] dynamically intervenes in the generation process to improve the model’s
generation results in terms of attribute binding (such as color). Most of the second methods offer
layout as a constraint, enabling the model to generate images that meet this condition. This approach
directly defines the area where objects are located, making it more straightforward and observable
compared to the first type of methods [27]. LMD [28] provides an additional layout as input with
LLMs. Afterward, a controller is designed to predict the masked latent for each object’s bounding
box and combine them in the denoising process. However, these algorithms are unsatisfactory in the
realism of generated images. A recent powerful framework RPG [65] utilizes Multimodal LLMs
to decompose complex generation tasks into simpler subtasks to obtain satisfactory realism and
compositionality of generated images. Orthogonal to this work, we achieve dynamic equilibrium
between realism and compositionality by combining T2I and spatial-aware image diffusion models.

3 Method

In this section, we introduce our method, RealCompo, which designs a novel balancer to achieve
dynamic equilibrium between realism and compositionality of generated images. We initially focus
on the layout-to-image models. In Section 3.1, we analyze the necessity of incorporating influence for
the predictive noise of each model and provide a method for calculating coefficients. In Section 3.2,
we provide a detailed explanation of the update rules employed by the balancer, which utilizes a
training-free approach to update coefficients dynamically. In Section 3.3, we provide a universal
formula and denoising procedure that enable the balance of T2I models with any spatial-aware image
diffusion model, such as keypoint or segmentation-to-image models based on ControlNet [72]. We
also extend RealCompo to stylized compositional generation by stylized T2I models.
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Prompt: A woman with long golden 
hair is sitting on the sofa. In front 
of her is a round stone table, on 
which from left to right are a 
burning candle and an orange cat 
that has been sitting there.
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Figure 2: An overview of RealCompo framework for text-to-image generation. We first use LLMs
or transfer function to obtain the corresponding layout. Next, the balancer dynamically updates the
influence of two models, which enhances realism by focusing on contours and colors in the fidelity
branch, and improves compositionality by manipulating object positions in the spatial-aware branch.

3.1 Combination of Fidelity and Spatial-Awareness

LLM-based Layout Generation. Since spatial-aware conditions are similar essentially, we first
choose layout as the representative of spatial-aware condition for introduction. As shown in Fig. 2,
we leverage the powerful in-context learning [57, 79] capability of Large Language Models (LLMs)
to analyze the input text prompt and generate an accurate layout to achieve "pre-binding" between
objects and attributes. The layout is then used as input for the L2I model. In this paper, we choose
GPT-4 for layout generation. Please refer to Appendix C.1 for detailed explanation.

Combination of Two Types of Noise. In diffusion models, the model’s predicted noise ϵt directly
affects the direction of the generated images. In T2I models, ϵtext

t exhibits more directive toward
realism [41], whereas in L2I models, ϵlayout

t demonstrates more directive toward compositionality
[27]. To achieve the trade-off between realism and compositionality, a feasible but untapped solution
is to compose the predicted noise of two models. However, the predicted noise from different models
has its own generative direction, contributing differently to the generated results at different timesteps
and positions. Based on this, we design a novel balancer that achieves dynamic equilibrium between
the two models’ strengths at every position i in the noise for timestep t. This is achieved by analyzing
the influence of each model’s predicted noise. Specifically, we first set the same coefficient for the
predicted noise of each model to represent their influence before the first denoising step:

Coetext
T = Coelayout

T (1)

In order to regularize the influence of each model, we perform a softmax operation on the coefficients
to get the final coefficients:

ξct =
exp(Coect)

exp(Coetext
t ) + exp(Coelayout

t )
(2)

where c ∈ {text, layout}.

The balanced noise can be derived according to the coefficient of each model:

ϵt = ξtext
t ⊙ ϵtext

t + ξlayout
t ⊙ ϵlayout

t (3)

where ⊙ denotes pixel-wise multiplication.

Once the predicted noise ϵct and the coefficient Coect of each model are provided, the balanced noise
can be derived from Eq. 2 and Eq. 3. At timestep t, the balancer dynamically updates coefficients as
described in Section 3.2.
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3.2 Influence Estimation with Dynamic Balancer

The alignment between the generated images and the input prompts is largely influenced by model’s
cross-attention maps, which encapsulate a wealth of matching information between visual and textual
elements, such as location and shape. Specifically, given the intermediate feature φ(zt) and the text
embeddings τθ(y), cross-attention maps can be derived in the following manner:

Ac = Softmax

(
Qc(Kc)T√

dck

)
, c ∈ {text, layout} (4)

Q = WQ · φ (zt) , K = WK · τθ(y) (5)

where Q and K are respectively the dot product results of the intermediate feature φ(zt), text
embeddings τθ(y), and two learnable matrices WQ and WK . Aij defines the weight of the value of
the j-th token on the i-th pixel. Here, j ∈ {1, 2, . . . , N(τθ(y))}, and N(τθ(y)) denotes the number
of tokens in τθ(y). The dimension of K is represented by dk.

Update Rule of Dynamic Balancer. We designed a novel balancer that dynamically balances two
models according to their cross-attention maps at timestep t. Specifically, we represent layout as
B = {b1, b2, . . . , bv}, which is composed of v bounding boxes b. Each bounding box b corresponds
to a binary mask Mb, where the value inside the box is 1 and the value outside the box is 0. Given
the predicted noise ϵct and the coefficient Coect of each model, the balanced noise ϵt and denoised
latent zt−1 can be derived from Eq. 3 and Eq. 12. By feeding zt−1 into two models, we obtain the
cross-attention maps Ac

t−1 output by the two models at timestep t− 1, which indicates the denoising
quality feedback after the noise ϵct of the model at time t is weighted by ξct . Based on Ac

t−1, we
define the loss function as follows:

L(Atext
t−1,A

layout
t−1 ) =

∑
c

∑
b

(
1−
∑

i Ac
(ijb,t−1) ⊙Mb∑
i Ac

(ijb,t−1)

)
(6)

where c ∈ {text, layout}, jb denotes the token corresponding to the object in bounding box b. Since
two models are controlled by different conditions, averaging the predicted noise equally will lead to
instability in the generated images. This is because the T2I model breaks the layout constraints of
the L2I model, reducing the compositionality of the generated images, as we have demonstrated in
experimrnts in Fig. 9. Therefore, we designed this loss function to measure the alignment between
the cross-attention maps and layout for each model. A smaller loss indicates better compositionality.
The following rule is used to update Coect :

Coect = Coect − ρt∇Coec
t
L(Atext

t−1,A
layout
t−1 ) (7)

where ρt is the updating rate. This update rule continuously strengthens the constraints on both
models by assessing the positional alignment of the layout within the cross-attention maps, ensuring
the maintenance of the localization capability of L2I model while injecting fidelity information of T2I
model. It is worth noting that previous methods [6, 59, 28] for parameter updates based on function
gradients were primarily using energy functions to update latent zt. We are the first to update the
influence of predicted noise based on the gradient of the loss function, which is a novel and stable
method well-suited to our task. The complete denoising process is detailed in Appendix C.3.

3.3 Extend RealCompo to any Spatial-Aware Conditions in a General Form

Other spatial-aware text-to-image diffusion models are essentially similar to L2I models. Keypoint-
to-image (K2I) models generate specified actions or poses within each group of keypoints region,
and segmentation-to-image (S2I) models fill indicated objects within each segmented region. The
concept of "region" is always present, which transforms T2I generation from a macro perspective to
utilizing region-based control for T2I generation from a micro perspective. This concept is also the
core of enhancing image compositionality. Compared with layout-based T2I generation, the only
difference is that keypoints and segmentation maps have stronger control over the model based on
regions, requiring that the pose is maintained and the object is correct and unique.
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A group of four friends, two girls and two boys wearing casual clothing, laughing 
together as they walk along a flower-lined path beneath a cherry blossom tree in 
full bloom. 

A girl with an angelic appearance dances in a white dress as dark clouds gather 
in the sky, creating a somber atmosphere.

Keypoint SDXL ControlNet RealCompo(Ours)

In the living room there are two white sofas and a white coffee table, and the 
living room has two oversized floor-to-ceiling windows.

Segmentation map SD v2.1 ControlNet RealCompo(Ours)

A house with dark red walls surrounded by flowers and trees.

Figure 3: Extend RealCompo to keypoint- and segmentation-based image generation.
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Figure 4: RealCompo constructed on ControlNet.

General Form for Extension to Other Spatial-
Aware Conditions We rethink Eq. 6, which is
RealCompo’s core approach in combining T2I
and L2I models, where the only layout-related
variable is the binary masks M. Considering
that spatial-aware controllable T2I generation
inherently focus on the concept of "region con-
trol", we introduce a transfer function:

M = f(C) (8)

where C represents other spatial-aware condi-
tions such as keypoint and segmentation map.
f(·) represents the calculation of the minimum
and maximum values of the horizontal and ver-
tical coordinates occupied by each set of keypoints or a segmentation block within the entire image
coordinate system, which can be transformed into a layout and a binary mask M. Therefore, for any
T2I models with spatial-aware control, the general loss function of RealCompo is:

L(Atext
t−1,A

spatial
t−1 ) =

∑
c

∑
b

(
1−
∑

i Ac
(ijb,t−1) ⊙ fb(C)∑
i Ac

(ijb,t−1)

)
(9)

where c ∈ {text, spatial}. Similarly, Coect is dynamically updated using Eq. 7. ControlNet [72]
enables controllable T2I generation based on various spatial-aware conditions. In this work, the
spatial-aware branches besides layout are all based on ControlNet, which is illustrated in Fig. 4. The
generated images of keypoint- and segmentation-based RealCompo are shown in Fig. 3.

Extend RealCompo to Stylized Image Generation As an essential indicator of fidelity, image
style [50, 67] guides us to expand the application potential of RealCompo. Since RealCompo mainly
leverages T2I models to enhance and guide the realism and aesthetic quality of generated images.
By replacing the T2I model with various stylized T2I models and combining it with a spatial-aware
image diffusion model, we can achieve outstanding compositional generation under this style. The
experiments are shown in Fig 8.

4 Experiments

4.1 Experimental Setup

Implementation Details Our RealCompo is a generic, scalable framework that can achieve the
complementary advantages of the model with any chosen (stylized) T2I models and spatial-aware
image diffusion models. We selected GPT-4 [1] as the layout generator in our experiments, the
detailed rules are described in Appendix C.1. For layout-based RealCompo, we chose SD v1.5
[41] and GLIGEN [27] as the backbone. For keypoint-based RealCompo, we chose SDXL [4] and
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Table 1: Evaluation results about compositionality on T2I-CompBench [21]. RealCompo consistently
demonstrates the best performance regarding attribute binding, object relationships, numeracy and
complex compositions. We denote the best score in blue , and the second-best score in green . The
baseline data is quoted from PixArt-α [7].

Model Attribute Binding Object Relationship Numeracy↑ Complex↑
Color ↑ Shape↑ Texture↑ Spatial↑ Non-Spatial↑

Stable Diffusion v1.4 [41] 0.3765 0.3576 0.4156 0.1246 0.3079 0.4461 0.3080
Stable Diffusion v2 [41] 0.5065 0.4221 0.4922 0.1342 0.3096 0.4579 0.3386
Structured Diffusion [13] 0.4990 0.4218 0.4900 0.1386 0.3111 0.4550 0.3355
Attn-Exct v2 [6] 0.6400 0.4517 0.5963 0.1455 0.3109 0.4767 0.3401
DALL-E 2 [39] 0.5750 0.5464 0.6374 0.1283 0.3043 0.4873 0.3696
Stable Diffusion XL [4] 0.6369 0.5408 0.5637 0.2032 0.3110 0.4988 0.4091
PixArt-α [7] 0.6886 0.5582 0.7044 0.2082 0.3179 0.5058 0.4117

GLIGEN[27] 0.4288 0.3998 0.3904 0.2632 0.3036 0.4970 0.3420
LMD+[28] 0.4814 0.4865 0.5699 0.2537 0.2828 0.5762 0.3323

RealCompo (Ours) 0.7741 0.6032 0.7427 0.3173 0.3294 0.6592 0.4657

mountains
trees

trees

water

A man and his wife is holding a dog.

a man

a dog

wife

Landscape with trees growing on both sides of a small river, and many 
snowy mountains in the distance.

Layout SD v1.5 RealCompo(Ours)GLIGEN LMD+

On a wooden table sits a yellow vase adorned with yellow, white, and 
purple flowers.

white flowers

a wooden table

a yellow vase

purple flowers

yellow flowers

A rabbit wearing sunglasses is sunbathing on a beach by the lake.

bench

sunglasses

a rabbit

a lake

Three cars are parked in front of two houses.

A person is looking at a stained-glass window and marveling at its beauty.

a stained-
glass window

a person

a house a house

a car a car a car

Layout SD v1.5 RealCompo(Ours)GLIGEN LMD+

Figure 5: Qualitative comparison between our RealCompo and the outstanding text-to-image model
Stable Diffusion v1.5 [41], as well as the layout-to-image models, GLIGEN [27] and LMD+ [28].
Colored text denotes the advantages of RealCompo in generated images.

ControlNet [72] as the backbone. For segmentation-based RealCompo, we chose SD v2.1 [41] and
ControlNet [72] as the backbone. For style-based RealCompo, we chose two stylized T2I models:
Coloring Page Diffusion and CuteYukiMix as the backbone, and chose GLIGEN [27] as the backbone
of L2I model. All of our experiments are conducted under 1 NVIDIA 80G-A100 GPU.

Baselines and Benchmark To evaluate compositionality, we compare our RealCompo with the
outstanding T2I and L2I models on T2I-CompBench [21]. This benchmark test models across aspects
of attribute binding, object relationship, numeracy and complexity. To evaluate realism, we randomly
select 3K text prompts from the COCO validation set , we utilize ViT-B-32 [10] to calculate the
CLIP score and LAION aesthetic predictor to calculate aesthetic score, reflecting the degree of match
between generated images and prompts as well as the aesthetic quality, respectively. In addition to
objective evaluations, we conducted a user study to evaluate RealCompo and stylized RealCompo in
terms of realism, compositionality, and comprehensive evaluation.

4.2 Main Results

Results of Compositionality: T2I-CompBench We conducted tests on T2I-CompBench [21] to
evaluate the compositionality of RealCompo compared to the outstanding T2I and L2I models. As
demonstrated in Table 1, RealCompo achieved state-of-the-art performance on all seven evaluation
tasks. It is clear that RealCompo and L2I models GLIGEN [27] and LMD+ [28] show significant
improvements in spatial-aware tasks such as spatial and numeracy. These improvements are largely
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Figure 6: Results of user study.
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Figure 7: Text-to-image models often generate unrealistic images due to unreasonable object positions.
Our method improves image authenticity through conditional control while maintaining detail and
aesthetic quality.

attributed to the guidance provided by the additional conditions, which greatly enhances the model’s
compositional performance. RealCompo employs a balancer for better control over positioning,
boosting its advantages in these aspects. However, the L2I models exhibit a noticeable decline in
performance on tasks like texture and non-spatial. This decline is due to the injection of layout embed-
dings, which dilute the density of text embeddings, leading to suboptimal semantic understanding by
the model. By composing additional T2I models, RealCompo provides sufficient textual information
during the denoising process and achieves outstanding results in tasks that reflect realism, such as
texture, non-spatial and complex tasks. As shown in Fig. 5, compared with the current outstanding
L2I models GLIGEN and LMD+, RealCompo achieves a high level of realism while keeping the
attributes of the objects matched and the number of positions generated correctly.

Table 2: Evaluation results on image realism.

Model CLIP Score↑ Aesthetic Score↑

Stable Diffusion v1.4 [41] 0.307 5.326
TokenCompose v2.1 [54] 0.323 5.067
Stable Diffusion v2.1 [41] 0.321 5.458
Stable Diffusion XL [4] 0.322 5.531

Layout Guidance[8] 0.294 4.947
GLIGEN[27] 0.301 4.892
LMD+[28] 0.298 4.964

RealCompo (Ours) 0.334 5.742

Results of Realism: Quantitative
Comparison As shown in Table 2,
our model significantly outperforms ex-
isting outstanding T2I and L2I models
in both CLIP score and aesthetic score.
We attribute this to the dynamic bal-
ancer, which enhances image realism
and aesthetic quality while maintaining
high compositionality.

User Study In addition to objective
evaluations, we designed a user study
to subjectively assess the practical per-
formance of various methods. We ran-
domly selected 15 prompts, including 5 for stylization experiments. Comparative tests were conducted
using T2I models, spatial-aware image diffusion models, and RealCompo. We invited 39 users from
diverse backgrounds to vote on image realism, image compositionality, and comprehensive evaluation,
resulting in a total of 1755 votes. As illustrated in Fig. 6, RealCompo received widespread user
approval in terms of realism and compositionality.

Reasonable Composition Improves Realism We provide examples from the user study in Fig.
7, which demonstrates the advantages of RealCompo over the T2I model in realism. As shown in
Fig. 7(a), T2I model generates a teapot that is visibly suspended in the air, which doesn’t conform to
the physical laws of real-world scenes. In contrast, RealCompo generates objects within reasonable
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A vampire girl with black wing and black coat, red moon, castle-background.

a vampire girl

black wing

black coat

red moon

InstantStyle LMD

Style: 
CuteYukiMix 

(SD v1.5)

Figure 8: Extend RealCompo to stylized compositional generation.

bounds through layout constraints, ensuring both the aesthetic quality and positional reasonableness.
In Fig. 7(b), the red chair generated by the T2I model is unnaturally placed on top of the table, and in
Fig. 7(c), two people generated by the T2I model are too close to each other. These examples illustrate
that although T2I model outperforms in detail and visual refinement, its positional reasonableness
needs improvement. Our method utilizes LLM to generate conditions that comply with physical laws,
guiding the model to generate images with both high positional reasonableness and aesthetic quality.
Therefore, under similar detail and aesthetic quality, RealCompo’s more reasonable composition
gives it an advantage over the T2I models in terms of realism.

Results of Extend Applications: More Spatial-Aware Conditions We extend RealCompo to
more spatial-aware controlled image generation. As shown in Fig. 3, keypoint- and segmentation-
based RealCompo achieves outstanding performance in both realism and compositionality. This
promising result reveals that as spatial-aware conditions, layout, keypoint, and segmentation map are
fundamentally similar, RealCompo focuses on these similarities and achieves a general generative
paradigm for compositional generation.

Results of Extend Applications: Stylized Generation Image style is an essential indicator of
fidelity. We experiment with generalizing RealCompo to various pre-trained stylized T2I models. We
selected the Coloring Page Diffusion and Cutyukimix as the foundational stylized models, focusing
on the coloring page style and adorable style, respectively. As shown in Fig. 8, RealCompo perfectly
inherits the style of the T2I models and, with the help of L2I model, achieves powerful compositional
generation under these styles, which is currently difficult for stylized diffusion models to accomplish.
We found it difficult for LMD to strictly maintain the style by simply replacing the backbone with
a stylized model, often leading to text leakage [13]. For example, terms like "crayon" frequently
appear in the coloring page style, indicating that the layout control disrupts the style or text control,
making it challenging for L2I models to achieve stylized compositional generation. In contrast, by
maintaining image realism and style, RealCompo demonstrates strong compositionality while better
preserving the style compared to currently outstanding stylized models like InstantStyle [50].

4.3 Ablation Study

Importance of Dynamic Balancer As shown in Fig. 9, we conducted experiments on the im-
portance of the dynamic balancer. It is clear that without the use of the dynamic balancer, the
generated images do not align with the layout. This is because the predicted noise in T2I model is
not constrained by the layout, leading to the model generating the object at any position, and the
quantity is uncontrollable. Although the image realism is high, the predicted noise of T2I model
disrupts the object distribution of the predicted noise of L2I model, leading to poor compositionality
of the generated images and uncontrollable in the generation process.

Generalizing to Different Backbones To explore the generalizability of RealCompo for various
models, we choose two T2I models, SD v1.5 [41] and TokenCompose [54], and two L2I models,
GLIGEN [27] and LayGuide (Layout Guidance) [8]. We combine them two by two, yielding four
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RealCompo v2
TokenCompose+GLIGEN

RealCompo v3
SD v1.5+LayGuide

RealCompo v4
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Two cute small corgi sitting in a movie theater with two popcorns in front of them.
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Figure 9: Ablation study on the significance of the dynamic balancer and qualitative comparison of
RealCompo’s generalization to different models. We demonstrate that dynamic balancer is important
to compositional generation and RealCompo has strong generalization and generality to different
models, achieving a remarkable level of both fidelity and precision in aligning with text prompts.

versions of RealCompo v1-v4. The experimental results are shown in Fig. 9. The four versions of
RealCompo all have a high degree of realism in generating images and achieving desirable results
regarding instance composition. This is attributed to the dynamic balancer combining the strengths of
T2I and L2I models, and it can seamlessly switch between models because it is simple and requires
no training. We also found that RealCompo, when using GLIGEN as the L2I model, performs
better than when using LayGuide in generating objects that match the layout. For instance, in the
images generated by RealCompo v4 in the first and third rows, "popcorns" and "sunflowers" do not
fill up the bounding box, which can be attributed to the superior performance of the base model
GLIGEN compared to LayGuide. Therefore, when combined with more powerful T2I and L2I
models, RealCompo is expected to yield more satisfactory results.

5 Conclusion

In this paper, to solve the challenge of complex or compositional text-to-image generation, we propose
the SOTA training-free and transferred-friendly framework RealCompo. In RealCompo, we propose a
novel balancer that dynamically combines the advantages of various (stylized) T2I and spatial-aware
(e.g., layout, keypoint, segmentation map) image diffusion models to achieve the trade-off between
realism and compositionality in generated images. In future work, we will continue to improve this
framework by using a more powerful backbone and extend it to more realistic applications.
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This supplementary material is structured into several sections that provide additional details and
analysis related to our work on RealCompo. Specifically, it will cover the following topics:

• In Appendix A, we provide a preliminary about Stable Diffusion.
• In Appendix B, we rovide more visualized results to verify the generality of the phenomenon

we discovered in our motivation.
• In Appendix C.1, we provide a detailed pipeline about how to get layout through in-context

learning of LLMs.
• In Appendix C.2, we provide a detailed proof of the existence of the gradient in Eq. 7.
• In Appendix C.3, we provide the pseudocode for RealCompo to thoroughly demonstrate its

denoising process.
• In Appendix C.4, we conduct a detailed analysis of the gradient changes of the two models

in Eq. 7 during the denoising process.
• In Appendix C.5, we analysis the limitations and future work of RealCompo.
• In Appendix C.6, we analysis the broader impact of RealCompo.
• In Appendix D, we provide more additional visualized results.

A Preliminary

Diffusion models [19, 44, 5] are probabilistic generative models. They can perform multi-step
denoising on random noise xT ∼ N (0, I) to generate clean images through training. Specifically, a
gaussian noise ϵ is gradually added to the clean image x0 in the forward process:

xt =
√
ᾱtx0 +

√
1− ᾱtϵ (10)

where ϵ ∼ N (0, I) and αt is the noise schedule.

Training is performed by minimizing the squared error loss:

min
θ

L = Ex,ϵ∼N (0,I),t

[
∥ϵ− ϵθ(xt, t)∥22

]
(11)

The parameters of the estimated noise ϵθ are updated step by step by calculating the loss between the
real noise ϵ and the estimated noise ϵθ(xt, t).

The reverse process aims to start from the noise xT , and denoise it according to the predicted noise
ϵθ(xt, t) at each step. DDIM [45] is a deterministic sampler with denoising steps:

xt−1 =
√
ᾱt−1

(
xt −

√
1− ᾱtϵθ (xt, t)√

ᾱt

)
+
√

1− ᾱt−1ϵθ (xt, t) (12)

Stable Diffusion [41] is a significant advancement in this field, which conducts noise addition and
removal in the latent space. Specifically, SD uses a pre-trained autoencoder that consists of an encoder
E and a decoder D. Given an image x, the encoder E maps x to the latent space, and the decoder
D can reconstruct this image, i.e., z = E(x), x̃ = D(z). Moreover, Stable Diffusion supports an
additional text prompt y for conditional generation. y is transformed into text embeddings τθ(y)
through the pre-trained CLIP [38] text encoder. ϵθ is trained via:

min
θ

L=Ez∼E(x),ϵ∼N (0,I),t

[
∥ϵ−ϵθ(zt, t, τθ(y))∥22

]
(13)

In the inference process, noise zT ∼ N (0, I) is sampled from the latent space. By applying Eq.
12, we perform step-by-step denoising to obtain a clean latent z0. The generative image is then
reconstructed through the decoder D.
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B More Visualized Results on Motivation

Prompt: A cute rabbit is sitting on a wooden table, and there is a teddy bear and a vase on its right side.

a cute 
rabbit 

a wooden table

a teddy 
bear vase

a cute 
rabbit 

a wooden table

a teddy 
bear vase

Layout

Layout

Model: GLIGEN

Realism

Realism

Figure 10: A more intuitive and clearer example to showcase our discoveries and motivation, using
GLIGEN [27].

Prompt: A yellow American robin, brown Maltipoo dog, a gray British Shorthair in a stream, alongside with trees and rocks.

Layout

Layout

Realism

Unreal

Model: InstanceDiffusion

small waterfall

a gray 
British 
Shorthair 

a yellow 
American 
robin

a brown 
Maltipoo 
dog

small waterfall

a gray 
British 
Shorthair 

a yellow 
American 
robin

a brown 
Maltipoo 
dog

Figure 11: A more intuitive and clearer example to showcase our discoveries and motivation, using
InstanceDiffusion [53].

To further verify the generality of the phenomenon we discovered in our motivation. As shown in
Fig. 10, we first conducted more experiments on GLIGEN [27]. We observed that as the layout
control increased (with a higher β) or the number of layout control steps increased (with a higher
t0), the realism of the generated images declined. There is a noticeable degradation in both detail
richness and aesthetic quality. For instance, the legs of the teddy bear appear unrealistic, as if it is
facing backward with strange distortions, and the overall details of the rabbit become blurred and
unappealing.

Similarly, as shown in Fig. 11, we performed experiments using InstanceDiffusion [53], where we
also define a parameter β to control the strength of the layout control. It is evident that there is
significant quality degradation in the dog’s facial and body details. Additionally, the cat’s eyes are
different sizes, and the bird’s legs are abnormally thin, indicating reduced realism in the generated
images under the influence of layout control. This suggests that achieving a balance between realism
and compositionality in generated images is generally unattainable.

C Additional Analysis

C.1 LLM-based Layout Generation

Large Language Models (LLMs) have witnessed remarkable advancements in recent years [48, 23,
51, 75, 70]. Due to their robust language comprehension, induction, reasoning, and summarization
capabilities, LLMs have made significant strides in the Natural Language Processing (NLP) tasks
[15, 56]. In the context of multiple-object compositional generation, text-to-image diffusion models
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exhibit a relatively weaker understanding of language, as reflected in the poor compositionality of the
generated images. Consequently, exploring ways to harness the inferential and imaginative capacities
of LLMs to facilitate their collaboration with text-to-image diffusion models, thereby producing
images that adhere to the prompt, offers substantial research potential.

In our task, we leverage LLMs to directly infer the layout of all objects based on the user’s input
prompt through in-context learning (ICL) [26, 43]. This layout is used for the layout-to-image model
of RealCompo, eliminating the need to manually provide a layout for each prompt and achieve
pre-binding of multiple objects and attributes. Specifically, as shown in Fig. 12, we construct prompt
templates, which include descriptions of task rules (instruction), in-context examples (demonstration),
and the user’s input prompt (test). Through imitation reasoning based on the instruction, LLM
generate layout for each object, where each layout represents the coordinates of the top-left and
bottom-right corners of a respective box. We selected the highly capable GPT-4 [1] as layout generator.

Instructions

You are an intelligent bounding box generator. I will provide you with a caption 

for a photo, image, or painting. Your task is to generate the bounding boxes for 

the objects mentioned in the caption, along with a background prompt describing 

the scene. The images are of size 1x1. The top-left corner has coordinate [0, 0]. 

The bottom-right corner has coordinate [1, 1]. The bounding boxes should not 

overlap or go beyond the image boundaries …

Demonstration

Input: A teddy bear sits next to a bird

Output: 

      [('a teddy bear', [0.0, 0.1, 0.3, 0.7]), ('a bird', [0.5, 0.1, 1.0, 0.8])]

Input : A book on the right and a bowl on the left

Output : 

      [('a book', [0.6, 0.4, 1.0, 0.8]), ('a bowl', [0.0, 0.4, 0.4, 0.8])]

…

Test

Input: A man and his wife is holding a dog.

A man and his wife is holding a dog.

Embed Prompt into Templated

Request

Output: 

      [(‘a man', [0.1, 0.1, 0.6, 1.0]), 

       (‘wife', [0.5, 0.2, 0.9, 1.0]),

(‘a dog', [0.4, 0.45, 0.8, 1.0]]GPT-4

Pa
rs

in
g

a man

a dog

wife

Figure 12: Firstly, the user’s input text is embedded into the prompt template. The template is then
parsed using GPT-4 with frozen parameters, which yields descriptions of the objects in the prompt as
well as their corresponding layout.
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C.2 Analysis of the Existence of Gradient in Eq. 7

Here we set:

L(Atext
t−1,A

layout
t−1 ) =

∑
b
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layout
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[(
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If the loss function is given by Eq. 6, the gradient in Eq. 7 can be derived as follows:
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For any T2I and L2I models, we have the following:
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where J is a matrix with all elements equal to 1. All variables in Eq. 15 are known, indicating the
existence of the gradient in Eq. 7.
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When using the loss function given by Eq. 9 under any spatial-aware conditions, the gradient in Eq. 7
can be derived as follows:
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where c ∈ {text, spatial}.

Therefore, the gradient in Eq. 7 exists for the selection of different loss functions.

C.3 Inference details

We provide a detailed compositional denoising process for RealCompo, which achieves a comple-
mentary balance between the advantages of the T2I model and the spatial-aware diffusion model
by combining their predicted noise during the denoising stage. We provide the pseudocode for the
compositional denoising process of the layout-based RealCompo as followed, we have highlighted
the innovations of our method in blue.

Algorithm 1 Compositional denoising procedure of layout-based RealCompo
Input: A text prompt P , a set of layout B, a pretrained T2I model and a pretrained L2I model
Output: A clear latent z0

1: zT ∼ N (0, I)

2: Coetext
T = Coelayout

T ∼ N (0, I)
3: for t = T, . . . , 1 do
4: if t > t0 then
5: ϵt, _ = L2I (zt,P,B, t)
6: else
7: ϵtext

t , _ = T2I (zt,P, t)

8: ϵlayout
t , _ = L2I (zt,P,B, t)

9: Get the balanced noise ϵt from Eq. 2 and Eq. 3
10: Get the denoised latent zt−1 from Eq. 12
11: ϵtext

t−1,Atext
t−1 = T2I (zt−1,P, t)

12: ϵlayout
t−1 ,Alayout

t−1 = L2I (zt−1,P,B, t)
13: Compute L(Atext

t−1,A
layout
t−1 ) from Eq. 6

14: Update Coect according to Eq. 7
15: Get the balanced noise ϵt from Eq. 2 and Eq. 3
16: end if
17: Get the denoised latent zt−1 from Eq. 12
18: end for
19: return z0
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C.4 Gradient Analysis

Gradient Analysis We selected RealCompo v3 and v4 to analyze the gradient changes in Eq. 7
across all denoising stages. As shown in Fig. 13, we use the same prompt and random seed to
visualize the gradient magnitude changes corresponding to T2I and L2I for each model version. We
observe that the gradient magnitude change of RealCompo v4 fluctuated more in the early denoising
stages. We argue that TokenCompose, which enhances the composition capability of multiple-object
generation by fine-tuning the model using segmentation masks, may overlap in functionality with
the layout-based multiple-object generation, and TokenCompose’s positioning of objects may not
consistently align with the bounding box. Therefore, RealCompo must focus on balancing the
positioning of TokenCompose and layout in the early denoising stages, leading to less stable gradients
compared to RealCompo v3. Additionally, due to LayGuide’s weaker positioning ability compared to
GLIGEN, RealCompo v4 may occasionally generate objects with less coverage of the bounding box,
as mentioned in the ablation experiment in Section 4.3.
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Figure 13: Changes of gradient magnitude in Eq. 7 across all denoising process for the T2I and L2I
models of RealCompo v3 and v4.

C.5 Limitations and Future Work

Limitations While our RealCompo enhances both realism and compositionality in a training-free
manner, it should be noted that the computational cost of our method is slightly higher compared
to that of a single T2I model or a single spatial-aware image diffusion model, due to the need to
combine two models and compute loss and gradients. However, by adjusting the combination stage
of RealCompo, we can keep the computational cost within an acceptable range.

Future Work In future work, we aim to explore more efficient computational methods to improve
the calculation efficiency of RealCompo while maintaining high-quality results and we plan to extend
its application to more challenging tasks such as text-to-video and text-to-3D generation. Furthermore,
given that the exceptional classifier-free guidance strategy employs fixed weights, we aim to explore
the potential of using fixed coefficients to further enhance the capabilities of RelCompo.

C.6 Broader Impact

Recent significant advancements in text-to-image diffusion models have opened up new possibilities
for creative design, autonomous media, and various other sectors. However, the dual-use nature of
this technology raises concerns about its social impact. Image diffusion models carry the risk of
misuse, particularly in the realm of impersonating humans. For example, in today’s society, malicious
applications such as "deepfakes" have been employed in inappropriate contexts to fabricate attacks
on specific public figures. It is crucial to clarify that our algorithm is designed to enhance the quality
of image generation, and we do not endorse or facilitate such malicious applications.
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D More Generation Results

A group of people are watching a fireworks display.

A blue bird standing on a branch with two yellow blossoms on the right.

A child is reading a book under a tree.

A person is holding a camera and taking photos of the city.

Layout SD1.5 GLIGEN LMD+ RealCompo(Ours)

Three cats are sitting on the table, with a plate of food in front of them.

A brown teddy bear holding a blue water cup sits on the sofa.

a brown 
teddy bear 

a blue 
water cup

a sofa

a blue 
bird 

two 
yellow 
blossoma branch

a fireworks display

a group of people 

a plate of food

a cat

a cat

a cat

table

a child
a book

a tree

a person

a camera

the city

Figure 14: More generation results about layout-based RealCompo.
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Cinematic photo an action shot of Leonardo teenage mutant turtle ninja, with katana weapon,  wet 
and dirty background

Two astronauts standing on the moon, behind them is a white planet amidst the vast universe.

2 girl, Elsa and Anna, sparks of magic between them,  princess dress, background with sparkles, 
black purple red color schemes.

Keypoint SDXL ControlNet RealCompo(Ours)

Figure 15: More generation results about keypoint-based RealCompo.

Five men stand together in a line, serious in expression.

An airplane parked on the runway as the sun sets behind it.

Two cats sitting on the windowsill looking at each other.

Segmentation map SD v2.1 ControlNet RealCompo(Ours)

Figure 16: More generation results about segmentation-based RealCompo.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect ours
contributions and scope lie in proposing a new training-free and transferred-friendly text-
to-image generation framework, namely RealCompo, which aims to achieve the trade-offs
between realism and compositionality of the generated images.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We disscuss the limitications of the work in Appendix C.5
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have released our code for others to reproduct the results in paper. we have
also give detailed instructions about experiment setup in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided open access to code, with sufficient instructions to faithfully
reproduce the main experimental results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have also give detailed instructions about experiment setup in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Error bars are not reported because it would be too computationally expensive.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

26

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have give detailed information about experiment setup in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We disscuss the limitications of the work in Appendix C.6

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of code used in the paper are properly credited,
and the license and terms of use are explicitly mentioned and properly respected.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: New assets introduced in the paper are well documented. We provide them as
supplementary material.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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