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Abstract

In recent years, Dynamic Sparse Training (DST) has emerged as an alternative to post-
training pruning for generating efficient models. In principle, DST allows for a more
memory efficient training process, as it maintains sparsity throughout the entire train-
ing run. However, current DST implementations fail to capitalize on this in practice.
Because sparse matrix multiplication is much less efficient than dense matrix multipli-
cation on GPUs, most implementations simulate sparsity by masking weights. In this
paper, we leverage recent advances in semi-structured sparse training to apply DST
in the domain of classification with large output spaces, where memory-efficiency is
paramount. With a label space of possibly millions of candidates, the classification
layer alone will consume several gigabytes of memory. Switching from a dense to
a fixed fan-in sparse layer updated with sparse evolutionary training (SET); however,
severely hampers training convergence, especially at the largest label spaces. We
find that poor gradient flow from the sparse classifier to the dense text encoder make
it difficult to learn good input representations. By employing an intermediate layer or
adding an auxiliary training objective, we recover most of the generalisation perfor-
mance of the dense model. Overall, we demonstrate the applicability and practical
benefits of DST in a challenging domain — characterized by a highly skewed label
distribution that differs substantially from typical DST benchmark datasets — which
enables end-to-end training with millions of labels on commodity hardware.

1 Introduction

Recent research [1, 2, 3, 4] has demonstrated that densely-connected neural networks contain sparse
subnetworks — often dubbed “winning lottery tickets” — that can deliver performance comparable to
the full networks but with substantially reduced compute and memory demands. Unlike conventional
techniques that start with a trained dense model and employ iterative pruning or one-shot pruning,
Dynamic Sparse Training (DST) [5, 6, 7] initializes the a sparse architecture and dynamically explores
subnetwork configurations through periodic pruning and regrowth, typically informed with heuristic
saliency criteria such as weight and gradient magnitudes. This approach is particularly advantageous
in scenarios constrained by a fixed memory budget during the training phase, making DST viable
across various domains [4, 8, 9]. For instance, in reinforcement learning [10, 11], DST has been
shown to significantly outperform traditional dense models. Additionally, models trained using DST
often exhibit enhanced robustness [12, 13, 14, 15, 16]. However, the application of DST comes with
challenges, notably prolonged training times; for example, RigL [6] and ITOP [7] require up to five
and two times as many optimization steps during training, respectively, to match the generalisation
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Figure 1: Model configurations and performance comparisons at various sparsity levels. The left
panel illustrates our model configurations: ‘S’ represents a semi-structured fixed fan-in sparse layer,
‘W’ denotes an intermediate layer, and ‘Aux’ refers to an auxiliary head of meta-classifiers. These
configurations help maintain performance as the label space size increases from 31K to 670K and
beyond. The right panel demonstrates the comparative precision at 1 for our model against other
methods across increasing levels of sparsity on the Amazon670K dataset.

performance of dense networks at high sparsity levels (≥80%). The prolonged training time in these
works is often linked to the need for in-time overparameterization [7] and poor gradient flow in sparse
networks. Recent advances [17, 18, 19] aimed at improving gradient flow have been introduced to
mitigate these extended training durations, enhancing the practicality of DST methodologies.

In this paper, we investigate the integration of DST into extreme multi-label classification (XMC)
[20, 21, 22]. XMC problems are characterized by a very large label space, with hundreds of thousands
to millions of labels, often in the same order of magnitude as the number of training examples. The
large label space in such problems makes calculating logits for every label a very costly operation.
Consequently, contemporary XMC methodologies [23, 24, 25, 26, 27, 28, 29, 30] utilize modular and
sampling-based techniques to achieve sublinear compute costs. However, these strategies do not help
in addressing the immense memory requirement associated with the classification layer, which can
be enormous: for an embedding dimension of 768, one million labels lead to a memory consumption of
about 12 GB taking into account weights, gradients, and optimizer state.1 Memory efficiency in XMC
has been pursued in the context of sparse linear models [21, 31, 32] or by using label-hashing [33],
but such methods do not yield predictive performance competitive with modern transformer-based
deep networks. Schultheis and Babbar [34] demonstrated that applying a DST method to the extreme
classification layer can lead to substantial memory savings at marginal accuracy drops; however, that
work presupposed the existence of fixed, well-trained document embeddings which output the hidden
representations used by the classifier, whereas in a realistic setting these need to be trained jointly.

Recently, Jain et al. [35] demonstrated that full end-to-end training of XMC models can be very
successful, given sufficient computational resources. To make this accessible to consumer-grade
hardware, we propose to switch the dense classification layer to a DST-trained sparse layer. Not
only does this result in a training procedure that allows XMC models to be trained in a GPU-memory
constrained setting, but it also provides an evaluation of DST algorithms outside typical, well-behaved
benchmarks. This is particularly important since recent works [36, 37] have found that sparse training
algorithms that appear promising on standard benchmark datasets may fail to produce adequate results
on actual real-world tasks. As such, we introduce XMC problems — with their long-tailed label
distribution [38, 39, 40], missing labels [38, 41, 42, 43], and general training data scarcity issues [31]
— as a new setting to challenge current sparsity approaches.

In fact, direct application of existing DST methods yields unsatisfactory results on XMC tasks due to
typically noisy data and poor gradient signal propagation through the sparse classifier, slowing training
convergence to an extent that it is not practically useful. Consequently, we follow Schultheis and
Babbar [34] and adapt the model architecture by integrating an intermediate layer that is larger than the

1Using mixed precision with torch.amp has little benefit here, because optimizer states and model parameters
are still maintained in 32 bit, and only down-converted to speed-up matrix multiplications.
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embedding from the encoder but still significantly smaller than the final output layer. While this was
found to be sufficient to achieve good results with fixed encodings, it fails if the encoder is a trainable
transformer [44, 45] for label spaces with more than one hundred thousand elements, particularly at
high levels of sparsity. The primary challenge arises from the noisy gradients prevalent at the onset
of training, which are inadequate for guiding the fine-tuning of the encoder effectively. To mitigate
this issue, we introduce an auxiliary loss. This loss uses a more coarse-grained objective, assigning
instances to clusters of labels, where scores for each cluster are calculated using a dense classification
layer. This auxiliary component stabilizes the gradient flow and enhances the encoder’s adaptability
during the critical early phases of training and is turned off during later epochs to not interfere with
the main task. Figure 1 illustrates the architectural changes that ensure good training performance
at different label space sizes and sparsity levels.

To materialize actual memory savings, we propose SPARTEX, which uses semi-structured spar-
sity [46, 34] with a fixed fan-in constraint, together with magnitude-based pruning and random
regrowth (SET [5]), which does not require any additional memory buffers. In our experiments, we
show that SPARTEX achieves a 3.4-fold reduction of GPU memory requirements from 46.3 to 13.5GiB
for training on the Amazon-3M [20] dataset, with only an approximately 3% reduction in predictive
performance. In comparison, a naïve parameter reduction using a bottleneck layer (i.e., a low-rank
classifier) at the same memory budget decreases precision by about 6%.

Our primary contributions are as follows:

• Enhancements in training efficiency: We propose novel modifications to the conventional
DST framework that significantly curtail training durations while concurrently delivering
competitive performance metrics when benchmarked against dense model baselines and
other specialized XMC methodologies. These enhancements are pivotal in demonstrating
DST’s scalability and efficiency to large label spaces.

• Optimized hardware utilization: We provide PyTorch bindings for custom CUDA kernels2

which enable a streamlined integration of memory-efficient sparse training into an existing
XMC pipeline. This implementation enables the deployment of our training methodologies on
conventional, commercially available hardware, thus democratizing access to state-of-the-art
XMC model training.

• Robustness to Label distribution challenges: Our empirical results demonstrate that the
DST framework, as adapted and optimized by our modifications, can effectively manage
datasets characterized by label imbalances and the presence of missing labels, with minimal
performance degradation for tail labels.

2 Dynamic Sparse Training for Extreme Multi-label Classification

2.1 Background

Problem setup Given a multi-label training dataset with N samples, D = {(xi,Pi)
N
i=1}, where

L represents the total number of labels, and Pi ⊂ [L] denotes a subset of relevant labels associated
with the data point xi∈χ. Typically, the instances are text based, such as the contents of a Wikipedia
article [20] or the title of a product on Amazon [47] with labels corresponding to Wikipedia categories
and frequently bought together products, respectively, for example. Traditional XMC methods used
to handle labels the same way as is typically done in other fields, as featureless integers.

However, the labels themselves usually carry some information, e.g., a textual representation, as the
following examples, taken from (i) LF-AmazonTitles-131K (recommend related products given a
product name) and (ii) LF-WikiTitles-500K (predict relevant categories, given the title of a Wikipedia
page) illustrate:

Example 1: For “Nintendo Land” on Amazon, we have available: Mario Tennis Ultra Smash(Nintendo
Wii U) | Star Fox Zero (Nintendo Wii U), as the recommended products.

Example 2: For the “2024 United States presidential election” Wikipedia page, we have the available
categories: Joe Biden | Joe Biden 2024 presidential campaign | Donald Trump | Donald Trump 2024
presidential campaign | Kamala Harris | November 2024 events in the United States.

2Code is available at https://github.com/xmc-aalto/NeurIPS24-dst
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Consequently, more recent XMC approaches have started to take these label features into account
to alleviate the data scarcity problems [26, 48].

XMC and DST The XMC models are typically comprised of two main components: (i) an encoderEθ :
χ→Rd, which embeds data points into a d-dimensional real space, primarily utilizing a transformer ar-
chitecture [49] and (ii) A One-vs-All classifier W ={wl}l∈[L], where wl denotes the classifier for label
l, integrated as the last layer of the neural network in end-to-end training settings. In a typical DST sce-
nario, one would sparsify the language model used as the encoder, potentially even leaving the classifier
fully dense [50]. However, in XMC, most of the networks weights are in the classifier layer, so in order
to achieve a reduction in memory consumption, its weight matrix Ws={ws

l }l∈[L] must be sparsified.

This sparse layerWs is then periodically updated in a prune-regrow-train loop, that is, every∆T steps, a
fraction of active weights are pruned and the same number of inactive weights are regrown. The updated
sparse topology is then trained with regular gradient descent for the next ∆T steps. There are many
possible choices for pruning and regrowth criteria [51]; to keep memory consumption low, however, we
need to choose a method that does not require auxiliary buffers proportional to the size of the dense layer.
This excludes methods such as requiring second-order information [52], or tracking of dense gradients or
other per-weight information [53, 54, 55]. Evci et al. [6] argue that RigL only needs dense gradients in an
ephemeral capacity — they can be discarded as soon as the regrowth step for the current layer is done, but
before the regrow step of the next layer is started — but in the XMC setup, the prohibitively large memory
consumption arises already from a single layer. Therefore, we select magnitude-based pruning and
random regrowth [5]. Magnitude-based pruning has been shown to be a remarkably strong baseline [56].

However, to actually achieve efficient training with these algorithms in the XMC setting, several
challenges need to be overcome as discussed below.

2.2 Memory-Efficient Training: Fixed Fan-In Sparse Layer

Unstructured sparsity is notoriously difficult to speed-up on GPUs [57], and consequently most DST
studies simulate sparsity by means of a binary mask [19, 58]. On the other hand, highly structured
sparsity, such as 2:4 sparsity [59], enjoys hardware acceleration and memory reduction [60], but
results in deteriorated model accuracy compared to unstructured sparsity [61]. As a compromise,
semi-structured sparsity [46, 34] imposes a fixed fan-in to each neuron. This eliminates work
imbalances between different neurons, leading to an efficient and simple storage format for sparse
weights, where each sparse weight needs only a single integer index. For 32-bit floating point weights
with 16-bit indices (i.e., at most 65k features in the embedding layer), this leads to a 50% storage
overhead for sparse weights; however, for training, gradient and two momentum terms are needed,
which share the same indexing structure, reducing the effective overhead to just 12.5%.

While fixed fan-in provides substantial speed-ups for the forward pass, due to the transposed matrix
multiplication required for gradients, it does not give any direct benefits for the backwards pass.
Fortunately, when used for the classification matrix, the backpropagated gradient is the loss derivative,
which will exhibit high activation sparsity if the loss function is hinge-like [34]. In the enormous label
space of XMC, for each instance only a small subset of labels will be hard negatives. The rest will
be easily classified as true negatives, and not contribute to the backward pass.

As additional measures to keep the memory consumption low, we enable torch.amp automatic
mixed-precision training [62] and activation checkpointing [63] for the BERT encoder.

2.3 Improved Gradient Flow: Auxiliary Objective

We find that, despite using a fully dense network, training the encoder using gradients backpropagated
from a sparse classification layer requires more optimization steps to converge compared with to a
dense classification layer. This compounds with the already-increased number of epochs required
for DST [6, 7], further increasing the training duration of end-to-end XMC training, which requires
longer training than comparable modularized or shortlisting-based methods [35]. Furthermore, the
intermediate activations in the transformer-based encoder also take up a considerable amount of
GPU memory, so to meet memory budgets, we may need to switch to smaller batch sizes or employ
activation checkpointing, increasing the per-step time.
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Therefore, we need to improve gradient flow through the sparse layer. Schultheis and Babbar [34]
inserted a large intermediate layer preceding the actual classifier to achieve significant improvements
in performance. While this method is sufficient to achieve good results with fixed encodings, we
observe that it fails to perform well if the encoder is a trainable transformer [44, 45] for label spaces
with more than one hundred thousand elements, particularly for high sparsity levels. Therefore, we
instead propose to use the label shortlisting task that is typical for XMC pipelines as an auxiliary
objective to generate informative gradients for the encoder.

Rethinking the role of clusters and meta-classifier in XMC Many prevailing XMC methods,
apart from learning the per-label classifiers W = {wl}l∈[L] for the extreme task, also employ a
meta-classifier. The meta-classifier learns to classify over clusters of similar labels that are created by
recursively partitioning the label set into equal parts using, for example, balanced k-means clustering
[23, 25, 28, 24, 64]. These meta-classifiers are primarily used for label shortlisting or retrieval prior
to the final classification or re-ranking at the extreme scale. We investigated the impact on the final
performance of the extreme task when the labels are randomly assigned to the clusters (instead of
the following the k-means objective). We observed that such reassignments do not negatively affect
the extreme task’s performance (detailed of this observation are shown in Appendix E). This leads
us to hypothesize that beyond merely shortlisting labels, meta-classifier branch of the XMC training
pipelines provides useful gradient signals during encoder training, which is particularly crucial for
larger datasets with O(106) labels such as Amazon-670K (Figure 1) and Amazon-3M.

0.0 0.2 0.4 0.6 0.8 1.0

Training Step 1e6

10 3

10 2

10 1

100

Gr
ad

ie
nt

 N
or

m
Amazon-670K (sparsity=96%)

with auxiliary
without auxiliary

Figure 2: Gradient Flow of the encoder during train-
ing with and without Auxiliary Objective.

Auxiliary objective and DST convergence for
XMC Towards addressing the challenge of
gradient instability, we augment our training
pipeline with an additional meta-classifier branch
which aids gradient information during back-
propagation. This is especially useful during
the initial training phase where the fixed-fan-in
sparse layer tends to encounter difficulties. Im-
portantly, in our model the output layer operates
independently of the meta-classifier’s outputs,
enabling a seamless end-to-end training process.

Although a meta-classifier assists during the ini-
tial stages of training, maintaining it throughout
the entire training process can deteriorate the en-
coder’s representation quality. This degradation
occurs because the task associated with the meta classifiers differs from the final task, yet both share the
same encoder. Similar observations have been noted in related studies [25]. To address this issue, we
implement a decaying scaling factor on the auxiliary loss, gradually reducing its influence as training
progresses.

The impact of the auxiliary branch on the norm of the gradient in the encoder is demonstrated in
Figure 2 for the Amazon-670K dataset. The larger gradient signal speeds up initial learning, but it is
misaligned with the true objective, so is gradually turned off at around 200k steps. Furthermore, the
improvement in prediction performance, as reflected in Figure 1 (right panel), reinforces the quality of
gradient as compared to the training pipeline without the auxiliary objective.

3 Experiments and discussion

3.1 Datasets

In this study, we evaluate our proposed modifications of DST under the extreme classification
setting across a diverse set of large-scale datasets, including Wiki10-31K [65], Wiki-500K [20],
Amazon-670K [47], and Amazon-3M [66]. The datasets are publicly available at the Extreme
Classification Repository3. These were selected due to their inherent complexity and the challenges
posed by their long-tailed label distributions, which are emblematic of real-world data scenarios and
test the robustness of DST methodologies. Further validation of our approach is conducted using the

3http://manikvarma.org/downloads/XC/XMLRepository.html
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Table 1: Statistics of XMC Datasets with and without Label Features. This table presents a comparison
across various datasets, detailing the total number of training instances (N ), unique labels (L), number
of test instances (N ′), average label count per instance (L), and average data points per label (L̂).

Dataset N L N ′ L L̂

Datasets without Label Features
Wiki10-31K 14,146 30,938 6616 18.64 48.52
Wiki-500K 1,779,881 501,070 769,421 4.75 16.86
Amazon-670K 490,449 670,091 153,025 5.45 3.99
Amazon-3M 1,717,899 2,812,281 742,507 36.17 31.64

Datasets with Label Features
LF-AmazonTitles-131K 294,805 131,073 134,835 5.15 2.29
LF-WikiSeeAlso-320K 693,082 312,330 177,515 4.67 2.11

datasets LF-AmazonTitles-131K and LF-WikiSeeAlso-320K. These datasets are particularly relevant
due to their augmentation with rich label metadata and their concise text formats, traits that have
gained considerable traction in the XMC research community of late. The datasets’ detailed statistical
profiles are delineated in Table 1.

3.2 Baselines and evaluation metrics

To ensure a comprehensive and fair evaluation of our proposed DST methodologies applied to XMC
problems, we compare our proposed framework, SPARTEX, across three principal categories of baseline
methods:

1. Dense Models : Consistent with traditional DST evaluations, we compare the performance of
our sparse models against their dense counterparts.

2. Dense Models with bottleneck layer : This category (referred to as Dense BN in Table 2)
includes dense models with the same number of parameters as our proposed DST method
by having a bottleneck layer with the same dimensionality as the FFI size. This ensures that
comparisons focus on the impact of sparsity rather than differences in model size or capacity.

3. XMC Methods: For datasets devoid of label features, we benchmark against the lat-
est transformer-based models such as CASCADEXML [25], LIGHTXML [23], and XR-
TRANSFORMER. For datasets that incorporate label features, our comparison includes leading
Siamese methods like SIAMESEXML [26] and NGAME[27], as well as other relevant
transformer-based approaches.

Notably, RENEE [35] qualifies as both a dense model and a state-of-the-art XMC method. However, in
some instances, RENEE employs larger encoders (e.g., Roberta-Large [67]). To maintain consistency
and fairness in our evaluations, we exclude configurations employing larger encoders from this analysis.
For conceptual validation, we used RIGL[6] on datasets with label spaces up to 670K.

As is standard in XMC literature, we compare the methods on metrics which only consider prediction
at top-k slots. This includes : Precision@k and its propensity-scored variant (which is more sensitive to
performance on tail-labels). The details of these metrics are given in Appendix A.

3.3 Empirical performance

Table 2 presents our primary results on the datasets, compared with the aforementioned baselines.
The performance metrics for XMC baselines are reported from their original papers. However, for
peak memory consumption, we re-ran these baselines in half precision with the same batch size, as
all baselines are also evaluated in half precision. Following DST protocols, we extended the training
duration for RIGL, Dense Bottleneck, and our method to twice the number of steps used for dense
models. Certain baselines (referred to as OOM) could not scale to the Amazon-3M dataset. Our
results demonstrate that our method significantly reduces memory usage while maintaining competitive
performance. On the Amazon-3M dataset, our approach delivers comparable performance to dense

6



Table 2: Comparison with different methods. Comparing our sparse model against its dense counterpart
and with state-of-the-art XMC methods on Wiki10-31K, Wiki-500K, Amazon-670K and Amazon-3M
datasets. Mtr(GiB) indicates peak GPU memory consumption during training.

Method Sparsity
(%) P@1 P@3 P@5 Mtr

(GiB)
Sparsity

(%) P@1 P@3 P@5 Mtr

(GiB)

Wiki10-31K Wiki-500K

ATTENTIONXML - 87.1 77.8 68.8 8.2 - 75.1 56.5 44.4 13.1
LIGHTXML - 87.8 77.3 68.0 16.5 - 76.2 57.2 44.1 14.6
CASCADEXML - 88.4 78.3 68.9 8.2 - 77.0 58.3 45.1 18.8

DENSE - 87.8 77.2 68.1 2.5 - 78.5 59.2 45.6 9

DENSE BN - 86.7 76.3 66.0 2.1 - 73.8 55.1 42.0 4.3
RIGL 92 87.7 77.3 67.7 2.6 83 74.5 54.7 41.8 9.7
SPARTEX 92 88.6 77.7 67.4 2.1 83 76.7 57.8 44.5 4.1

Amazon-670K Amazon-3M

ATTENTIONXML - 45.7 40.7 36.9 10.7 - 49.1 46.0 43.9 71.2
LIGHTXML - 47.1 42.0 38.2 11.2 - - - OOM
CASCADEXML - 48.5 43.7 40.0 18.3 - 51.3 49.0 46.9 87.0

DENSE - 49.8 44.2 40.1 11.5 - 53.4 50.6 48.5 46.3

DENSE BN - 44.5 39.7 36.1 4.0 - 47.0 44.6 42.7 13.1
RIGL 83 45.2 38.7 36.0 12.4 83 - - - OOM
SPARTEX 83 47.1 41.8 38.0 3.7 83 50.2 47.1 44.8 13.5

models while achieving a 3.4-fold reduction in memory usage and a 5.-fold reduction compared to
the XMC baseline. Furthermore, within the memory-efficient model regime, our method consistently
outperforms the Dense Bottleneck model. To further validate the robustness of our approach, we
evaluated it on the label features datasets, as shown in Table 3. Notably, as the label space size increases,
we need to adjust to a comparatively lower sparsity to maintain performance, discussed in detail in
subsequent sections.

3.4 Adapting to increased sparsity and label size: the role of auxiliary objective

The DST approach is widely recognized to be problematic when dealing with high sparsity levels
(≥90%). This is also apparent in our experiment and can be observed in Figure 3 (right) when the label
space size is constant. Our findings indicate that incorporating an auxiliary objective significantly aids

Table 3: Comparison on label feature datasets LF-AmazonTitles-131K and LF-WikiSeeAlso-320K.
Mtr(GiB) indicates peak GPU memory usage during training.

Method Sparsity
(%) P@1 P@3 P@5 Mtr

(GiB)
Sparsity

(%) P@1 P@3 P@5 Mtr

(GiB)

LF-AmazonTitles-131K LF-WikiSeeAlso-320K

LIGHTXML - 35.6 24.2 17.5 11.6 - 34.5 22.3 16.8 13.5
ECLARE - 40.7 27.5 19.9 8.8 - 40.6 26.9 20.1 10.2
SIAMESEXML - 41.4 27.9 21.2 7.1 - 42.2 28.1 21.4 8.9
NGAME - 46 30.3 21.5 9.0 - 47.7 31.6 23.6 19.3
DEXML - 42.5 - 20.6 30.2 - 46.1 29.9 22.3 56.1

RENEE (Dense) - 46.1 30.8 22 3.0 - 47.9 31.9 24.1 9.1

DENSE BN - 39.2 25.7 18.2 2.2 - 44.5 28.4 21.5 6.0
RIGL 83 43.0 28.6 20.4 3.2 67 44.9 29.0 21.7 9.2
SPARTEX 83 44.5 29.8 21.3 2.2 67 46.0 29.9 22.1 6.1
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Figure 3: left: Comparison of performance declines as the size of the label space increases, given a
fixed sparsity. right: Performance of our model at different epochs, across various sparsity ratios.

in maintaining performance, particularly in the high sparsity regime. Conversely, at lower sparsity
levels (≤67%), the benefit of the auxiliary objective diminishes. In the context of XMC problems, the
performance of DST degrades as the label space size increases. Figure 3 (left) depicts the performance
degradation of our approach relative to a dense baseline across datasets with increasing label space sizes:
31K, 131K, 500K, 670K, and 3M (detailed in the Table 1), all evaluated at 83% sparsity. Interestingly,
for the wiki31K dataset, we observe a performance improvement, potentially due to the lower number
of training samples relative to the label space size. Compared to other methods with equivalent memory
requirements, our approach demonstrates superior performance retention at larger label space sizes.

3.5 Effect of Rewiring Interval

The rewiring interval is crucial for balancing the trade-off between under-exploration and unreliable
exploration. In XMC problems, tail label performance is particularly significant due to its application
domain. The rewiring interval directly influences how frequently each parameter topology encounters
tail label examples before updates. In this section, we focus on assessing the performance impact
of various rewiring intervals, including their effect on tail labels. We conducted experiments on
the LF-AmazonTitles-131K dataset using rewiring intervals ∆T ∈ [100,500,700,1000,2000]. The
corresponding results for P@1 and PSP@1 metrics are illustrated in Figures 4 left and right, respectively,
with a fixed rewiring fraction of 0.15. Our findings reveal that both P@1 and PSP@1 improve as the
interval increases up to a certain point. Interestingly, while P@1 shows a decline beyond this threshold,
PSP@1 continues to rise. This divergence suggests that larger rewiring intervals, despite potentially
limiting the diversity of topology exploration, provide each topology sufficient exposure to more tail
labels, thereby improving model performance in handling rare categories.

3.6 Performance on Tail Labels

Table 4 presents a comparison of Propensity-Scored Precision (PSP) for various Extreme Multi-
label Classification (XMC) models, including ATTENTIONXML [24], CASCADEXML [25], Dense,
Dense Bottleneck, and our proposed method, across four benchmark datasets: Wiki10-31K, Wiki-
500K, Amazon-670K, and Amazon-3M. For the Wiki10-31K dataset, our model achieves PSP@1 of
13.2, PSP@3 of 15.1, and PSP@5 of 16.4, surpassing the Dense model. On the Wiki-500K dataset,
our method records a PSP@1 of 31.9, outperforming other XMC models and closely trailing the
top-performing approaches. These findings underscore our model’s consistent performance across
varied datasets, frequently exceeding or closely competing with XMC and Dense benchmarks. It’s
noteworthy that the performance of ATTENTIONXML on Wiki10-31K is attributed to its utilization of
an LSTM encoder, which is particularly advantageous given the dataset’s smaller number of training
samples relative to its label space. This configuration also explains our model’s superior performance
compared to the Dense model, which incorporates a form of regularization. In comparisons involving
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Table 4: Propensity-Scored Precision (PSP) comparison of our sparse model with its dense counterpart
and state-of-the-art XMC methods on the Wiki10-31K, Wiki-500K, Amazon-670K, and Amazon-3M
datasets. The same sparsity levels as mentioned in previous tables are used.

Method PSP@1 PSP@3 PSP@5 PSP@1 PSP@3 PSP@5

Wiki10-31K Wiki-500K

ATTENTIONXML 16.2 17.1 17.9 30.1 37.3 41.7
CASCADEXML 13.2 14.7 16.1 31.3 39.4 43.3
DENSE 10.6 12.6 13.9 32.5 41.0 44.9
DENSE BN 12.4 14.5 16.0 28.5 36.5 40.1
SPARTEX 13.2 15.1 16.4 31.9 39.8 43.4

Amazon-670K Amazon-3M

ATTENTIONXML 29.3 32.4 35.1 15.5 18.5 20.6
CASCADEXML 30.2 34.9 38.8 - - -
DENSE 33.3 36.9 39.9 15.6 19.0 21.5
DENSE BN 26.9 30.9 34.5 13.5 16.4 18.6
SPARTEX 29.9 33.3 36.4 14.3 17.2 19.4

memory efficiency, our approach significantly surpasses the same-capacity Dense Bottleneck model,
demonstrating its suitability in resource-constrained settings where tail-label performance is critical.

3.7 Impact of Varying Sparsity Levels

Table 5 illustrates the impact of varying sparsity levels (ranging from 50% to 96%) in conjunction
with the use of auxiliary loss for Amazon-670K dataset. As sparsity levels increase, there are benefits
in memory usage, training time, and inference time; however, performance metrics simultaneously
decline. Additionally, the importance of auxiliary loss becomes particularly significant at higher
sparsity levels.

3.8 Sensitivity to Auxiliary Loss cut-off epochs

We employ auxiliary loss with an initial scalar weight that decays until a specified cut-off epoch.
Table 6 illustrates the model’s final performance at various cut-off epochs for two sparsity levels. A
value of 0 (No aux) indicates the absence of auxiliary loss, while ’No cut-off’ signifies its application
throughout training. Our analysis reveals that prolonging the auxiliary loss beyond optimal cut-off
epochs adversely affects performance for both sparsity levels. Notably, maintaining the auxiliary loss
throughout training leads to performance deterioration, resulting in scores lower than those achieved
without its use.

250 500 750 1000 1250 1500 1750 2000
Rewiring Interval ( T)

0.420

0.425

0.430

0.435

0.440

0.445

Pr
ec

isi
on

 a
t 1

 (P
@

1)

rewire fraction=0.15
FFI+Aux
RigL

250 500 750 1000 1250 1500 1750 2000
Rewiring Interval ( T)

0.345

0.350

0.355

0.360

0.365

0.370

0.375

0.380

0.385

Pr
op

en
sit

y 
sc

or
ed

 P
re

cis
io

n 
at

 1
 (P

SP
@

1)

rewire fraction=0.15
FFI+Aux
RigL

Figure 4: Effect of rewiring interval on final performance for Precision@1 (left) and propensity-scored
Precision@1 (right) in the LF-AmazonTitles-131K dataset.
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3.9 DST with Fixed Embedding vs End-to-End Training

In Table 7, we compare the performance of models using fixed embeddings [34] with trained end-to-end
using DST on the Wiki-500K and Amazon-670K datasets. End-to-end training yields consistent
improvements over fixed embeddings across all metrics, with significant gains in P@1 (an increase of
3.1% on Wiki-500K and 4.5% on Amazon-670K). These highlight the need of enabling the model to
adapt its representations while training for the best possible performance.

4 Conclusion and future work

In this paper, we demonstrated the feasibility of DST for end-to-end training of classifiers with hundreds
of thousands of labels. When appropriately adapted for XMC problems with fixed fan-in sparsity
and an auxiliary objective, DST offers a significant reduction in peak memory usage while delivering
superior performance compared to bottleneck-based weight reduction. It is anticipated that the Python
bindings of the CUDA kernels will be useful for the research community in making their existing and
forthcoming deep XMC pipelines more memory efficient. We hope that our work will enable further
research towards developing techniques which could be (i) combined with explicit negative mining
strategies, and (ii) used in conjunction with larger transformer encoders such as Roberta-large.

Table 5: Comparison of Fan-in (sparsity) effects on model performance and memory usage for Amazon-
670K dataset.

Fan in (sparsity) Auxiliary Loss P@1 P@3 P@5 Mtr (GiB)
Epoch Time

(mins)
Inference Time

(ms)

384 (50%) No 49.0 43.5 39.5 7.03 18:13 10.2
384 (50%) Yes 49.2 43.7 39.6 7.13 18:19 10.2
256 (67%) No 47.0 41.6 37.7 5.27 15:45 9.18
256 (67%) Yes 47.6 42.3 38.4 5.36 15:50 9.18
128 (83%) No 45.6 40.2 36.3 3.60 13:20 8.54
128 (83%) Yes 47.1 41.8 38.0 3.70 13:23 8.54
64 (92%) No 30.7 26.5 23.6 2.88 12:12 8.14
64 (92%) Yes 42.3 37.2 33.3 2.97 12:13 8.14
32 (96%) No 5.5 5.0 4.6 2.52 11:36 7.94
32 (96%) Yes 38.4 33.8 30.4 2.61 11:38 7.94

Table 6: Comparison of Auxiliary loss cut-off epoch effects on model performance for different Fan-in
(sparsity) levels.

Fan in: 128 (83% Sparsity) Fan in: 64 (92% Sparsity)

Auxiliary cut-off epoch P@1 P@3 P@5 Auxiliary cut-off epoch P@1 P@3 P@5

0 (No aux) 45.6 40.2 36.3 0 (No aux) 30.7 26.5 23.6
15 47.1 41.8 38.0 15 42.3 37.2 33.3
30 46.6 41.1 37.1 30 32.8 28.3 25.2
60 45.9 40.6 36.6 60 32.5 28.0 24.9
90 44.6 39.7 35.9 90 31.3 27.0 23.9

No cut-off (full training) 42.1 37.4 33.7 No cut-off (full training) 22.7 17.7 14.4

Table 7: Performance comparison between fixed CascadeXML [25] embeddings and end-to-end
training with DST on Wiki-500K and Amazon-670K datasets.

Wiki-500K Amazon-670K

Method P@1 P@3 P@5 P@1 P@3 P@5

Fixed 73.6 54.8 42.1 42.6 37.1 33.1
End-to-End 76.7 57.8 44.5 47.1 41.8 38.0

10



5 Limitations and societal impact

For XMC tasks, this paper attempts to explore the landscape of sparse neural networks, which can be
trained on affordable and easily accessible commodity GPUs. While the proposed scheme is able to
achieve comparable results to state-of-the-art methods at a fraction of GPU memory consumption, it
is unable to surpass the baseline with dense last layer on all occasions. The exact relative decline in
prediction performance, when our proposed adaptations of Fixed Fan-In and auxiliary objective are
employed, is shown in Figure 3.

While we do not anticipate any negative societal impact of our work, it is expected that it will further
enable the exploration of novel training methodologies for deep networks which are more affordable
and easily accessible to a broader research community outside the big technology companies.
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A Evaluation Metrics

To evaluate the performance of our Extreme Multi-label Text Classification (XMC) model, which
incorporates Dynamic Sparse Training, we use a set of metrics designed to provide a comprehensive
analysis of both overall and label-specific model performance. The primary metrics we employ is
Precision at k (P@k), which assess the accuracy of the top-k predictions. Additionally, we incorporate
Propensity-Scored Precision at k (PSP@k), Macro Precision at k (Macro P@k) and Macro Recall at k
(Macro R@k) to gauge the uniformity of the model’s effectiveness across the diverse range of labels
typical in XMC problems.

Precision at k (P@k): Precision at k is the fundamental metric for evaluating the top-k predictions
in XMC applications such as e-commerce product recommendation and document tagging:

P@k(y,ŷ)=
1

k

∑
ℓ∈topk(ŷ)

yℓ (1)

where y is the true label vector, ŷ is the predicted score vector, and topk(ŷ) identifies the indices with
the top-k highest predicted scores.

Propensity-Scored Precision at k (PSP@k): Given the long-tailed label distribution in many XMC
datasets, PSP@k incorporates a propensity score yl to weight the precision contribution of each label,
thereby emphasizing the tail labels’ performance:

PSP@k(y,ŷ)=
1

k

∑
ℓ∈topk(ŷ)

yℓ
pℓ

(2)

where pl corresponds to the propensity score for the label yl [38].

Macro Precision at k (Macro P@k): To capture the average precision across all labels and mitigate
any label imbalance, Macro Precision at k is used:

Macro P@k=
1

L

L∑
i=1

( ∑
ℓ∈topk(ŷi)

yiℓ

min(k, |topk(ŷi)|)

)
(3)

B Baselines and Related Works

Despite the Dense and Same Capacity Dense baseline we also compare our approach with different
State of the Art XMC methods and DST methods.

XMC Methods We compare our method with deep XMC methods with mainly transformer encoder.

• AttentionXML[24]: The model segments labels using a shallow and wide PLT with a depth
between 2 and 3, learning a specific context vector for each label to create label-adapted
datapoint representations.

• LightXML [23]: The method employs a transformer encoder to concurrently train both the
retriever and ranker, which incorporates dynamic negative sampling to enhance the model’s
efficacy.

• XR-Transformer [28]: XR-Transformer employs a multi-resolution training approach,
iteratively training and freezing the transformer before re-clustering and re-training classifiers
at various resolutions using fixed features.

• CascadeXML [25]: This method separates the feature learning of distinct tasks across various
layers of the Probabilistic Label Tree (PLT) and aligns them with corresponding layers of the
transformer encoder.

• ECLARE [48]: This model utilizes label graphs to improve label representations, focusing
specifically on enhancing performance for rare labels. The label graph is generated through
random walks using the label vectors.
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• SiameseXML [26]: This approach combines Siamese networks with one-vs-all classifiers.
SiameseXML utilizes multiple ANNS structures to retrieve label shortlists. These shortlisted
labels are subsequently ranked based on scores from label-wise one-vs-all classifiers.

• NGAME [27]: NGAME enhances transformer-based training for extreme classification by
introducing a negative mining-aware mini-batching technique, which supports larger batch
sizes and accelerates convergence by optimizing the handling of negative samples.

• Renee [35]: The Renee model employs an integrated end-to-end training approach for extreme
classification, using a novel loss shortcut for memory optimization and a hybrid data-model
parallel architecture to enhance training efficiency and scalability.

DST Methods Existing DST methods vary in their pruning and growing criteria. Recent studies
[56] indicate that magnitude-based pruning is effective in DST, while dense weight information is
impractical for Extreme Multi-label Classification (XMC). We evaluate key methods on select datasets
for conceptual validation.

• RigL [6]: RigL uses weight magnitude and dense gradient magnitudes for the pruning and
regrowth saliency criteria, respectively. While RigL only needs the dense gradient information
during network topology updates, this is a prohibitive requirement in the XMC setting due to
the large memory consumption of the final classification layer. RigL learns an unstructured
sparse network toplogy, which is challenging to accelerate on GPUs.

• Structured DST [46, 34]: In contrast to RigL, structured DST methods adds constraints
to the learned network topology such that the network is more amenable to acceleration on
commodity GPUs. In our case, we employ the fixed fan-in constraint which reduces both
the latency and memory consumption of the final classification layer in the XMC setting.
Further, since the dense gradient information is not available in the XMC task, we simply
randomly regrow weights as per to SET [5] which has proven to be a robust baseline in the
DST literature.

C Hyperparameter Settings

We present the hyperparameter settings used during training in Table 8. For the encoder and classifier, we
employ two separate optimizers: AdamW for both components, except in the case of LF-AmazonTitles-
131K where Adam and SGD are utilized. All experiments are conducted using half-precision float16
types, except for Amazon-3M and LF-AmazonTitles-131K, which use the bfloat16 type. We apply a
cosine scheduler with warmup, as specified in the table. The weight decay values are set separately:
0.01 for the encoder and 1.0e-4 for the final classification layer. We use the squared hinge loss function
for all datasets except for LF-AmazonTitles-131K, where we use binary cross-entropy (BCE) loss with
positive labels.

Table 8: Hyperparameters of our approach to facilitate reproducibility. "LR" stands for learning rate.

Dataset Encoder Batch
Size Dropout Epochs LR

Encoder
LR

Classifier Warmup Sequence
Length

Wiki10
31K

BERT
Base 32 0.5 100 1.0e-5 0.01 1000 128

LF
AmazonTtles

131K

Distil
BERT 512 0.7 200 1.0e-5 0.08 5000 32

Wiki
500K

BERT
Base 128 0.5 50 5.0e-5 0.05 1000 128

Amazon
670K

BERT
Base 64 0.6 110 1.0e-5 0.01 1000 128

Amazon
3M

BERT
Base 128 0.35 50 5.0e-5 0.05 10000 128

17



Figure 5: Impact of intermediate layer size on overall and tail label performance. The plots show
precision, propensity-scored precision, and macro precision across epochs for different intermediate
layer sizes (1024, 2048, 4096, and 8192).

We also present DST and other related settings in a separate Table 9. The learning rates for the auxiliary
classifier and the intermediate layer are fixed at 5.01e-4 and 2.01e-4, respectively. We use a random
growth mode with zero initialization, updating the topology until 66% of the total training steps.

Table 9: DST and other related hyperparameter settings for different datasets.

Dataset Fan-in
(sparsity)

Prune
mode

Rewire
threshold

Rewire
fraction

Rewire
interval

Aux
classifier

Aux
cut-off

Inter.
layer

Layer
size

Wiki10
31K

64
(0.92) fraction - 0.25 300 No - Yes 4096

LF
AmazonTitles

131K

128
(0.83) fraction - 0.15 1000 Yes 12 No -

Wiki
500K

128
(0.83) threshold 0.05 - 600 Yes 8 No -

Amazon
670K

128
(0.83) threshold 0.01 - 800 Yes 15 No -

Amazon
3M

256
(0.67) fraction - 0.25 1500 Yes 8 No -

D Effect of Intermediate Layer Size on Overall and Tail Label Performance

We investigated the impact of varying sizes of the intermediate layer on both overall performance and
the performance of tail labels specifically as shown in Figure 5. It is important to highlight that although
precision values peaked at certain layer sizes, the performance on tail labels continued to improve even

18



0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epoch

0.1

0.2

0.3

0.4
P@

1

 Final Task 

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epoch

0.1

0.2

0.3

0.4

0.5

P@
1

 Label Recalling 

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epoch

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

P@
3

Final Task 

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epoch

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

P@
3

Label Recalling

Cluster Types
Original Clusters Random Clusters 1 Random Clusters 2

Figure 6: Final task and meta level precision performance for Amazon-670K

beyond this point. This observation suggests that optimizing the size of the intermediate layer could
play a crucial role in enhancing model effectiveness, particularly for tail labels which are often more
challenging to predict accurately.

E The Role of Random Cluster based Meta Classifiers in XMC Problems

To understand the impact of random clusters on meta classifier-based methods, we selected the
LightXML [23] approach and experimented with two large-scale datasets: Amazon-670K and Wiki-
500K. For our experiments, we used the original code from the official LightXML repository and the
original clusters provided by the authors. We randomized the original clusters by applying several
iterations of random.shuffle(), repeating the process twice to generate two sets of random clusters.

To ensure randomness, we calculated the intersection of elements between each pair of clusters from
the original and random sets. We then took the maximum overlap value among all pairs, which was less
than 3.5% in both cases. Subsequently, we ran the LightXML code using the original clusters and the
two sets of random clusters.

Our observations revealed that the final performance remained largely unaffected, although the learning
process slowed down initially, as shown in the upper row of Figure 6. The bottom row illustrates the
precision of the meta classifier, which is lower for the random clusters as expected. We replicated the
same experiment with the Wiki-500K dataset and observed similar results, which are also depicted in
Figure 7.

F Computational Resources

While we want to demonstrate the memory efficiency of our algorithms, in order to enable meaningful
comparison with existing methods, we run all our experiments on a NVidia A100 GPU, and measure the
memory consumption using torch.cuda.max_memory_allocated. On this GPU, the experiments
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Figure 7: Final task and meta level precision performance for Wiki-500K

with Wiki31K take about 1 hour, Amazon-131K 8 hours, Amazon-670k 30 hours, Wikipedia-500k 36
hours and Amazon-3M 72 hours.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the relevant

information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction provide a suffcient explanation of the main idea of
the paper. The problem setting and the contributions are explicitly stated in the introduction
section of the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made
in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or NA
answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: A section discussing the limitations has been added towards the end of the
paper. Various computational considerations are the main part of the paper, and are adequately
discussed.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be used
reliably to provide closed captions for online lectures because it fails to handle technical
jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and
how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an important
role in developing norms that preserve the integrity of the community. Reviewers will be
specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?
Answer: [NA]
Justification: There are no formal results proved or claimed in this paper
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they

appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The dataset details, architecture outline and hyper-parameter details are suffi-
ciently explained in the main body of the paper and appendices.
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Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of whether
the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions
to faithfully reproduce the main experimental results, as described in supplemental material?

Answer: Data-[Yes] , and code - [No]

Justification: We perform experiments on publicly available datasets. The code will be made
publicly available in the near future.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental setting and hyperparameter details are sufficiently explained
in the main paper and appendices.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: While the train, and test splits are standard, due to the scale of datasets, and com-
putations involved performing significance tests is not undertaken by the research community
in this domain.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the
main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call
to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of

the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]

Justification: This has been sufficiently explained in the experiments section of the paper.
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Guidelines:
• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or

cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than

the experiments reported in the paper (e.g., preliminary or failed experiments that didn’t
make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Ethical considerations
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special considera-

tion due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?
Answer: [Yes]
Justification: A brief description of the societal impact of work in provided in the paper.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional
or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]

Justification: We do not release any Language model, or image generators.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best faith
effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The link to the repository hosting publicly available datasets has been provided.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release any new assests.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well
as details about compensation (if any)?
Answer: [NA]
Justification: No study involving humans was part of this work.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution)
were obtained?
Answer: [NA]
Justification: No study involving humans was part of this work.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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