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ABSTRACT

We propose a federated dynamical low-rank training (FeDLRT) scheme to reduce
client compute and communication costs - two significant performance bottlenecks
in horizontal federated learning. Our method builds upon dynamical low-rank
splitting schemes for manifold-constrained optimization to create a global low-rank
basis of network weights, which enables client training on a small coefficient
matrix. This global low-rank basis that allows us to incorporate a variance correc-
tion scheme and prove global loss descent and convergence to a stationary point.
FeDLRT features dynamic augmentation and truncation of the low-rank bases to
optimize computing and communication resource utilization. Notably FeDLRT
only trains a small coefficient matrix per client. We demonstrate the efficiency of
FeDLRT in an array of computer vision benchmarks with both i.i.d. and non-i.i.d.
data distributions and show a reduction of client compute and communication costs
by up to an order of magnitude with minimal impacts on global accuracy. FeDLRT
performs as well as classical methods such as FedAvg and FedLin, with a fraction
of the memory and compute requirements.

1 INTRODUCTION

Federated learning (FL) L1 et al.| (2020); Shamir et al.| (2014); McMahan et al.| (2016)) builds a

global model on a central server from data distributed on multiple devices, i.e., clients, by iteratively
aggregating local models trained with the computation resource on the clients. In horizontal FL, where
all clients share identical model architecture and data features, computation is often limited by (i) the
communication bandwidth between clients and the server and (ii) the restricted compute and memory
resources at each client. The former could be addressed by deploying various compression techniques,
such as sparse randomized sketching Haddadpour et al.| (2020b)), subsampling Konecny et al.[(2017)),
or by allowing for partial McMahan et al.|(2016); Nishio & Yonetani (2019) or asynchronous Sprague
et al.| (2018); [Chen et al| (2020b) communications. The latter could be addressed by sparse training

Qiu et al.|(2022); Yang et al.[(2020) and transfer learning [Chen et al| (20204).

Since FedAvg|[McMahan et al.| (2016)), low-rank, sparsity and matrix sketching-based methods have
been proposed to increase communication and compute efficiency for FL in|Qiao et al| (2021));
et al.| (2024); [Liu et al| (2023); [Yao et al| (2022); Xue & Lau| (2023); Hyeon-Woo et al. (2022);
Koneény et al.|(2017); Reisizadeh et al.| (2020b). These methods can be categorized into 1) methods
that perform full-rank training on the clients and reduce communication cost by communicating only
a) low-rank factors [Qiao et al| (2021)); Vogels et al| (2020); Xue & Laul (2023) or b) sketched matrices
[Rabbani et al.| (2023)); [Rothchild et al.|(2020); [Tvkin et al.| (2019); (Condat et al.| (2023)) and 2) methods
that reduce both communication and client compute costs by training on a) low-rank factors
(2023)); [Y1 et al] (2024); [Yao et al| (2022); [Hyeon-Woo et al.| (2022); [Konecny et al.| (2017)); [Coquelin
(2024) or b) sparsity patterns Horvath et al.| (2021) on the clients. The methods in the first class
compress only the communication and do not reduce the compute and memory cost, while the ones
in the second class reduces the client compute and memory cost but often require reconstructing the
full weight matrix on the server.

Further, application of multiple optimization steps (local iterations) on clients often leads to the client
drift phenomenon, where convergence to local minimizers stalls the global convergence. Several

methods (2014); [Li et al| (2020); [Pathak & Wainwright; [Karimireddy et al.| (2020);
Wang et al.| (2020); Mitra et al.|(2021b) have been proposed to mitigate this issue for non-compressed
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Table 1: Comparison of the computational footprint of FeDLRT with FedAvg McMahan et al.
(2016)), FedLin Mitra et al.| (2021a)), FeDLR |Qiao et al.| (2021)), Riemannian FL Xue & Laul(2023)),
FjORD Horvath et al.| (2021]), FetchSGD |Rothchild et al.| (2020), FedHM |Yao et al.| (2022) and
FedPara Hyeon-Woo et al.|(2022). We denote the number of local iterations by s, the local batch
size as b, the matrix dimension by n x n and the matrix rank by r. The sparsity rate of FjORD
and FetchSGD is denoted by §. We mark the low-rank method with lowest compute, memory and
communication cost blue assuming fixed » < n. The FeDLRT variants are the only low-rank schemes
with linearly scaling (in n) memory, compute, and communication costs with automatic compression
and the ability to handle client drift .

Client Client Server Server Comm. Comm. Handles Rank
Method . . .

compute memory compute memory  cost rounds client drift adaptive
FedAVG O(s.bn?) 0(2n?)  O(n?) 0(2n?)  0(2n?) 1 X X
FedLin O(s,bn?) 0@2n?) 0O(n?) 02n?) O(@4n?) 2 v X
FeDLR O(sibn® +n®)  O@2n%) Om*+n?) O®n?)  O(4nr) 1 X v
Riemannian FL O(s,bn’r) 0@2n?)  O(n%r) O(4nr)  O(4nr) 1 X v
FedHM O(s.b2nr) O@2nr) Om*+n3) On?)  O(4nr) 1 X v
FedPara O(sybdnr) O(4dnr)  On2+n3) 0O(2n?) O(8nr) 1 X X
FjORD O(5,b3) 0(9) O(n?) O(n?)  O(49) 1 X adapts &
FetchSGD (s, = 1) O(s.bn?) 0(6) 0O(n?) O(n?  0O(49) 1 fors, =1 adapts§
FeDLRT w/o var/cor O(sybdnr) O(4nr)  O(4nr?) O(2nr)  O(6nr + 6r2) 2 X v
FeDLRT simpl. var/cor | O(s,bdnr) O(4nr)  O(4nr?) O@2nr)  O(6nr + 8r?) 2 v v
FeDLRT full var/cor O(s.bdnr) O(4nr)  O(4nr?) O(2nr)  O(6nr + 10r2) 3 v v

models, often by introducing correction terms to the client gradient. However, applying these client
drift mitigation techniques to methods in the second class is nontrivial, since the correction term is
often not compatible with the compressed (low rank or sparse) representations in local training.

Contribution: This work focuses on the horizontal FL setting and addresses the challenges of
communication bandwidth and client compute resources simultaneously by leveraging low-rank
approximations of weight matrices that follow the dynamics of the gradient flow. The proposed
method features 1) Efficient communication — only transmitting low-rank factors; 2) Low client
compute and memory footprint — clients optimizing only a small coefficient matrix and all floating
point operations of FeDLRT scale linearly in the matrix dimension n; 3) Automatic server-side
compression — minimizing memory and communication requirements during training via server-side
dynamical rank adjustment; 4) Global loss convergence guarantees — converging to a stationary
point by incorporating a variance correction scheme |Mitra et al.|(2021a). Each of these features is
demonstrated on benchmark problems. To the best of the authors’ knowledge, this is the first low-rank
method possessing all these features.

2 BACKGROUND AND PROBLEM STATEMENT

Federated optimization typically considers distributed setups and with limited communication and
limited client compute and memory resources McMahan et al.|(2016). In this work, we consider a
general federated optimization problem, i.e.,

min,, £(w) := %25:1 L.(w), (1)

where w is a trainable weight, £ is the global loss function associated to a global dataset X, and L,
is the local loss function of client ¢ with local dataset X, in a federated setup with C' clients. For
notational simplicity, we consider that X = U§:1X . and each X is of the same size. Therefore, £
is an average of L. with uniform weights.

The extension to handle a (non-uniform) weighted average case is straightforward. As the first
baseline for federated optimization, we consider FedAvg|McMahan et al.|(2016), see AlgorithmE}
Here, each client optimizes its local loss function £, for s, local iterations using gradient descent,

w§+1 = ws — AV, L(ws), )
with learning rate A, for s = 0,...,s. — L. The initial value for the local iter-
ation is the last global weight, i.e., wg = wt After local iterations, the weights

are communicated to and aggregated at the server to update the global weight following

2
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Client-drift effect is a common challenge 2100 FeDLRT w/o var/cor n-\...\. """"""
in FL, where the iterative client updates gl FeDLRT w/ var/cor N,
(2) of FedAvg converge to local minima =0 e FedAvg S
and jeopardize global training performance =+~ FedLin o
since the average of the local minimizers 10° 10" 102
may be far away from the global mini- Aggregation round

mizer. These effects are particularly pro-
nounced for a large number of local iter-
ations s,, or high discrepancies between
local loss functions L., as illustrated by
Figure [Tl Multiple methods [Shamir et al.
(2014); [L1 et al.| (2020); Pathak & Wain+
wright; |Karimireddy et al.| (2020); Wang
et al.|(2020) have been proposed to mitigate
this issue. However, these methods often
exhibit a speed-accuracy conflict, where
learning rates need to be heavily reduced; thus, convergence is slow.

Figure 1: Federated, heterogeneous least squares re-
gression problem, see Section for C' = 4 clients,
s, = 100 iterations, learning rate A\ = le — 3 and C'
rank-1 local target functions. FL methods without vari-
ance correction plateau quickly, whereas FedLin and
FeDLRT with variance correction converge to le — 5.
FeDLRT converges faster than FedLin and has lower
communication costs.

Variance correctio introduced in the FedLin method [Mitra et al. (2021a) constructs a variance
correction term V, = V, L. (w?) — % chzl VL (w) and modifies the client update iteration to

wit = wl =N (VuL(w?) = Vo), s=0,...,5.— 1. @

This technique leads to global convergence to the minimizer of (I)) with constant learning rates for
convex L and else to convergence to a stationary point, at the cost of an additional communication
round for computing the variance correction. Similar methods, sometimes dubbed "error feedback"
are proposed in|Liang et al.[|(2019); Ivkin et al.| (2020)

Federated neural network training considers problem (1) with the trainable weight w being the set
of weight matrices {Wl}f of an L layer neural network. In each iteration, the weight updates in
and () are applied to all layers simultaneously. Therefore, w.1.0.g., we express the local loss function
as L.(W), where W € R™*™ denotes the weight matrix of an arbitrary layer.

Low-rank neural network training: An array of recent work has provided theoretical and experi-
mental evidence that layer weights of over-parameterized networks tend to be low rank Arora et al.
(2019); Bah et al.| (2022); |Galanti et al.| (2022); Martin & Mahoney| (2018) and that removing small
singular values may even lead to increased model performance while dramatically reducing model
size |Sharma et al.| (2024)); |Schotthofer et al.| (2022) in non-federated scenarios. This beneficial feature
has spawned a rich landscape of methods to compress neural networks to a low-rank factorization
after training with subsequent fine-tuning Sainath et al.|(2013); Denton et al.|(2014); Tjandra et al.
(2017); Lebedev et al.| (2015)), train the factorized network with fixed rank [Jaderberg et al.[(2014);
Wang et al.|(2021)); |Khodak et al.|(2021)), dynamically adjust the rank during training |Schotthofer
et al.[(2022)); Zangrando et al.|(2023), or use low-rank adapters for fine-tuning foundation models Hu
et al.| (2021)); Dettmers et al.| (2023)); |[Zhao et al.| (2024)); |Schotthofer et al.| (2024).

Dynamical Low-rank Approximation of the gradient flow of neural network training. The core
contribution of this paper builds on the dynamical low-rank approximation (DLRA) method, which
was initially proposed for solving matrix equations [Koch & Lubich| (2007) and recently extended
to neural network training Schotthofer et al.[(2022); Zangrando et al.| (2023)); Hnatiuk et al.| (2024);
Schotthofer et al.|(2024). Let W (t) = —Vw L(W (t)) denote the gradient flow for minimizing L.

The DLRA method restricts the trajectory of W to M,., the manifold of n x n, rank-r matrices,
by projecting W onto a local tangent plane of M, via an orthogonal projection. This guarantees
a low-rank solution when following the projected dynamics from a low-rank initial guess. Let the
low-rank matrix take the form W, = USV T € M, with U,V € R™*" the orthonormal bases of

"Variance correction is commonly referred to as “variance reduction” [Kone&ny et al.| (2016); [Mitra et al.
(2021a).
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M, and S € R™*" the coefficient matrix. The dynamics for each low-rank factor in DRLA are then

derived in (Koch & Lubichl 2007}, Proposition 2.1) as

S@t)=-UT()VwLU®BSHV )V (2),
U(t) = — (I — Pyw)) VwLU@®)SHV(E)HV()SH) ", (5)
V(t) = — (I = Pugy) VwLUMOSOVO HUBSH T,

where Py = UUT and Py, = VV'T are the projections onto the column spaces of U and V/,
respectively.

In|Schotthofer et al.| (2022), the authors develop an memory and compute efficient scheme to solve
(3) numerically for (non-federated) neural network training. The idea is to split the system into a
basis update step for U and V' and a coefficient update step for S, allowing rank adaptation via a basis
augmentation before the coefficient update step and a basis truncation after the coefficient update,
which enables dynamic compression of the neural network during training.

Direct extension of DLRA to FL is not straightforward: In a FL setup, applying the above scheme
to the local training problem on each client ¢ leads to low-rank weights W, = U.S.V," with different
bases U, and V. and potentially different ranks for each client. While these factors can still be
efficiently communicated, aggregating these low-rank weights on the server requires reconstructing
the full weight matrix W* = % 25:1 U.S.V.". In this process, the low rank structure is lost and
needs to be costly recovered by a full n x n SVD on the server. Low-rank schemes using this type
of aggregation step and direct gradient descent on low-rank factors are presented in, e.g.

(2022), |Qiao et al|(2021)), Hyeon-Woo et al.|(2022).

Furthermore, the inconsistency of the low-rank bases on each client complicates the implementation
of standard client drift mitigation methods, e.g., the variance correction method in FedLin
(2021b)), since these methods require averaged gradient information of all clients, which is nontrivial
to compute without a global low-rank basis shared between clients.

3 FEDLRT: FEDERATED DYNAMICAL LOW-RANK TRAINING WITH VARIANCE
CORRECTION

1 I 2 I In this section, we present the core contribution of this paper,
ederated dynamical low-rank training (FeDLRT). FeDLRT cre-

4
= = = = ates a global low-rank manifold on which all clients of the FL
/ \ / \ setup share the same basis U, V, referred to as the global basis.

CIgee- I8 CIE oo N This core idea enables FeDLRT to reduce the compute, commu-
II'= II'= nication, and memory costs simultaneously while incorporating
client drift mitigation techniques to guarantee convergence.

3 I 4 I The procedure of FeDLRT is illustrated in Figure [2] and de-
tailed in Algorithm [I] As shown in Figure [2] FeDLRT first

- broadcasts an initial low-rank factorization of a weight matrix

/ \I ./ \. W, = USV T to the clients (panel 1), and the basis gradientfl

COf---0§ C§--- g U,V are aggregated on the server (panel 2). Next, the basis is
oe==  e== o= ee=== augmented on the server (panel 3) and broadcast. On the clients,
I I lomm.ze lopﬂmize only the augmented coefficient matrix S is updated repeatedly
e e (panel 4) before aggregation to the server. After aggregation of

Figure 2: Communication of the local augmented coefficient matrices, redundant bases are
FeDLRT without variance correc- ¢liminated to optimize the accuracy-to-compression ratio of the
tion. 1) Broadcast global basis model on the server, which gives the low-rank factorization of
U,V (blue). 2) Aggregate basis the global weight for the broadcasting step in panel 1 for the

gradients G 7, G,y (orange). 3) nNext aggregation round.
Broadcast global augmented basis ¢ giratepy yields the following benefits compared to “full-rank”

u,v (green). 4) Aggregate client FL schemes, such as FedLin Mitra et al.| (2021a)):
coefficient update 52+ (purple).  Low client compute cost: Server-based basis augmentation and

2and later on the coefficient gradients for variance correction
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compression enables an automatic compression without a-priori knowledge of the layer rank r and at
no cost for the resource-constrained clients. The clients only evaluate gradients of low-rank factors
and optimize the small matrix S € R"*".

Efficient communication: Similar to FedLin, FeDLRT requires in practice two communication
rounds — one for aggregating and distributing global gradients for basis augmentation and variance
correction and one for aggregating locally updated coefficients. However, communication cost for
each round is significantly reduced since only low-rank factors are communicated. We refer to
Section [3.3]on communication and compute cost.

In comparison to low-rank schemes with local compression |Yao et al.|(2022);|Y1i et al.| (2024); |Qiao
et al.| (2021); Hyeon-Woo et al.| (2022)) the scheme has the following benefits:

Global manifold basis: Splitting the low-rank update and sharing bases among clients provides a
globally consistent manifold basis. The global basis unlocks the favorable features of dynamical
low-rank training Schotthofer et al.|(2022) for federated learning: 1) Convergence behavior that
mimics that of FedLin, 2) compute and memory efficiency by never computing or assembling full
weight matrices, 3) automatic compression through rank adaptivity instead of manual tuning of the
rank r.

3.1 DESCRIPTION OF ALGORITHM[I]- FEDLRT

In this section, we elaborate on the details in Algorithm The orthonormal factors U¢, V' and the
coefficient matrix S? are initialized with rank 7 and then broadcast to the clients. Note that FeDLRT
ensures that, for all ¢ > 1, U? and V'* are orthonormal, and S? is diagonal and full rank.

Basis augmentation of the bases U* and V' is performed using concatenation with the corresponding
global basis gradients Gy = & S VUL (UIS'VET) and Gy = & S Vv L (UtSTVET),
obtained by aggregating the local basis gradients. Gy and G'y encapsulate the gradient flow dynamics
(5) projected onto the original bases, thus yielding an intuitive choice for basis augmentation. Further,
this choice is consistent with the basis update step of the augmented BUG splitting scheme, see
Appendix [F] which ensures the robustness of the client optimizer. Subsequent orthonormalization,

e.g., by a QR decomposition, yields the augmented basis, i.e.,
[Ut|UJR = qr([Ut | Gy]) € R™*2". and [V!| VIR = qgr([V!|Gy]) € R"*?".  (6)

We denote the augmented bases by U = [U' | U] and V = [V* | V]. The orthonormalization is
performed on the server, providing compute cost reduction for the client.

Basis broadcasting of Uand V only requires to broadcast the new bases U and V, since U* and V'*
are readily available on the clients. Formally, the coefficients S are projected onto the augmented

basis, i.e., S = U U'S'VHTV € R27*2" before broadcasting them to the clients. Exploiting the
orthonormality of the basis results in further reduction of the communication and compute cost:
St 0}

Lemmal. Let U = [U' | Uland V = [V | V], then S := UTU'S'VETV = {0 0

The proof (see Appendix [G)) is based on the orthogonality imposed in (). With Lemma|l] only
U and V have to be broadcast, and the augmented bases and coefficients ~U , V, and S can be
assembled on each client as needed. Furthermore, only S € R"*", instead of S € R?"*2", needs to
be communicated.

Below, we discuss three options for the client coefficient update step.

Client coefficient update without variance correction is implemented similarly to FedAvg (3). On
each client ¢, the augmented coefficient matrix S, is trained for s, iterationsﬂ with learning rate ),
Stl =85 —AVL(USSVT), s=0,...,5.—1, with S5°=5. 7

Client coefficient update with variance correction is required in certain federated scenarios, e.g.,
the case considered in Figure E} Based on FedLin Mitra et al.| (2021al), we introduce a correction

3The auxiliary functions for Algorithm can be found in A]gorithm
*Our analysis focuses on the case where all clients share the same number of local iterations s.. The analysis
can be extended to the case where s. is client dependent, following a similar strategy as in|Mitra et al.{(2021a).
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Algorithm 1: FeDLRT (See Algorithm 2] for auxiliary function definitions)

Input : Initial orthonormal bases U', V! € R™*" and full rank S! € R"*";
Client-server setup with clientsc = 1,...,C,

var_cor: Boolean flag to activate variance correction;

7: singular value threshold for rank truncation.

fort=1,...,Tdo

broadcast({U*, V?,S'})
Gu.e + VuL(ULSTVET); Gy = Vy L (ULSTVET) /* On client x/
Gy,Gy +— aiqqret_:jate({GUc7 Gv..})
U <Dbasis_augmentation(U% Gy); V +basis_augmentation(V?, Gy)
broadcast({U,V})
U+ [U ULV« [V V] /* Basis assembly on client »*/
_ t
§5=0 [SO 8} /+ Coefficient matrix assembly on client «/
if var_cor then
Gs .+ VgL (USVT) /* Augmented gradient on client =/
Ggs+ aggregate({Gg,C})
broadcast({Gg})
coefficient_update_var_cor(c, Gg— Gg,) /* On client x/
else
| coefficient_update(c) /* On client x/
S* + aggregate({S:-})
PTI,ZTUE)T1 esvd(S*)Nwiththresholdﬁ /* Compression step x/
Uttl UP,; Vil VQr; St DIN /* Basis and coefficient
update =*/

step for the local coefficient update of FeDLRT. It extends the above local iteration by another
communication round, where the gradient of the augmented coefficients Gz , = VL (US VT)is

computed, aggregated to G'g = % Zle G5 . and subsequently broadcast. This yields a correction

term V, = G s—G 3 . for each client c and thus the client iterations read

Sstl =G5~ \ (vgﬁc(ﬁgﬁ) + v) , s=0,....s,— 1, with S=0=35. (8

The correction term results in a bound on the coefficient drift and leads to convergence guarantees for
FeDLRT, as detailed in Section[3.2]

Client coefficient update with simplified variance correction: Empirically, we observe that a
simplified variance correction, which only considers the correction term of the non-augmented
coefficients S, is sufficient, see Figure The simplified variance correction term takes the form

[vsﬁ(wstv”) — VsL(U'STVET) 0
0

VLZGg-GgﬁC%Vc::G’g—GiC: K ©

which makes lines 10 and 12 in Algorithmredundant, since G g can be aggregated in one step with
the basis gradients Gy,Gy in line 4 and broadcast with U, V' in line 6, reducing the communication
rounds to two - the same as FedLin. See Algorithm 5] for details.

Coefficient averaging is performed after (any of the above variants of) the client iterations. The server
computes the updated global coefficients by averaging the local updates, i.e., S* = roi Zle S, o
With the shared augmented bases U and V, this is equivalent to the FedAvg aggregation

Wi = &S Wi = & L (USVT) = U S ST = 0877 a0

Since the basis is fixed, the rank 2r is preserved in the aggregation, which is in contrast to other
federated low-rank schemes where the aggregated weights could be full rank and, in turn, require a
full matrix SVD to determine the new rank [Qiao et al.|(2021); | Xue & Laul (2023)).
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Automatic compression via rank truncation is necessary 1) to identify the optimal rank of the
weight matrix and 2) to ensure that .S is full ranll To this end, a truncated SVD of §* € R2r*2r jg
performed, i.e. P, %, ,Q = svd(S5*), where Py, Q,, € R2"*™ and ¥, = diag(y,...,0,,)

contains the r; largest singular values of S*. The new rank r1 can be chosen by a variety of criteria,
e.g., a singular value threshold ||[o},,...,02,]||; < ¥. Once a suitable rank is determined, the

factorization is updated by the projection of the bases U'T! = UP,, € R™*™, Vil = VQ,, €
R™*"1 and update of the coefficient S'** = ¥, . Remarkably, Algorlthmlls a federated low-rank
learning scheme whose solution is close to a full-rank solution, see Theorem [5}

FeDLRT can readily be extended to tensor-valued, e.g., convolutional, layers by applying Algorithm|[T]
to each basis and the core tensor in a Tucker Tensor factorization. We refer to Appendix [B|for details.

3.2 ANALYSIS OF FEDLRT WITH VARIANCE CORRECTION

In this section, we analyze the FeDLRT algorithm under the general assumption that £, and £ are
L-smooth with constant L. Theorems [2] and [3] give the convergence results for FeDLRT with full
variance correction (§) in Algorithm [I] Theorem [4] and Corollary [I| provide the convergence for
FeDLRT with simplified variance correction in @), as detailed in Algorithm @ under additional
assumptions given therein. We note that the analysis does not require convexity of L. or L.

FeDLRT convergence with full variance correction. The variance-corrected client iteration (8]
leads to the following bound the client coefficient drift.

Theorem 1 Given augmented basis and coefficient matrices U,V,andS. If the local learning rate
0 <A < - with s, > 1 the number of local steps, for all clients c,

1S5 — Se|| < exp(1)s:A[VLUSVT)|, for s=1,...,s* —1, (11)
where §§ is the variance corrected coefficient as given in .

The critical ingredient for the proof, provided in Appendix [H.1] is the globally shared augmented
bases. Theorem [I]bounds the drift of the low-rank representations of the local weight, which gives
rise to the following global loss descent guarantee.

Theorem 2. Let UtS'VHT and U SHHIVIHLT be the factorization before and after iteration t
of Algorithm[I|with varlance correction and singular value truncation threshold 9. Let the local
learning rate be 0 < \ < 13 L , then the global loss descent is bounded by

LOTLSHIVHLT) — L(US'TVET) < —s, M1 — 125, AL) [V L(USV |2 + LY. (12)

The proof is provided in Appendix [H.2] The theorem shows that Algorithm|[I] guarantees global loss
descent, up to the error term L1 from low rank truncation. Further, Theorem [2| paves the way for the
following result on convergence to a global stationary point.

Theorem 3. AlgOrzthm I guarantees that, for learning rate \ < and final iteration T,

12Ls‘

2 48L
inp [Vs£U VIO <

(E(Ulslvl,T) _ E(UT+15T+1 VT+1,T)) + 48[/279 (13)
The proof is given in Appendix In particular, this theorem implies convergence of Algorithm T]
for T" — oo up to a J-distance to a global stationary point. This is consistent with the numerical
results in Figure[T} where FedLin converges to the global minimizer (the only stationary point) while
FeDLRT with variance correction stops at a point with slightly higher loss value due to a nonzero .
In the case that the FL problem has a low-rank solution, the truncation error bounded by ¥ vanishes,
and convergence to a stationary point is guaranteed, see, e.g., Figure[3]

SFull rank S is required to show consistency of the basis update step @ with the robust operator splitting of
Cerut1 et al.[(2022); |Schotthoter et al.| (2022)), see Appendix@
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Figure 3: Comparison between FeDLRT with simplified variance correction and FedLin in the
homogeneous linear least squares regression test. Each line represents the median result of 20 random
initialization with C clients. The plots from left to right show the rank evolution, the distance to
the global optimizer, the global loss values by FeDLRT, and the global loss values by FedLin. The
results show that FeDLRT converges faster in this low-rank test case by identifying (and never
underestimating) the target rank r = 4 early in the training.

FeDLRT convergence with simplified variance correction. FeDLRT with simplified variance
correction is detailed in Algorithm [5| with the variance correction term given in (9), which makes
variance correction more communication and computation efficient but comes at a cost of the
following additional assumption for convergence analysis.

Assumption 1. There exists § < 1 such that, at each client coefficient update,
IVG@SVT)| = [VsGUSVT)|| < 8lIVaL@SVT], (14)
for functions G = Land G =L, c=1,...,C.

The left-hand side of (T4) is the difference in the gradient dynamics induced by the basis augmentation.
If FeDLRT has identified a suitable global basis U, V, then the small coefficient .S captures most of
the relevant gradient information, i.e. the difference between V gg and V@ is expected to be small.
The result in Appendix [D]suggests that this assumption is reasonable. This scenario occurs when
FeDLRT identifies the optimal rank, which could happen early for simpler problems as shown in
Figure[3] or when FeDLRT approaches a stationary point.

Theorem 4. UnderAssumptio let C := s, \(1 — 62 — 125, AL + 62 5, \). If the local learning

rate 0 < A < ﬁ, Algorithm|5|leads to the global loss descent

E(Ut+lsrt+1vt+1,'l'> _ E(Utstvt,'r) < —CHV§£(/W7T)H2 + LY.

The proof is provided in Appendix [[.I} When ¢ is small, this bound is slightly weaker than the one in
Theorem [2] which leads to the following corollary.

Corollary 1. Assume that Assumption[I|holds. Algorithm 3| guarantees that, for the local learning
rate 0 < \ S m,

. 2 96L
in [Vt stven]|

< T(,C(Ulslvﬂ) — L(UTTIGTHYTHLTY) 1 96120,
The proof is analogous to the one for Theorem 3] see Appendix

3.3 COMPUTE AND COMMUNICATION COST

The proposed FeDLRT methods significantly reduce server and client memory footprint, the required
communication bandwidth, as well as the client compute cost compared to various baselines, see
Table[T] We remark that the complete federated learning process is performed on the low-rank factors,
and the full matrix W, is never required, as, e.g., in |Qiao et al.| (2021); [Xue & Lau| (2023) and
FeDLRT is the only low-rank method with adaptive compression incorporating variance correction,
whose server compute cost scales linearly with the layer dimension since the SVD for rank truncation
only needs to be computed on the augmented coefficient matrix of size 2r x 2r.

4 NUMERICAL EVALUATION

4.1 DISTRIBUTED LINEAR LEAST SQUARES REGRESSION

Homogeneous test. We first consider a (convex) FL problem (/1)) for linear least squares regression

with local loss L.(W) = 2|)1(C‘ Yemex. @) T Wp(y) - f(a,y)| z’ where W € R™ ™ and
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Figure 4: ResNet18 CIFAR1O0. In each plot, the results are reported for C' = 1,...,16 or 32 clients
with 240/C local iterations. We compare the convergence behavior of the median result of 10
initializations displaying the best validation accuracy until the current epoch for (from left to right)
FedAvg, FedLin, FeDLRT w/o var/cor and FeDLRT w/ simplified var/cor. We observe 1) the low-rank
methods closely follows the convergence dynamics of their full rank counterpart, and 2) variance
correction starts to improve the convergence behavior during later stages of the training, where the
non-corrected methods level off.

oo Val- Acc. 200 clients, 10 active Figure 5: ResNetl8 CIFARI10-i.i.d., partial participation. We

compare FeDLRT w/o var. cor. to FedAvg for C' = 200 clients,
where 10 randomly sampled clients participate in each aggregation
round with s* = 10 local iterations. We present the median

80

Method

70 S of 5 random weight initializations. The models converge to a
1 FeDLRgT 86.18 + 1.5% accuracy. FeDLRT achieves a 63.32% compression
60 rate with a comparable accuracy to FedAvg.

0 5000 10000 15000 20000
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p : [-1,1] — R™ is the Legendre polynomial basis of degree n — 1. The target function f is
manufactured as f(x,y) = p(z)" W,p(y), where rank(W,) = r. We consider problems with
n = 20, r = 4, and randomly generated W,., with 10, 000 data points uniformly sampled on [—1, 1]?
and uniformly distributed among clients. We compare FeDLRT with variance correction and FedLin
with s, = 20 local iterations and A = le — 3 learning rate on C' = 1,2, 4, 8,16, 32 clients. This
setting satisfies the step-size restriction given in Theorem[2] In FeDLRT, the singular value truncation
threshold ¥ = 7||S*|| with 7 = 0.1 was used.

Figure [3|reports the dynamically updated ranks, errors, and loss values with respect to the aggregation
rounds. The reported data are the medians over 20 randomly generated initial Weightﬁ The results
indicate that FeDLRT is able to identify the correct rank within a few aggregation rounds and,
furthermore, never underestimates it — which would have increased the loss value significantly.
FeDLRT converges to the minimizer W* = W, up to a le — 5 error and converges faster with more
clients. On this problem, FeDLRT shows up to 10x faster convergence than FedLin. We attribute this
behavior to the fact that, by identifying a suitable low-rank manifold early in the training, FeDLRT
significantly reduces the degrees of freedom in the FL problem.

Heterogeneous client objective functions. Inspired by Mitra et al.|(2021a), we consider a variation
of the linear least squares regression with Lc(W) = 51 20, e x |p(x) "TWp(y) — fe(z,y)| 2,
where the target function f. is different for each client, and the 10, 000 training data points are
available to all clients. The local target functions f. cause each client to optimize a different local
problem. We choose problem size n = 10 with C' = 4 clients and use learning rate A = le — 3 with
s, = 100 local epochs. As seen in Figure[I] FeDLRT with variance correction converges (to single
precision accuracy) to the minimizer W* of (I) much faster than FedLin, whereas FeDLRT without
correction quickly plateaus, similar to FedAvg.

4.2 RESNETI18 oN CIFARI10

We demonstrate the performance of FeDLRT for training the exemplary ResNet18 model on CIFAR10,
where we apply FeDLRT to train its fully connected head. The truncation tolerance is set to

# = 7||5*|| with 7 = 0.01. The test case setup is summarized in Table 2| The training data is equally

We chose to display the median trajectory to point out its convergence and monotonicity. The test case also
converges in the mean.
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Figure 6: ResNetl8 CIFAR10-
Dirichlet distriubted with param-
eter o for FeDLRT w/ simpl. var.
cor. and FedLin for C = 16
clients with s* = 10 local iter-
ations. We present the median of
5 random weight initializations.
FeDLRT performance matches or
surpasses the FedLin baseline.

FeDLRT w/ simpl. var. cor. FedLin

0” 500 1000 1500 2000 Ov 500 1000 1500 2000
Aggregation Round Aggregation Round

partitioned across clients; see Appendix [C.2]for the data-preprocessing details. A local iteration of
Algorithm [T]at client ¢ describes one mini-batch update on the client training data set X for a given
batch size, s. is the maximum number of local iterations, and 7" denotes the number of aggregation
rounds. We see that FeDLRT ties or outperforms FedAvg in terms of final validation accuracy. Using
variance correction increases the validation accuracy of FeDLRT by up to 12% in this test case,
matching the accuracy of FedLin and enabling FL with 93% accuracy for 32 clients. For C' = 8
clients, the communication cost saving of the compressed layers is up to 90%

Similar results are obtained for AlexNet, VGG16 on CIFARI10, and ViT on CIFAR100, see Ap-
pendix [C] where we observe that FeDLRT closely matches the full-rank accuracy of FedLin. Lastly,
we remark that variance correction ins beneficial for convergence behavior in neural network training,
as shown in Figure ]

In Figure[§| we compare the performance of full variance correction with the computationally more
efficient simplified variance correction, using Algorithm[5]and observe that the latter yields similar
validation accuracy, notably at higher compression ratio and communication cost reduction.

Partial Participation: We set the total number of clients C' = 200, but in each aggregation round
only 10 clients are randomly sampled to participate in the Algorithm [[]without variance correction
for s* = 10 local iterations. We show in Figure 3] that FeDLRT still mirrors the performance of
FedAvg at 63.32% compression rate.

Non-i.i.d data distribution: In the setting of Section[d.2] we explore the effect of non-i.i.d training
data distributed across C' = 16 clients on FeDLRT, where we adopt the Dirichlet distribution Hsu
et al.| (2019) with parameter o € {1,2,5,10}. We compare the validation accuracy of FeDLRT w/
simpl. var. cor. to FedLin in Figure [6]and observe that FeDLRT matches the performance of FedLin
for a = 5,10 and surpasses FedLin for a = 1, 2 at compression rates between 59.8% and 62.2%.

Figure 7: MNIST communication Communication cost: We compare the effective communication
cost, ¢ = 100 clients with 2 cost and global training loss after 100 aggregation rounds using
classes each. Comparison values an MLP trained on heterogeneous MNIST data in Figure[7] see
are taken from (Haddadpour et al., Appendix [C.3] for details. FeDLRT has comparable communi-
20204, Figure 4). cation cost and global training loss compared to FedCOMGATE
Haddadpour et al.|(2020a)), the best performing reference method.
Global Comm.  We remark that FeDLRT is the only compared method with with

Method Trai-  Bits client compute cost reduction.

ning (up-

Loss link) In conclusion, we have presented FeDLRT, an efficient low-
FeDLRT 0.06 0.23¢9 rank FL scheme with convergence guarantees and automatic
SCAFFOLD 0.05 12ley compression, and demonstrated its capabilities in several test
FedGATE 0.13 0.61e9 cases.
FedCOMGATE 0.05 0.18¢9 T
FedAvg 0.1‘5) 0_6229 Limitations and future work: We remark that the underly-
FedPAQ 0.15 0.18¢9  ing assumption for this work is that the target model can be

expressed sufficiently well via a low-rank representation. Al-
though the communication cost in terms of transferred parameters is significantly reduced compared
to existing method, FeDLRT still requires two communication handshakes for one aggregation round,
just like its full-rank counterpart FedLin. Therefore, the method needs to be refined for scenarios
where the clients have different communication latencies or for completely asynchronous scenarios.
Potential future research directions include performing large-scale tests with thousands of clients,
extending the algorithm to incorporate other client drift mitigation techniques, e.g. |[Liang et al.| (2019);
Ivkin et al.| (2020)), and analyzing the convergence properties in these scenarios.

10
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A ADDITIONAL ALGORITHMS

In the following, we list a set of algorithms that are used in the paper as a contribution or as a
baseline method. In particular, Algorithm 2] contains auxiliary function definitions for Algorithm ]
and Algorithm [5] Algorithm[3]is the standard FedAvg method as presented in[McMahan et al. (2016).
Algorithm [ is the FedLin Algorithm Mitra et al.| (2021a), i.e. the extension of Algorithm [4] with
variance correction. Algorithm [5|represents the FeDLRT method with simplified variance correction,

as analyzed in Theorem [d] and Corollary [T with the additional Assumption

Algorithm 2: Auxiliary functions

1 def broadcast({M;},: list of matrices):

2 \ Send M; from server to all clients V3

3 def aggregate({M.;},: list of matrices):

4 Send M., ; from client to server Vc, i

s | My X M. Vi

6 | return {M;};

7 def coefficient_update_var_cor(c: client, V.: correction term):

8 fors=0,...,s, —1do /* On client =/
5 ‘ S5t G5 — A (vgz:c(ﬁﬁgffj) + V)

10 def coefficient_update(c: client):

1 fors=0,...,s.—1do /* On client =*/
| | St S5 - AVSL(USV,)

13 def basis_augmentation(B: old basis, G: basis dynamics):

14 [B | B] + qr([B | GB]) /* On server =/
15 return B

Algorithm 3: FedAvgMcMahan et al.| (2016). (See Algorithm [2]for auxiliary function definitions)

Input :Initial values for weight matrix W
Client-server setup with clientsc =1,...,C.
1fort=1,...,T do
broadcast({W'})
WE=0 — wt
fors=0,...,s, —1do
‘ WL« WE — AV L(WS) /* Gradient descent on client =/
Wil <« aggregate({Ws+}) /* Aggregation on server =/

= 7 T NV N

Algorithm 4: FedLin Mitra et al.| (2021a). (See Algorithm 2] for auxiliary function definitions)

Input :Initial values for weight matrix W

=
=

Client-server setup with clientsc=1,...,C.
1fort=1,...,Tdo
2 broadcast({W1})
3 Gw,e + VwL(W?) /* Gradient computation on client x/
4 Gw « aggregate({Gw,.}) /* Aggregation on server x/
5 broadcast({Gw})
6 WE=0  wt
7 Ve~ Gw — Gw,e /* Correction term computation on client =*/
8 fors=0,...,s, —1do
9 Wi« Ws = AVwL.(WS)+ V. /* Corrected iteration on client
*/
Wil « aggregate({Ws+}) /* Aggregation on server =/
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Algorithm 5: FeDLRT with simplified variance correction. (See Algorithm [2] for auxiliary
function definitions)

Input : Initial orthonormal bases U', V! € R™*" and full rank S' € R"*";
Client-server setup with clientsc = 1,...,C,

7: singular value threshold for rank truncation.

fort=1,...,Tdo

broadcast({U*, V1, St})

Gu.e + VuL(UtStVET) /+ On client «*/
Gy + VyL(USHVET) /* On client =/
Gg.c VL (UtSTVET) /* On client =/

Gu,Gv,Gs < aggregate({Gu,c; Gv,c; Gs.c})
U <basis_augmentation(U?, Gy), V +basis_augmentation(V?, Gy)
broadcast({U,V,GS})

U« [U U],V [Vt V] /* Basis assembly on client =*/
- t

55=0 [% 8} /+ Coefficient matrix assembly on client =*/
a GS.(: 0 . . . \
G§,C<— 0 0 /+ Client coeff. gradient approximation on
client =/

= Gs O . . .

Gg(— 0 0 /* Global coeff. gradient approximation on
client =/

coefficient_update_var_cor(c7 égfégc) /* On client =/
S* aggregate({gcs* })

Py By, Qry — svd(S¥) with threshold ¢ /* Compression step */
Ul « UP,,and VI « VQ,, /+ Basis projection =/
St 3,

B EXTENSION TO CONVOLUTIONS AND TENSOR-VALUED WEIGHTS

FeDLRT can readily be extended to tensor-valued neural network layers, e.g. convolutional layers,
following Zangrando et al.|(2023), where, e.g., a 2D convolution kernel is interpreted as an order-4
tensor and factorized by using the Tucker decomposition. To this end, the Tucker bases U; € R™i %"
for i = 1,2,3,4 replace the U and V' bases in the matrix case, and the Tucker core tensor C' €
RT1*T2XTs x4 peplaces the coefficient matrix S, to which the variance correction is applied. The
analysis holds for the Tucker Tensor case, since Tucker Tensors have a manifold structure. In the
analysis, one needs to consider the gradient projected upon all bases U; instead of U and V. The
compression step is performed with an truncated Tucker decomposition of the core tensor C, instead
of an SVD of S. For intuition, one can also refer to the matrix case as the order-2 Tucker Tensor case.
Remark that the bases U; are all updated simultaneously, thus the adaption to the tensor case does not
require more communication rounds.

C ADDITIONAL NUMERICAL EVALUATION

C.1 COMPUTE RESOURCES

The convex test cases are computed on a single Nvidia RTX 4090 GPU. The computer vision bench-
marks use a set of Nvidia Tesla V100-SXM2-16GB and Tesla P100-PCIE-16GB. For prototyping, a
Nvidia GTX1080ti is used.
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Algorithm 6: Naive implementation of FeDLRT. (See Algorithm [2]for auxiliary function defini-
tions)

Input : Initial orthonormal bases U', V! € R™*" and full rank S' € R"*";
Client-server setup with clientsc = 1,...,C,

7: singular value threshold for rank truncation.

fort=1,...,Tdo

broadcast({U*, V1, St})

U§:07 V;s:O’ Sg:O — Ut, Vt, St

fors=0,...,s, —1do /* On client =/
Gu,e = VuLe(US;VET)

Gy,e = VvL(UZSIVET)

U, ¢ ar([Uz | Guel)

Ver_ = ar([V2 | Gue))

Se=UUS;VETV,

S+ S, — )\Vgﬁc(UCSCVCT)

S* aggregate ({gj})

Py By, Qry svd(g*)Nwith threshold /* Compression step */
Utl <« UP,,and VI « VQ,, /* Basis projection x/
St 3,

C.2 DATA AUGMENTATION

We use standard data augmentation techniques for the proposed test cases. That is, for CIFAR10,
we augment the training data set by a random horizontal flip of the image, followed by a normal-
ization using mean [0.4914, 0.4822, 0.4465] and std. dev. [0.2470,0.2435,0.2616]. The test data
set is only normalized. The same augmentation is performed for CIFAR100, where with mean
[0.5071,0.4867,0.4408] and std. dev. [0.2673,0.2564,0.2762).

C.3 ADDITIONAL COMPUTER VISION RESULTS

ResNet18 on CIFAR10: We provide a comparison of the full variance correction and simplified
variance correction-based FeEDLRT method with ResNet18 on Cifar10. We display the statistics for
10 random initializations; each warm-started with 5 central learning iterations. We set s, = 240/C
so that in each training run, the global network iterates through the same amount of data. This setup
favors low client counts, and, as expected, the validation accuracy drops as C' grows for FedAvg and
FeDLRT without variance correction, see Figure[d] Figure[§]shows that both variants perform equally
well.

AlexNet on CIFAR10: We train AlexNet on CIFAR10, where the fully connected head of the
network is replaced by a low-rank counterpart. A federated neural network setup with C clients
trains on C'T's, random batches of the dataset, that is the number of seen training data batches scales
with the client count. Figure [9]displays the validation accuracy of FeDLRT with variance correction
compared to FedLin, where one can see that the performance of FeDLRT mirrors the performance of
FedLin with more degrees of freedom. The measured validation accuracy peaks at C' = 4 clients in
both cases, where the higher number of seen training data-points offsets the negative effects of more
clients on the validation performance. All reported runs are within close distance of the non-federated,
full-rank baseline accuracy of 85.6%. Communication cost savings of the fully connected layers
amount between 96% and 97% E]We observe that, similarly to the results in Section the maximum
achieved communication cost savings, which depend on the layer ranks scales with the number of
clients C' = 4, indicating that the decay rate of the singular values of the averaged coefficient matrix

S depends on C.

"For clarity of exposition we consider only the fully connected layers. Taking into account the non low-rank
convolution layers, the communication cost savings reduces to 87.5% to 87.3%.
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Figure 8: Comparisons for training ResNet18 on CIFAR10 benchmark. Top row compares FeDLRT
without variance correction to FedAvg, middle and bottom rows compare FeDLRT with full and
simplified variance correction to FedLin, respectively. In each row, the left two panels show the
model compression ratio and the communication cost reduction from FeDLRT, and the right two
panels show the validation accuracy for FeEDLRT and the full-rank counterparts. In each plot, the
results are reported for C' = 1,...,16 or 32 clients with 240/C local iterations. FeDLRT matches
the accuracy of FedAvg and FedLin well, while substantially reducing the server and client memory
and communication costs. Variance correction leads to an up to 12% increase in validation accuracy
for large C, mitigating the client drift problem. The simplified variance correction (bottom row) gives
comparable results to full version (middle row) at a lower communication and computation cost.
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Figure 9: AlexNet CIFAR10 benchmark with fixed number of local iterations. (Left Panel) shows the
savings in communication cost of simplified variance corrected FeDLRT vs FedLin. (Mid and right
panel) compares the validation accuracy of FeDLRT and FedLin, where we see that FeDLRT behaves
similarly to FedLin and achieves accuracy levels near the non-federated baseline value of 85.6%.

VGG16 on CIFAR10: We train AlexNet on CIFAR10, where the fully connected head of the
network is replaced by a low-rank counterpart. A federated neural network setup with 240/C
local iterations for C clients. Figure [T0]displays the validation accuracy of FeDLRT with variance
correction compared to FedLin, where one can see that the performance of FeDLRT mirrors the
performance of FedLin with more degrees of freedom. All reported runs are within close distance of
the non-federated, full-rank baseline accuracy of 85.6%. Communication cost savings of the fully
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Figure 10: VGG16 CIFAR10 benchmark with 240/C local iterations for C clients with simplified
(lower row) and without (upper row) variance correction. (Left panel) show the savings in commu-
nication cost corresponding to FedLin at final time. (Mid and right panel top row) compares the
validation accuracy of FeDLRT and FedAvg, where we see that FeDLRT behaves similarly to FedAvg,
where higher C correlates with a drop in accuracy. FeDLRT with variance correction mitigates this
issue and achieves similar performance as FedLin, close to the non-federated baseline accuracy is
93.15%.

connected layers amount between 96% and 97% ﬂ We observe, similarly results as in the ResNet18
test case.

VGG16 on CIFAR10 with low-rank convolutions: Mirroring the compute setup of the VGG16
test-case above, we now rewrite all convolutional layers of VGG16 as order 4 tensors in low-rank
Tucker format, as described in appendix [B] The full-connected head of the network is treated with the
matrix low-rank method. The corresponding training results can be seen in Figure[IT} and correspond
well with the previous results for VGG16. The reduction of communication cost is slightly higher,
due to the compression of the convolutions.

Com. Cost. Red [%] - FeDLRT simpl. var/cor Val. Acc. [%)] - FeDLRT simpl. var/cor Val. Acc. [%) - FedLin
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Figure 11: VGG16 CIFARI10, low-rank convolutional layers and low-rank fully connected layers. We
report the communication cost savings and the validation accuracy of VGG16 with FeDLRT applied
to training convolution and classifier layers. 2D convolutions are interpreted as an order-4 tensor and
factorized in the Tucker format. The statistics over five random network initializations are reported
using the training hyperparemeters of Table 2 of the main manuscript. The results are similar to Fig.
7 in the main manuscript, where only the classifier is compressed. Remark that here the classifier
contains most of the network parameters.

Vision Transformer on CIFAR100: We consider a small vision transformer for CIFAR100, with
6 attention layers with 2 heads each followed by a ResNet block and a drop-out layer, all with
weight matrices of dimension 512 x 512. The tokenizer takes patches of size 8 with embedding
dimension 512. Training hyperparameters are given in Table[2] Remark that we do not aim for SOTA
performance, since transformer architectures are notoriously difficult to compress with low-rank

8For clarity of exposition we consider only the fully connected layers. Taking into account the non low-rank
convolution layers, the communication cost savings reduces to 87.5% to 87.3%.
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Figure 12: ViT CIFAR100 benchmark. (Left Panel) shows the savings in communication cost of
variance corrected FeDLRT vs FedLin. (Mid and right panel) compares the validation accuracy of
FeDLRT and FedLin, where we see that FeDLRT behaves similarly to FedLin and achieves accuracy
levels near the non-federated baseline value of 50%, which is similar to literature results|Zhu et al.
(2023)).

Table 2: Experimental setup object detection benchmarks. All test cases use a cosine annealing
learning rate scheduler.

Alexnet/Cifar10  ResNet18/Cifar10 VGG16/Citar10 ViT/Cifar100
Batch size 128 128 128 256
Start Learningrate le—2 le—3 le—2 3e—4
End Learningrate le—5 Se—4 S5e—4 le—5
Aggregation Rounds 200 200 200 200
Local Iterations 100 240/C 240/C 240/C
Truncation tolerance 7 0.01 0.01 0.01 0.01
Momentum 0.0 0.9 0.1 n.a.
Weight Decay le—4 le—3 le—4 le—2
Optimizer SGD SGD SGD Adam w/ std pytorch parameters

approaches, but rather compare the performance of FedLin to FeDLRT for a given compute budget.
We use s, = 240/C local iterations for C clients. Observe in Figure that FeDLRT achieves
similar performance as ViT with over 55% communication cost savings on average.

C.4 COMPUTE COST ILLUSTRATION

We illustrate the compute and communication cost for FeDLRT in comparison to other low-rank
methods in Figure[T3]

Communication Cost [Floats] Client Cost [FLOPS] Client Memory [Floats]

—— FeDLRT full. var/cor

105 fffff FeDLRT simpl. var/cor 105
FeDLRT w/o var/cor
----- FedLin
4 4
10 50 100 150 200 10 50 100 150 200 10 50 100 150 200
layer rank layer rank layer rank

Figure 13: Scaling of communication cost (left) compute cost at a single client (middle), and client
memory footprint (right) for s, = 1 client iteration and a single data-point for W € R"*™ with
n = 512. In practice we have r < n, see SectionE}
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Figure 14: Evaluation of the gradients in Assumption [1|for ResNet18 on Cifar10 with i.i.d data and
C = 10 clients with the settings of Table@

C.5 COMMUNICATION COST COMPARISON

We compare the communication cost of FeDLRT w/ simpl. var. cor. to SCAFFOLD [Karimireddy,
et al|(2020), FedGate, FedCOMGATE [Haddadpour et al.| (20204), FedAvg, and FedPAQ [Reisizadeh
et al in the MNIST benchmark with heterogeneous data such that each of the C' = 100
clients have two classes available. We use the MLP of (Haddadpour et al,[2020a, Section 6) with
200 neurons and 2 hidden layers as defined in https://github.com/MLOPTPSU/FedTorch
where we replace the hidden and input layer with low-rank layers. We train for 100 iterations with
hyper-parameters obtained by a random search: learning rate A = 0.009, 20 local iterations, 7 = 0.11,
batch size 128 and display the results in Figure[7] FeDLRT has competitive communication costs.
We remark that FedCOMGATE, SCAFFOLD and FedPAQ train on the full weight matrix on the
client thus have higher client compute cost.

D EMPIRICAL EVALUATION OF ASSUMPTION 1]

We consider ResNet18 on Cifar10 with i.i.d data and C' = 10 clients with the settings of Table[2] We
consider client ¢ = 1 and plot the term

IVsG(USV )|~ IVsGUS:V T
IVsLUSVT)|
which should be smaller than ¢ by Assumption|[T|for 400 optimization steps of Algorithm|[T]in fig. [T4]

As seen, § < 0.01 for the last 200 iterations and we always have § < 0.1, thus the assumption is
fulfilled.

E NOTATION OVERVIEW FOR THE NUMERICAL ANALYSIS

We establish a set of notations to simplify the notation in the proofs

* L.(W) denotes the local loss function based on dataset X, at client c.

s LW)=4 ZCCZI L.(W) is the global loss function.

o F. (W)= —=VwL.(W) is the negate of local loss gradient.

s FW)=¢4 25:1 F.(W) is the negate of global loss gradient.

M, = {W € R™" : rank(W) = r} is a manifold of rank r matrices.

W, =USVT € M, is a rank-r approximation of a matrix .

Tw, M, is the tangent space of M, at W,.

P(W,) is the orthogonal projection onto Ty, M,..

Py = UU' is the orthogonal projection onto the range of orthonormal U € R™*",
Py = VV T is the orthogonal projection onto the range of orthonormal V' € R™*".
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* When applied to vectors, ||-|| denotes the Euclidean norm (¢2-norm). When applied to matrices, |||
denotes the Frobenius norm.

L- smoothness in this paper is defined as L-continuity of a function and its gradient, where both L
constants are identical. That is for a function f(z) with gradient G(z), we have ||f(z1) — f(z2)|| <
L||zy — 22| and ||G(z1) — G(x2)|| < L||z1 — x2]| for some L > 0.

F EFFICIENT BASIS GRADIENT DYNAMICS FOR BASIS AUGMENTATION

We first consider the basis update & Galerkin spllttmg scheme of @ The splitting performs a

reparametrization of the form K (t) = U(¢)S(¢) and L(¢ The basis update then reads
K = -ViLEDV,) R, K<0> = Lo, (15)
L=-ViLUL®)") e R L(0) = VoS, .

Given the solution K (t1) and L(¢;) at time ¢1, the bases Uy and V|, are augmented by the orthonor-
malization of the new directions K (¢1) and L(¢1), i.e

UR = qr([Uy | K(t1)]) € R™*?",
and VR =qr([Vo | L(t)]) € R™?,

where R is the right factor of the respective QR decomposition and can be discarded. The initial
condition of the coefficient update is S(ty) projected onto the new bases, i.e.,

(16)

S=—VgLUSHVT), 5(0)=U"US0)V, V. (17)
After the integration of the coefficient dynamics above, the redundant basis functions are typically
truncated via an SVD of S ensuring that S is always full rank. In its continuous form above, the
splitting yields a robust integrator for the projected gradient flow, without manifold dependent
step-size restrictions:

Theorem 5. (Schotthofer et al.|(2022)) Assume L is L-smooth with constant L, and locally bounded
by B. Let W,.(t) be the low-rank continuous time solution of and and let W (t) be the full
rank solution at t = 0. Assume the K, L, and S equations are integrated exactly from time t = 0 to
At. Assume that for any Y € M., sufficiently close to W,.(t) the gradient F(Y) is € close to M,..
Then

9
W (AL) — W,.(At)|| < die + d2 At + dSE7
where d1, da, d3 depend only on L and B.

The theorem guarantees that the low-rank representation does not imply any step-size restrictions on
the optimization scheme. This is in stark contrast to a naive alternating descent optimization of the
low-rank factors U, S, V.

To build an discretized numerical optimizer in a resource constrained federated scenario from the
above continuous splitting equations, we avoid the reparametrization, which implies a 200% memory
cost increase on the client side, since three versions of the low-rank layer need to be tracked.

Lemma 2. Let USV € M be a low rank factorization that follows the projected gradient () flow
using the splitting scheme (15) with K = US and V = V' ST. Further, assume that equations for the
K and L factors are solved by an explicit Euler time integration with learning rate ), i.e.

K(t1) = K(0) = AV L(K(0)V,"), K(0)= UySo,

T T (18)
L(t1) = L(0) — AVLL(UpL(0) "), L(0) =S, .
Then, the basis augmentation (I6)) can be expressed as
ﬁR = qr([UO | —vUﬂ(Uos’o‘/E)T)]) S RHX2T7 (19)

and VR =qr([Vo | =VvL(UsSoV,")]) € R™*?".

and maintains the structure of the basis update and Galerkin operator split.
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Proof. We consider the proof for the K equation and the U basis; the proof for L and V' follows
analogously.

Considering (I6), we obtain with the explicit Euler discretization (I8),
span ([Ug | K (t1)]) = span ([Uo | Up — AV L(K (0)V;")])
= span ([Uy | — AV L(K(0)V,")]) (20)
= span ([UO | —VKE(K(O)‘/()T)]) )

Next, consider the continuous time dynamics of K, where we omit explicit time dependence on
U, S,V and K for the sake of brevity, i.e.,

K= (US)

US+US

—(I-UUNVwLUSVVSTIS —UU "V L(USV TV
—(I = Py)VwLUSV YV - PyVwLUSV TV

(Py — )VwLUSV TV — PyVw LUSV "V

= -VwLUSVV

=

21

Further, using the chain rule, we observe

VoL(USVT) =V LUSV ) Vy(USVT) = Vi LUSV VST
Thus, —VyL(USVT)S~T = —VwL(USVT)V = K. Full rankness of S and yield that
span(—Vy L(USVT)) = span(K). Together with (20) this yields the proof. O

Lemma 2]adopts a more general result for Tucker tensors in an unpublished manuscript and simplifies
the analysis for the matrix case considered here.

G EFFICIENT BASIS AND COEFFICIENT COMMUNICATION

Note that we have by orthogonality of the bases U = [U, U] with U € R"*" and U U = 0 and
V=[V,V]withV € R"™" and VTV = 0.

Proof. (Lemmal(l) The basis augmented basis [U, G| before orthonormalization already contains
the orthonormal vectors given by the columns of U. A QR decomposition therefor only rearranges

the columns of Gy such that U = [U,U] with U € R"*" and U U = 0. The analogous result holds
for V = [V, V]. The projection onto the augmented basis therefore reads

~ u'u I -~ Vv I
Trr _ Ty, _ _
e e I s MM R 22)
Consequently, the augmented coefficient matrix takes the form
S=0TUSVTV = [‘g 8 . 23)
O

H ANALYSIS FOR FEDLRT WITH FULL VARIANCE CORRECTION

In this section we establish bounds on the coefficient drift of the FeDLRT method with full variance
correction. We use the established coefficient drift bound to derive a loss-descent guarantee. The
strategy of our analysis follows the one of FedLin Mitra et al.| (2021a). We first state an auxiliary
lemma.
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Lemma 3. Let U € R™" " and V € R"*" be orthonormal matrices. Let F' be an L-continuous
function. Then, for S1,Ss € R™*",

[Py (FUSIVT) = F(USVT)) Py < L||S1 — Ss (24)
and
|U(FWUSVT) = FUSVT)) VT < L||S: — Sl (25)

where Py and Py are orthogonal projections defined in Appendix|E]

Proof. For the first statement, consider

|Pu (FUSIVT) = F(USVT)) Py|
=|lvUT (FUSIVT) ~ FUSsy ) vV

(0]
<|UI[UT||[[FWS:VT) = FUS.V D[V |V

D |FwsvT) - FUs,vT|
(g)L HUSﬂ/T USQVTH =1L HU(Sl - SQ)VTH
LLIU 1S - Sl [V

11
QLIS - S,

where we have used in (I) the operator norm inequality of the Frobenius norm, in (II) orthonormality
of U, V, and in (IIT) L-continuity of F'. The second statement is proven analogously. O

H.1 COEFFICIENT DRIFT BOUND FOR FEDLRT WITH FULL VARIANCE CORRECTION

We consider the FeDLRT method with variance correction, see Algorithm[I] Key difference to the
FeDLRT method without variance correction is the modified coefficient update, incorporating global

gradient information of the augmented coefficient matrix S and local, stale gradient information

of the augmented coefficient matrix S,. The variance corrected local coefficient update (8) can be
expressed in terms of the projected Riemannian gradient as

St =S4 2T (F ( W(We ) — Fo(W,) + F(W, )) v, (26)

where UTF. (Wi )V = Vg L(USV), UTF(W, o)V = Vg/L(US:=V) and
(7TFC(W,§C)‘~/ = Vgcc(ﬂﬁgff). Recall that S = S, for s = 0.

is theorem to the

Riemannian notation and restate it below.

Theorem 6. (Restatement of Theoreml) Given augmented basis and coefficient matrices U, V,and
S, and W USvVT, If the local learning rate 0 < A < £~ with s, > 1 the number of local steps,
for all clients c,

152 = Sell < exp(V)s.A||TTF (W)Y

, for s=1,...,8" —1, 27
~S . . . . .
where S? is the variance corrected coefficient as given in .
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Proof. From the adjusted coefficient update in (26)), we get

23]

§§f§c+)\l~ﬂ< W(We) — F(W,) + F(W, )VH

<=8 7 (20~ )[R
(0]

‘SS S - SH+AHUTF VH
(—s—/\L)‘SS SH+AHUTF VH

1
(o2
Sx

We use in (I) LemmaRecursively plugging in the above inequality yields for a = (1 + si)

g5 - SH A HUTF VH

Ss+1 S H < as+1‘

§s=0 _ SH+ Zaﬂ AHUTF VH

Zaﬂ A HUTF VH

s+1 -1
- 7)\ HUTF VH
a —

IN

1 s+1
(12) o]

<) o]

< exp(1 s*)\HUF VH

H.2 GLOBAL LOSS DESCEND FOR FEDLRT WITH FULL VARIANCE CORRECTION

We first state a few auxiliary lemmas, which provide common inequalities that will be used in the
following analysis.

Lemma 4. ((Hnatiuk et al.| 2024, Lemma 5.2)) For any two matrices Y1,Ys € R™™"™ and an
L-smooth L with constant L it holds

L
L) = L(Y2) € = (1 = Y2, F(Y2)) + 5 Y3 = Y2, (28)

where F(Y) = —=Vy L(Y).
Lemma 5. ((Mitra et al.l2021b, Lemma 5)) For two vectors x1, xo € R it holds for v > 0

1
o +aall < (1)l 4+ (142 ) faal. @9)
Lemma 6. ((Mitra et all|2021b, Lemma 6)) For C vectors x1, . ..,zc € RY the application of
Jensen’s inequality yields
c

2
2o

c=1

C
<OY el (30)

First, we consider the loss function value at the augmentation step.

Lemma 7. We have E(W,.) = L(W}) for the loss before and after basis augmentation.
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= [st 0

Proof. Due to Lemma S=1% O} thus W, = USVT =USVT = Wt. O

We next bound the loss descent between the augmentation step and the truncation step - having
performed the aggregation of the client updates.

Theorem 7. Let AW/T = USVT be the augmented factorization at global iteration t and let W: =

US*V'T be the aggregated solution after client iterations, i.e., S* = % 25:1 S5+. Then the variance
corrected coefficient update (26)) yields the guarantee

LOW}) = LW,) < —(s.0)(1 — (54 HUTF VH
L\ C s.—1 = = o~
(BESls )l
L =

2

55— S,

3)\2*C
o 212’

Proof. From Ei P~ = UUT P~ = VVT and the fact that VVS 0— W forallc=1,...,C,

Sx—1
We =08V =US=VT + 00T Y )\( (W;,) = Fo(Wy) + F(W, )) vV T
s=0

Se—1

=W, =AY PoF.(W:,)Py — AP, (F(V[N/r) - FC(WT)) Py

Averaging across clients leads to

C s.—1 C
W :%ZWé* =W, ——ZZP Fu )Pv—%ZPﬁ (F(Wr)—Fc(WT)) P
c= c=1 s= c=1
C s.—1 ’
ZZP Fe( (32)
c=1 s=0

where we have used the definition of the global and local gradient at W,., i.c., Fol Zc 1 Fe (W,) =
F (WT) Based on L-continuity of F' and F¢, (32), and Lemmal we obtain further

— — — — — L~ —~ 2
LOW;) = £(W,) < (W) =W, F(WT>> +3 HW: - (33)
C s.—1 I )\ C s.—1 N
< YN PyF.(W:,) Py F(W, )> +5 52 PsF.(W: )Py
c=1 s=0 c=1 s=0

26

2



Under review as a conference paper at ICLR 2025

Next, we bound each of the two right-hand-side terms separately. We first express the first term as

C s.—1 ~
- <gz > PyFE.(W;, )P‘~/,F(WT)>

c=1 s=0

C s.—1 N N C s.—1
__ <2~ SN Py (FlW2) = FuW)) Py + Py (g SN R )) Py, F(W. )>
c=1 s=0 c=1 s=0
A C s.—1 . - s\ C N
= _ <CZ P (FC(WS ) FC(WT)> Py + P3 c ZFC(WT)PV,F(WT)>
c=1 s=0 c=1
C s.—1 N
- <Pl~] <é SN F(WE,) - FF(WT)> Py + PUs*)\F(W7)PV,F(WT)>
c=1 s=0
C s.—1
— <~T (é SN R, - FC(WT)> v, UTF(WT)VT> ~ A <UTF(W W,UTF(W, )V>
c=1 s=0
C s.—1
__ (2 U (F(W2,) — F.(W,)) V.U F(W)V ) — s, \|UTF(W, v
C c=1 s=0 ,

where the definitions of P and Py; are used. Following this, the first term then can be bounded by

< XC:S*leF )Py F(W)>

c=1 s=0
A C s*
A5 |0 (ma - ) 7 e
Cc:l s=0
C s.—1
L : 12
LSS s o] o[
c=1 s=

where Lemma 3]is invoked in the last inequality. Following a similar approach, we express the second
term as

C s.—1

Ll . — —~
EDID I =S5 Y Py (FWi) = FL(W))) Py + s APGF(W,)Py |
c=1 s=0 c=1 s=0
which can be bounded by
C s.—1 2
e Z > PaF(
c=1 s=0
c 1 2
A = — ) — 2
Y3 p ( - FC(WT)> Pyl + (AL HPﬁF(WT)Pﬁu
c=1 s=0
Sx—1
(II)L u — . _ 2 _ 2
ZA%* Z ‘Pﬁ (FC(WT,C) —FC(WT)) P;,H + (s*)\)2LHPﬁF(WT)P‘7H
D L3A2s, i~ ~ 2 __ 2
< CS S5 3, +(s*)\)2LHP(7F(WT)P‘7H
c=1 s=0
(IV)L3)\2 . C s.—1 _
SS2EN Y ||SE -8+ oL [T RGE, S
c=1 s=0

where Lemma|§| with v = 1 is used in in (I), Jensen’s inequality is used in (II), Lemma[3lis used in
in (IIT), and (IV) follows from the Operator norm inequality of the Frobenius norm in combination
with orthonormality of U and V' 7.
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Plugging these two bounds into (33) gives

C s.—1 C s.—1
LW = L(W,) < <éZZPF ) Po, F(W, > CZZPF

LS

RS ) S Iy g e AT

8: = 8] |57 PV - s.x HfﬂF(m)vH?

— (s )1 = (5. M) HﬁTF(W,-)VHz

(225 |- ) o raror]

c=1 s=
L3N, RN (s
DY |52 - 5|,
c=1 5=0
which concludes the proof. O

With this result, we next bound the loss descent between the augmentation and coefficient aggregation
step in the following theorem.

Theorem 8. Under the same assumptions as in Theoreml7] Let the local learning rate be 0 < \ <
12Ls with number of local iterations s, > 1. Then,

LOW*) = L(W,) < —s A1 — 125, ML) “ﬁTF(WT)IN/"2 . (34)

Proof. Applying the drift bound given in Theorem I]to the loss descent bound given by Theorem

in (31) leads to

~ () (1 — (5. HUTF VH
(”z;@ oo rne]) ) o e
C sy

L3)\ 5 ; ZO (eXp s*)\HU F VH)

— (5. M)(1 = (s.A)L) HUTF VH + LA exp(1) HUTF VH
+ L3\t exp(2 HUT VH

=~ (5N~ (5N — (s ) Lexp(1) — (5.1 L exp()) [0 RV

< — (501 — (5N L(L + exp(1) + exp(2) HUTF VH

<~ (N1 = 12(s.N)L) [0 P(W v‘

where we have used that (s,A\)L < 1 and that 1 + exp(1) + exp(2) ~ 11.107 < 12. O

We are now prepared to prove Theorem 2] which we restate in terms of Riemannian gradients as
below.
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Theorem 9. (Restatement of Theorem[2)) Let Ut S*VHT and U S™1VHHLT be the factorization
before and after iteration t of Algorithm[I|with variance correction and singular value truncation
threshold Y. Let L. and L be L-smooth with constant L, and let the local learning rate be 0 < A <

15 LS . Then the global loss descent is bounded by

LUHISHIVIHLTY _ L(UtSTVET) < —(s,0)(1 — 12(s,0) L HUTF VH Y LY. (35)

Proof. Consider £L(W!*1) and £(W: ), i.e., the loss values before and after the truncation step. By
the mean value theorem, we obtain for some h € [0, 1]

LOVERY) = £W7) + (= F(WH + (1= W), Wit — W7

r

<C(W;)+ [Pt + (36)

‘Wfﬂ W

<L(W}) + LY

where L-smoothness and the fact that i > W,’f*l — WT* are used in (II), where the latter follows

from the singular value truncation threshold. Combining the above arguments with Lemma [7]and
Theorem [§] yields

LW = LW)) = (LW = L) + (LOW)) — L(W,)) + (L(W,) — LWY))
< LY — (s 0)(1 — 12(5.0)L) HUTF v‘

which concludes the proof. O

H.3 GLOBAL CONVERGENCE OF FEDLRT WITH FULL VARIANCE CORRECTION

Theorem 10. (Restatement of Theorem [3) Assume that L is L-smooth with constant L for all

c=1,...,C. Let U'S'V'T be the augmented representation at iteration t. Then Algorithm
guarantees for the learning rate \ < ﬁ and final iteration T

48L - -
min_ HVgE(UtStVt*T)HQ < — (LW, =Y — (W, =TT) + 48L%0. (37)
Proof. Consider Theorem 2]
LW — LW < L0 — (s.0)(1 — 12(s, V) L) |V e£@USVET)|, (38)
and assume that As, = QiL, ie. A= 5 Lé < L%s*, which obeys the learning rate requirement of

Theorem 2] Plugging this learning rate into @I) gives
IVs£UtsVET)|* < 48L (L(W,1) — LW, ) + L) .
Averaging from ¢t = 1 to ¢t = T yields

1 T
7 L IVsL@ts v

: t qtyt, T |2
~ ) <
T s IVs£@tsvED|" < —
48L - -
S (LW, =Y — L(W, =) 448170,
which concludes the proof. O

We remark that for a general loss function, it is possible that a point with small gradient magnitude
can be far from the stationary points. However, assuming that the loss function is locally strongly
convex in a neighborhood of a stationary point, then the gradient magnitude can be used to bound the
distance to this stationary point in the neighborhood. For further reference, we point to (?, Eq. (4.12))
for the estimate.
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I ANALYSIS FOR FEDLRT WITH SIMPLIFIED VARIANCE CORRECTION

We consider the FeDLRT method with simplified variance correction, see Algorithm[5] Key difference
to the standard FeDLRT with full variance correction, see Algon’thmﬂ]is the modified coefficient
update, incorporating global gradient information of the non-augmented coefficient matrix .S for the
variance correction term, that is

=G5 G, [VSIJ(UtStVt kD Ovsﬁc(UtStVth) 8} . (39)
Using the Riemmanian gradient, we can equivalently write
V.= [UT10) (P (F) - 26T [o| =07 [§ 0] P - i) [ 67
Remember the simplified variance corrected local coefficient update, given by
R (AR T (G LR U i L

=SS+ A\UT (FC(WTS,C)) V+ V..

I.1 GLOBAL LOSS DESCENT FOR FEDLRT WITH SIMPLIFIED VARIANCE CORRECTION

In the following we provide proof for a global loss descent for Algorithm [5] i.e. using the local
coefficient update with variance correction (0.

Theorem 11. (Restatement of Theorem{d)) Under Assumption[l] if the local learning rate 0 < X <

575 LS , then Algorlthmleads to the global loss descent

~ ~  ~2
LW, ) = L) < —sM(1 = 82 = 12800 + 8%5.0) |[TTFOV)V |+ 20, @)
with Wt = UtS*VET and W, = Ut gty LT,

Proof. We split the adjusted coefficient update in (#0) into the non-augmented X r matrix S and
the tree off-diagonal blocks given by the augmentation .S:

a3 |S 0
5=3-1v 4 42)

Analogously to the proof of Theorem 2] we consider

L)~ £7,) < (W = W P + & [ =
= (05T 08V P + o |05 - o5

S* -8

~‘2

= (5 - SUTFWT) + | I

= (8" =5, -VsLW)) + f’

)

where the transformation uses orthonormality of U and V and definition of the projected gradient.

We split the right hand side in terms corresponding to augmented terms .S’ and non-augmented terms
S according to (@2)), i.e.,

—~ L
(8" = 8,-VsLW) + 5 IIs* - 5|, 43)
which is treated exactly as in the proof of Theorem 2} and the augmented terms

(58, ~verav)) + 2[5 - 3] (@4
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First we bound the term lb Remember that S = 0 at the start of the local iterations due to
orthonormality of U, V. The coefficient update l| for S reads

St =5 4 \UT (F, ( (W) — Fu(W,) + F(W, )) V. 45)
Then we can readily apply Theorem2]to obtain the bound
N L N 2
<s* _ s, —VSL(WT)> + 515" = SIF £ ~(s:M)(1 = 12(s. ML) HUTF(WT)VH . (46)
Next, we bound ([@4), starting with the first term:

<§*—§,—v§c(v~m)>(” <s* 0, vgc(m)>

A C s.—1
=<—C > Zovgc( ), ~VgL( >>
N
= 23S (VsLuIT2) VLW, )
c=1 s=0
A C s,—1 N
<2 ; > HV% ‘vgc(Wr)
C s.—1
23S o veeom] [vsect

=025\ HV§E(WT)

24 AHUTF v‘

where we use S = 0 in (D), and Assumption in (II). Next, we bound the second term

2

I~ 2 L A C s.—1 N
7|8 -3| =3 5ZZV§£(WTSC)
(I)L ) Sx—1 2
ACCZ Zvc
C s.—1

%S*A% 3 va,c@,fc) ’

c=1 s=0

4%2 Z Z |Vscaw

clsO

L —~
<507 (s.0)” ‘ VsL(W,)

2
\ e

where we used Jensen’s inequality in (I) again Assumption [Il We combine the bound on the
non-augmented terms (46) and the two bounds above for the augmented terms to

L(W;) = £(Wy) < (W; = W, F(W,)) + L | - 2

< — (s 0)(1 = 12(s.0) D) |[UT F(W VH +5S*AHUTF VH +3(s. 02| 0T R (W, T/H2
€ (51— 12(s.0)L ) |oTEow, VH + 35 || 0T R, VH +3(s, 2|0 F (W, VH

~ (5. M) (1 — 6% — 12(8. AL + 62 (s.0)) HUTF VH
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where we use in (I) H UTF VH H UTF( W VH Using Equation , we can conclude the
proof:

LU ST — L(UtstvhT)
< (M) (1 — 82 — 12(s. N L + 6%(s. M) HUTF VH + LY.

1.2 GLOBAL CONVERGENCE OF FEDLRT WITH SIMPLIFIED VARIANCE CORRECTION

Corollary 2. (Restatement of Corollary|l) Under Assumption[I} Algorithm 3] guarantees for the

learning rate A < m

96L

min IVsLw,h|° < - (LOVY) = LW, ") + 9629, 47)

t=1,...,

with W' = UtStVET, Wt = UPSTWET and W, T+ = T H1gTHIYTHLT,
Proof. Consider Theorem 4]
LW = LW, < — (5.0 (1 — 0% — 12(5,0) L + 62(s.A HUTF VH LY

and assume that \s, = m, ie. \ = m < K* which obeys the learning rate

requirement of Theorem 2] Plugging this learning rate into (38) gives
IV sLW,|° < 96L (L(W,1) — LW, 1) + Lo)

where we use (i -5 < % and Averaging fromt = 1 to ¢t = T yields

1
(12L+62) 12L

. N TR
i [95wf < 3 0w v
96L — -
< (W'=Y — (W, =) + 96 L2,
which concludes the proof. O
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