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ABSTRACT

Vibe Sorcery generates emotionally coherent playlists us-
ing text-to-audio synthesis. The system creates dynamic
musical journeys through Markov-like transitions, with
each new track conditioned only on its immediate prede-
cessor. Its three components work sequentially: the Lis-
tener predicts moods and genres, the Captioner converts
these to text prompts, and Stable Audio synthesizes match-
ing tracks. Evaluations show significantly smoother emo-
tional progression than random sampling (average Arousal
Valence-space distance: 0.82 vs. 2.4). This approach
demonstrates how language-prompted audio generation
can create controlled, adaptive listening experiences.

1. INTRODUCTION AND APPROACH

Vibe Sorcery is a mood-based playlist generator that lever-
ages generative music to create emotionally-cohesive lis-
tening experiences. Conventional playlist generators treat
songs as clusters, selecting based on shared patterns of
the entire song set, such as the same artist, similar tem-
pos or harmonic structures [17, 21, 6, 12, 16, 5]. This
assumes that songs in a playlist should feel similar to one
another, prioritizing uniformity across songs over the pro-
gression between them. We propose a system based on an
alternative perspective: modeling playlist generation as a
Markov process [14, 15], where each song depends only
on the preceding one. In our system, both the genre and
the mood of the current track shape the selection of the
next song, with mood progression taking precedence and
relying solely on the immediately preceding track rather
than the entire playlist history. The core hypothesis is that
an effective playlist mirrors an emotional journey with dy-
namic progression. While each transition between songs
is determined locally, the overall sequence can still trace
a path through widely different emotional states. These
changes occur gradually, allowing the playlist to move, for
instance, from somber and subdued moods to uplifting and
energetic ones [22].

Recent advances in language-prompted generative mu-
sic, for example Jukebox [9], MusicGen [7], and Sta-
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ble Audio [10] have enabled high-quality music syn-
thesis from textual prompts. However, the intersection
of language-guided music generation and emotion-aware
playlist curation remains underexplored. Building on this
gap, we propose how emotion recognition models [1, 19]
and language-prompted generative music models might
converge to power adaptive musical experiences by gener-
ating original compositions that respond to emotional cues.
We present Vibe Sorcery as a proof of concept for this syn-
thesis, prioritizing the demonstration of feasibility over ex-
haustive performance optimization. Some parameters in
the current system are heuristic choices that have proven
effective but have not yet been systematically optimized,
which we plan to address in future work. The open-source
implementation is available on github '.

2. METHOD

Vibe Sorcery generates emotionally-coherent playlists
through an iterative, three-component pipeline showed in
Figure 1. The process begins with an track chosen by the
user (the only point of direct user control over the gener-
ative process in the current implementation). This track
is analyzed by the Listener to extract audio features and
predict moods (56 classes) and genres (87 classes) using
a multi-label classifier [2] trained on the MTG-Jamendo
dataset [4]. Predictions are filtered using manually-tuned
activation thresholds (0.07 for moods, 0.1 for genres). If
no predictions surpass these thresholds, the top prediction
is selected as fallback (see Appendix A). While these val-
ues demonstrated functional efficacy in our preliminary ex-
periments, their optimization represents an opportunity for
future research. The Captioner then converts these pre-
dictions into text prompts using predefined templates with
placeholder fields, which are dynamically populated using
the listener’s predictions. For example, "A [genres] tune
for your [moods] moments" and "The perfect [genres]
soundtrack for your [moods] day". The resulting caption
is passed to the Generator (Stable Audio Open 1.0 [10]),
which synthesizes a song conditioned on the prompt. This
song becomes the input to the listener in the next iteration.

To evaluate and visualize songs from an emotional per-
spective, the Arousal-Valence plane (AV plane) [20] is em-
ployed (see Appendix B), a two-dimensional model where
valence (ranging from negative to positive) represents the
pleasantness of a musical experience, while arousal (rang-
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Figure 1. Overview of the Vibe Sorcery system architecture. The pipeline consists of three core components: (1) the
Listener, which extracts audio features and predicts moods/genres from an input track; (2) the Captioner, which converts
these predictions into text prompts using grammar templates and synonym substitutions; and (3) the Generator, which
synthesizes a new track conditioned on the caption using Stable Audio. The process iterates to generate a playlist with
emotionally coherent transitions, where each new track depends only on its immediate predecessor.

ing from calm to excited) captures the intensity of the emo-
tion evoked. This framework enables songs to be mapped
within an emotional 2D coordinate system. MusiCNN [18,
2] trained on DEAM dataset [24] is used to predict arousal
and valence values for each song, ranging from 1 to 9. By
plotting these values, songs can be visualized within this
emotional space, and the playlist trajectories can be exam-
ined. This method provides both quantitative and qualita-
tive insights into the flow of the generated playlists.

3. RESULTS AND DISCUSSION

The system was evaluated against a random playlist base-
line. For the baseline, 100 songs were generated by in-
dependently sampling random mood and genre combina-
tions and generating its captions with the Captioner. In this
case, consecutivity is defined purely by the order of prompt
generation. The average Euclidean distance between con-
secutive songs (measured in AV-plane) was 2.4 for the
random approach. In contrast, 100 songs generated with
VibeSorcery achieved an average distance of 0.82, demon-
strating its ability to produce smoother and more coherent
emotional transitions. Figure 2 compares a Vibe Sorcery-
generated playlist with a randomly generated playlist. The
random playlist exhibits abrupt transitions (e.g., from low
to high arousal/valence) with an average distance of 2.09
and a maximum of 3.03 in the AV space. In contrast,
Vibe Sorcery produces smoother transitions, achieving sig-
nificantly lower average (0.37) and maximum (0.77) dis-
tances. This demonstrates the system’s ability to maintain
emotional coherence through mood-driven captioning.

4. CONCLUSIONS AND FUTURE WORK

In the current design, users control the starting point but
not the endpoint, with emotionally coherent transitions
guaranteed. While this proof-of-concept demonstrates fea-
sibility, we aim to address the following limitations in
future work: (1) the template-based captioner could be
enhanced with LLMs, (2) key parameters like Listener
thresholds need systematic optimization, (3) studying the
impact of using different text-to-audio models for the sys-
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Figure 2. AV-plane of playlists generated by Vibe Sorcery
(left) and randomly (right). Each song is a numbered cir-
cle, indicating the order in which the songs were generated.
The input song is marked by a red star symbol. Arrows il-
lustrate the transitions between tracks.

tem, (4) validate the alignment of prompts and their gen-
erated songs in the AV-plane to match target emotional re-
gions, (5) broaden evaluation beyond random playlists to
include comparisons with existing methods, and (6) com-
plement computational measures with human evaluations
to confirm listener-perceived coherence. Furthermore, in-
corporating intensity-aware affective representations into
both the Listener and Captioner components could im-
prove emotional modeling precision [26].

A deeper challenge for emotion-aware systems lies in
the interpretation of music itself. Existing music (such
as commercially released tracks) complicates emotional
modeling due to listeners’ subjective associations. For in-
stance, a song heard at a funeral may forever evoke sad-
ness, regardless of its compositional qualities. Generative
music addresses this by circumventing two key issues: the
variability of internal emotion perception, and the exter-
nal contextual biases tied to familiar repertoire. Unlike
existing music, which carries unpredictable personal his-
tories, generative compositions lack pre-existing associa-
tions. This ensures that evoked emotions align more reli-
ably with the music’s intrinsic features, rather than individ-
ual memories or cultural context.



5. ETHICAL CONSIDERATIONS

Vibe Sorcery raises several ethical considerations that
merit reflection. First, the system relies on pre-trained
models that may encode cultural, demographic, or contex-
tual biases, potentially resulting in uneven or misleading
predictions across user groups. Moreover, current genera-
tive music models lack broad representation across gen-
res and sonorities [28, 23], which may lead to systems
that enhance the emotional experience for some listeners
while marginalizing others. In the specific case of emo-
tion recognition, the assumption that affective states can
be universally inferred from musical features is problem-
atic, as it risks oversimplification and misrepresentation
given the subjective, culturally contingent, and context-
dependent nature of emotional responses to music [13, 8,
27, 11]. Additionally, the lack of human validation in our
evaluation means that we cannot yet assess how listeners
experience these playlists emotionally. Ethical use would
therefore require careful attention to user consent, trans-
parency, and safeguards harmful mood manipulation.
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APPENDICES
A. LISTENER DETAILS

The first stage of playlist generation involves analyzing
an input track to predict its moods and genres. This is
achieved by extracting audio embeddings and feeding them
into two multi-label classifiers: one for mood and theme
prediction, and another for genre prediction. These classi-
fiers, along with their pre-trained weights, were obtained
from the TensorFlow audio models library [2].

The embedding model is based on the EfficientNet ar-
chitecture [25], trained on Discogs metadata [3] to predict
400 music styles. It processes raw audio signals and pro-
duces fixed-size embeddings.

For mood modeling, we use a classifier trained on the
mood and theme subset of the MTG-Jamendo dataset [4],
covering 56 classes. Predictions are filtered using an ac-
tivation threshold of 0.07: labels exceeding this threshold
are retained, with a maximum of four selected. If no label
surpasses the threshold, the highest-scoring label is chosen
as fallback. Genre prediction follows the same procedure,
but with a classifier trained on 87 genre classes from a sep-
arate MTG subset and a threshold of 0.1.

B. AROUSAL VALENCE PLANE

The Arousal-Valence (AV) plane, also referred to as the
Circumplex Model of Affect, was introduced by James
A. Russell [20]. This model proposes that all emotional

states can be characterized along two fundamental dimen-
sions: valence, representing the degree of pleasantness,
and arousal, denoting the intensity or level of activation.

On the AV plane, the x-axis corresponds to valence,
ranging from negative emotions such as sadness, fear,
anger, and disgust (left side) to positive emotions such
as happiness, excitement, and contentment (right side).
The y-axis corresponds to arousal, distinguishing be-
tween high-arousal emotions such as excitement, anxi-
ety, anger, and alarm (upper half) and low-arousal emo-
tions such as calmness, relaxation, boredom, and sadness
(lower half). By combining these two independent dimen-
sions, emotions can be systematically mapped onto a two-
dimensional space. Accordingly, the plane is divided into
four quadrants as shown in Fig Al.
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Figure A1. The AV plane maps emotions in a two-
dimensional space: valence (x-axis) ranges from unpleas-
ant to pleasant, and arousal (y-axis) from low to high ac-
tivation. Quadrants correspond to High Arousal-Positive
Valence (e.g., excitement), High Arousal-Negative Va-
lence (e.g., fear, anger), Low Arousal-Positive Valence
(e.g., calmness, contentment), and Low Arousal-Negative
Valence (e.g., sadness, boredom).
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