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Abstract

Multi-hop question answering (MHQA) in-001
volves reasoning across multiple documents002
to answer complex questions. Dense retriev-003
ers typically outperform sparse methods like004
BM25 by leveraging semantic embeddings;005
however, they require labeled query-document006
pairs for fine-tuning. This poses a signifi-007
cant challenge in MHQA due to the high vari-008
ability of queries—(reformulated) questions—009
throughout the reasoning steps. To over-010
come this limitation, we introduce Retriever011
Supervision with Consistency and Relevance012
(ReSCORE), a novel method for training dense013
retrievers for MHQA without labeled docu-014
ments. ReSCORE leverages large language015
models to capture each document’s relevance016
to the question and consistency with the correct017
answer and use them to train a retriever within018
an iterative question-answering framework. Ex-019
periments on three MHQA benchmarks demon-020
strate the effectiveness of ReSCORE, with sig-021
nificant improvements in retrieval, and in turn,022
the state-of-the-art MHQA performance.023

1 Introduction024

Multi-hop question answering (MHQA) consists025

of complex questions that need to be answered026

by logically-connecting relevant information from027

multiple documents. For instance, to answer028

"Which city was the director of the film Para-029

site born?", you must first identify the director—030

"Bong Joon-ho"—and figure out where he was031

born—"Bongdeok-dong, Daegu." The state-of-the-032

art (SOTA) systems for MHQA take an itera-033

tive retrieval-augmented generation (RAG) ap-034

proach, where they iteratively retrieve relevant doc-035

uments and generate partial answers from them,036

until the final answer is reached, as illustrated in037

Fig. 1 (Trivedi et al., 2022a; Jeong et al., 2024).038

One common limitation of these systems is the039

use of sparse retrievers, such as BM25 (Robert-040

son et al., 1995), even though dense retrievers like041
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Figure 1: Iterative RAG Framework for MHQA. At
iteration i, the framework first retrieves top k documents
relevant to the current query q(i) to generate an answer
a(i). (a) If the answer is "unknown", a thought t(i) is
generated as a compact representation of the retrieved
documents based on the query q(i). This thought is
then used to reformulate the query for the next iteration
q(i+1) and continues the next iteration. (b) If a(i) is not
"unknown", the iteration ends, and a(i) is returned as
the final answer.

Contriever (Izacard et al., 2021) are known to be 042

more effective in general. This is largely due to 043

the fact that, unlike sparse retrievers based on key- 044
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word matching, dense retrievers rely on query and045

document embeddings that need to be trained on046

the target domain (Karpukhin et al., 2020). For047

MHQA, however, it is cost- and labor-intensive048

to prepare documents labeled with their relevance049

to respective queries across iterations, because the050

queries—reformulated questions—can be differ-051

ent for each large language model (LLM) used for052

answer generation, even for the same domain.053

To address this issue, we propose Retriever054

Supervision with Consistency and Relevance055

(ReSCORE), a novel method for training a dense056

retriever for MHQA without labeled documents.057

ReSCORE builds on the intuition that the impor-058

tance of a document for answering a question is pro-059

portional to the probability of an LLM generating060

both the question and the correct answer given the061

document. In this way, the document’s consistency062

with the answer (Izacard et al., 2023) and relevance063

to the question are jointly modeled. ReSCORE064

leverages this probability as psuedo-ground truth065

(pseudo-GT) label to train the retriever within an066

iterative RAG framework.067

We demonstrate the efficacy of ReSCORE068

through experiments on three popular MHQA069

datasets: MuSiQue (Trivedi et al., 2022b),070

2WikiMHQA (Ho et al., 2020), and HotpotQA071

(Yang et al., 2018). The experiments show that a072

combination of consistency and relevance provides073

effective supervision for training a dense retriever074

for MHQA without labeled documents. The re-075

triever trained using ReSCORE not only improves076

the retrieval quality but also achieves the SOTA077

performance on MHQA when integrated into our078

iterative RAG framework, Iterative Question An-079

swerer with Trained Retriever (IQATR, which is080

pronounced as “equator”).081

Our key contributions are as follows:082

• We propose ReSCORE, an iterative dense re-083

triever training approach for MHQA without084

relying on documents labeled with their rele-085

vance to respective queries.086

• We present IQATR, an MHQA system with its087

retriever trained using ReSCORE. It achieves088

the SOTA on three popular benchmarks,089

thereby showcasing the efficacy of ReSCORE.090

• We provide an in-depth analysis of the effects091

of various pseudo-GT labels and query refor-092

mulation methods.093

2 Related Work 094

Training Retrievers for RAG In the context 095

of RAG, retrieval accuracy plays a critical role in 096

improving the performance of the overall system. 097

Several approaches have focused on improving re- 098

trieval quality by training retrievers, including su- 099

pervised training with large labeled datasets (Izac- 100

ard and Grave, 2020; Guu et al., 2020), and un- 101

supervised training (Izacard et al., 2021). While 102

these methods primarily concentrate on optimiz- 103

ing a retriever, they often overlook the genera- 104

tion aspect, leading to a domain gap between re- 105

trieval and generation tasks. To bridge this gap, 106

techniques leveraging LLM supervision, LLM- 107

Embedder (Zhang et al., 2023), Intermediate Distil- 108

lation (Li et al., 2024), REPLUG (Shi et al., 2023) 109

and ATLAS (Izacard et al., 2023) have proposed 110

methods that train the retrieval to align with gen- 111

eration, aiming to optimize both processes. How- 112

ever, these approaches typically focus on single- 113

hop questions and only consider consistency of the 114

document with the answer, overlooking iterative 115

reasoning and MHQA. In contrast, our approach 116

trains within an iterative framework, emphasizing 117

both the consistency and the relevance of a docu- 118

ment, offering a more holistic solution for MHQA. 119

Iterative RAG Iterative RAG extends single- 120

hop RAG to tasks requiring multiple reason- 121

ing steps across documents (Xiong et al., 2020). 122

FLARE (Jiang et al., 2023) focuses on adaptively 123

retrieving documents when low-probability tokens 124

are generated. To dynamically determine the need 125

for external knowledge, Self-RAG (Asai et al., 126

2023) trains on a GPT-4 (Brown, 2020) generated 127

dataset. ITER-RETGEN (Shao et al., 2023) incor- 128

porates the output from the previous iteration as 129

a retrieval context. Another notable method, IR- 130

CoT (Trivedi et al., 2022a), extends a Chain of 131

Thoughts iteratively to mimic multi-step reason- 132

ing. Building on IRCoT, Adaptive-RAG (Jeong 133

et al., 2024) improves efficiency by introducing 134

a classifier that dynamically adjusts the number 135

of reasoning steps based on question complexity. 136

Adaptive-Note (Wang et al., 2024) filters out some 137

of retrieved documents using an LLM to improve 138

precision. While the aforementioned works excel 139

in iterative RAG, none of them focus on training 140

retrievers, which is a crucial element and rely either 141

on traditional sparse retrievers or a dense retriever 142

pretrained on a different dataset. In contrast, we 143

train a dense retriever directly within the iterative 144
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RAG system, and allow the retriever to effectively145

adapt to the target domain.146

Training with LLM Supervision In recent years,147

training smaller models with LLM supervision has148

become a common and effective approach, espe-149

cially when human annotation is limited or unavail-150

able. One notable example is CoT-Distill (Shrid-151

har et al., 2022), which utilize teacher model gen-152

erated Chain-of-Thought dataset to train smaller153

models. In a similar vein, Self-RAG (Asai et al.,154

2023) employs a dataset curated by GPT-4 (Brown,155

2020) to learn a classifier deciding when to re-156

trieve. Moreover, Intermediate Distillation (Li157

et al., 2024), Promptagator (Dai et al., 2022), and158

RankVicuna (Pradeep et al., 2023) explore the use159

of teacher model generated document ranking lists160

to guide the training process. Other works, such161

as DistilBERT (Sanh, 2019), which is a smaller162

version of BERT trained by leveraging the hidden163

states vector of a teacher model. Similarly, AT-164

LAS (Izacard et al., 2023) uses token probabilities165

from the teacher model to train a retriever. To the166

best of our knowledge, this study is the first to167

leverage an LLM for training a retriever within an168

iterative RAG framework for MHQA.169

3 Methods170

3.1 Iterative RAG Framework171

Given a question q, the goal of MHQA is to gen-172

erate the answer a leveraging knowledge from a173

document database D from which relevant docu-174

ments are retrieved. Notably, the question q can175

be answered only if the complete set of relevant176

documents D∗ = {d∗1, . . . , d∗h} ⊆ D is accurately177

identified and utilized. To tackle this problem, we178

adopt an iterative reasoning process, following pre-179

vious studies (Trivedi et al., 2022a; Jeong et al.,180

2024), where the system iteratively retrieves rele-181

vant documents and refines the answer based on182

the retrieved information as illustrated in Fig. 1.183

Specifically, given the question q, which we des-184

ignate as the first query q(1), we retrieve a set of k185

documents D(1) = {d(1)1 , . . . , d
(1)
k } ⊆ D. D(1) is186

then incorporated into a predefined prompt for the187

LLM. The prompt instructs the LLM to either defer188

answer generation to retrieve additional informa-189

tion, or predict an answer a(1) based on the suffi-190

ciency of the information in D(1), thereby terminat-191

ing the question-answering process, as illustrated192

by (a) and (b) in Fig. 1, respectively. If the LLM193

decides to retrieve additional documents by pre-194

dicting “unknown” as the answer, the system con- 195

structs a compressed representation of the retrieved 196

documents D(1), referred to as a thought t(1). To 197

achieve this, we prompt the LLM to construct a 198

single sentence distilling the key information re- 199

quired to answer the initial question q from the 200

retrieved documents D(1). This technique, adopted 201

from (Trivedi et al., 2022a), allows us to maintain 202

the retrieved information in a compact form, which 203

is then utilized during subsequent iterations in an- 204

swer generation. Finally, the system reformulates 205

the query q(1) into a new query q(2) highlighting 206

unresolved aspects of q(1) in D(1) requiring addi- 207

tional information. This reformulated query q(2) 208

then guides the retrieval of additional documents 209

in the next iteration. 210

In the next iteration, the refined query q(2) is 211

used to retrieve a new set of k documents D(2) = 212

{d(2)1 , . . . , d
(2)
k } ⊆ D −D(1). These retrieved doc- 213

uments are then provided to the LLM along with 214

the thought t(1), which either outputs a final answer 215

or continues the iterative process by generating a 216

new thought t(2) and a further reformulated query 217

q(3). More generally, at each iteration i, a set of k 218

new relevant documents D(i) is retrieved based on 219

the query q(i). Then, the LLM either generates the 220

final answer based on the retrieved documents Di, 221

as well as all available thoughts t(1), . . . , t(i−1) or 222

continues the process with a new thought t(i) and a 223

reformulated query q(i+1). 224

3.2 Training Retriever for Iterative RAG 225

A key component of this iterative RAG framework 226

is the retriever, which must ensure the retrieval 227

of documents that provide relevant and comple- 228

mentary information across iterations to support 229

multi-hop reasoning. However, collecting labeled 230

documents for retriever training is labor- and cost- 231

intensive. To address this limitation, we propose 232

ReSCORE, a novel framework for retriever training 233

without document labels. In ReSCORE, a retriever 234

is trained for MHQA using pseudo-GT labels gener- 235

ated by leveraging an LLM, as illustrated in Fig. 2. 236

Generating Pseudo-GT Labels As labels for rel- 237

evant documents are unavailable, it is essential to 238

devise a method to identify which documents are 239

required to the input question to effectively train the 240

retriever. Specifically, we measure the distribution 241

Q
(i)
LM(d

(i)
j | q(i)), which represents the likelihood 242

of retrieving a document d(i)j given a query q(i) at 243

iteration i. To achieve this, we leverage an LLM 244
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Figure 2: Overview of ReSCORE. At each iteration i within a iterative RAG process, the retriever receives
gradients from the KL-Divergence loss of the retrieval distribution P

(i)
R against the pseudo-GT distribution Q

(i)
LM,

which is derived from the LLM probabilities of question and answer given each document d(i)j with normalization.
The number of iterations is dynamically determined by the LLM and the process ends if the LLM predicts an answer
which is not “unknown”. The red dashed lines represents gradient flows for the retriever.

inspired from (Izacard et al., 2023) capturing the245

intuition that Q(i)
LM(d

(i)
j | q(i)) for a document d(i)j246

is proportional to the probability that the LLM gen-247

erates both the question q and the corresponding248

answer a given d
(i)
j . Formally, this is expressed as:249

Q
(i)
LM(d

(i)
j | q) ∝ P

(i)
LM(a, q | d(i)j ) (1)250

= P
(i)
LM(q | d(i)j ) · P (i)

LM(a | q, d(i)j )

(2)
251

where PLM denotes the probability of a token se-252

quence as computed by the LLM.253

The advantage of our approach lies in its abil-254

ity to evaluate not only the relevance of the doc-255

ument to the question but also its consistency in256

answering the question. The probability in Eq. (1)257

can be further decomposed into two components258

using the chain rule as in Eq. (2). The former rep-259

resents the probability of generating the question260

from the document, capturing the relevance. The261

latter represents the probability of predicting the262

correct answer to the question with the document,263

assessing the consistency. Notably, determining264

whether a document is consistent for answering a265

given question is often challenging, even for hu-266

mans. For instance, given a question “Which city267

was the director of Parasite born in?”, an irrele-268

vant document about a different director born in269

“Daegu, Bongdeok-dong” (the answer to the ques-270

tion) may receive high consistency since the shared271

city creates a surface-level, false match. Further- 272

more, a document’s relevance to a question does 273

not imply that it provides adequate information for 274

answering the question. By explicitly modeling 275

both consistency and relevance, our method trains 276

a retriever to retrieve the documents necessary for 277

answering a given question. 278

Training Loss Function Given the distribution 279

QLM as the ground truth, we train the retriever by 280

minimizing the Kullback-Leibler (KL) divergence 281

over all QA pairs (qn, an) and iterations i: 282

N∑
n=1

ηn∑
i=0

DKL

(
Q

(i)
LM(D(i) | q(i)n ) ∥ P

(i)
R (D(i) | q(i)n )

)
, 283

where N is the number of QA pairs in the train- 284

ing set, ηn is the number of iterations determined 285

by the LLM for each question qn, and P
(i)
R is the 286

document distribution for retrieval at iteration i. 287

The distribution P
(i)
R is computed by applying the 288

Softmax function on the dot products between the 289

question vector and each document vector in the 290

database D, i.e., 291

P
(i)
R (d

(i)
j | q(i)n ) = Softmax

(
d
(i)
j · q(i)

n

)
292

where d
(i)
j = Embeddoc(d

(i)
j ) is a document em- 293

bedding and q
(i)
n = Embedquery(q

(i)
n ) is a query 294

embedding. 295
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Note, the GT answer an for each instance is used296

to compute Q
(i)
LM, which serves as the distribution297

the retriever aims to learn. However, calculating298

the distribution Q
(i)
LM(D(i) | q(i)n ) over the entire299

database D is computationally prohibitive due to300

the large size of D and the high computational cost301

of the LLM. Thus, at each iteration i, we sample302

the top M ≪ |D| documents based on the retriever303

scores and compute Q
(i)
LM only on these sampled304

documents.305

4 Experiment306

4.1 Settings307

Datasets We conduct our experiments on three308

popular MHQA datasets: MuSiQue (Trivedi et al.,309

2022b), 2WikiMHQA (Ho et al., 2020), and Hot-310

potQA (Yang et al., 2018). Each dataset con-311

tains complex question structures that require312

reasoning across multiple documents, making313

them ideal for evaluating multi-hop retrieval and314

question-answering capabilities. Following prior315

works (Trivedi et al., 2022a; Jeong et al., 2024;316

Johnson et al., 2021), experiments are conducted on317

subsampled versions of the validation and test sets,318

as well as the retrieval database. These datasets319

come with GT document labels, which are not used320

for training our model.321

Models We take as baselines the best existing322

models for MHQA: ReAcT (Yao et al., 2022),323

FLARE (Jiang et al., 2023), Self-RAG (Asai324

et al., 2023), Adaptive-Note (Wang et al., 2024),325

IRCoT (Trivedi et al., 2022a), and Adaptive-326

RAG (Jeong et al., 2024). We then establish our327

own baseline models by implementing the itera-328

tive RAG framework described in Sec. 3.1, in-329

tegrating Llama-3.1-8B-Instruct (Touvron et al.,330

2023) with BM25 (Robertson et al., 1995) and331

Contriever (Izacard et al., 2021) trained on the MS-332

MARCO dataset (Bajaj et al., 2018).1 Lastly, we333

prepare our model—Iterative Question Answerer334

with Trained Retriever (IQATR)—by fine-tuning335

Contriever in our baseline model using ReSCORE.336

Evaluation Metrics To assess the QA perfor-337

mance of our approach, we adopt two standard338

metrics for MHQA: Exact Match (EM) and F1339

score. These metrics are applied at the answer level,340

using the official evaluation protocol provided in341

1Unlike existing works, we employ Llama to address Flan-
T5’s slow inference and GPT-3.5’s cost issue. Also, Contriever
is one of the best-performing dense retrievers. It is typically
trained on MS MARCO and fine-tuned on the target domain.

each dataset. To assess the retrieval performance 342

within our iterative RAG framework, we introduce 343

a metric called multi-hop recall at k (MHR@k), 344

measuring recall across iterations. Specifically, we 345

compute the MHR@k for iteration i, denoted as 346

MHRi@k, by 347

MHRi@k =

∣∣∣D∗ ∩
⋃i

l=1D(l)
∣∣∣

|D∗|
(3) 348

where D∗ is the set of GT supporting documents, 349

and
⋃i

l=1D(l) is the union of retrieved documents 350

up to iteration i. This measures the cumulative 351

recall at iteration i as the ratio of GT supporting 352

documents retrieved up to iteration i to the total 353

number of the GT supporting documents. 354

Implementation Details We train the question 355

embedder while keeping the document embedder 356

frozen throughout the process. To compute the 357

document distribution, we format the question, an- 358

swer, and document into a predefined prompt, as 359

described in Section A. For loss calculation, we 360

use the top M = 32 documents, while for inference, 361

we select the top k = 8 documents. The maximum 362

number of iterations ηn is set to 6, and the batch 363

size to 16. Temperature scaling is applied to con- 364

trol the output distributions of the LLM, with a 365

temperature value of 0.1, which is selected among 366

1, 0.1, and 0.01. We use the AdamW optimizer 367

and two NVIDIA A100 GPUs (40GB memory). 368

The initial learning rate is set to 1 × 10−6 and is 369

exponentially decayed at every 100 iterations by 370

a factor of 0.9. The training continues until the 371

validation loss stops improving within an epoch. 372

Additionally, in accordance with the MHQA re- 373

quirements, which involve reasoning over at least 374

two hops, we set a minimum iteration limit of 2, in 375

both training and inference of IQATR, inspired by 376

Adaptive-RAG (Jeong et al., 2024). 377

4.2 Results and Analysis 378

4.2.1 Efficacy of ReSCORE 379

We first compare IQATR, equipped with a retriever 380

fine-tuned by ReSCORE, against baseline models 381

and existing SOTA methods in Tab. 1. The results 382

first present that baseline models perform better 383

with the sparse BM25 retriever than with a pre- 384

trained Contriever. This can be attributed to the fact 385

that Contriever was not trained on domain-specific 386

data (Izacard et al., 2021). 387

Although BM25 performs better initially, how- 388

ever, its training-free nature limits its potential for 389
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MuSiQue HotpotQA 2WikiMHQA
Model EM F1 EM F1 EM F1

ReAcT (GPT-3.5+BM25)† 10.2 19.7 36.0 46.9 28.0 37.3
FLARE (GPT-3.5+BM25)† 11.2 18.7 36.4 47.8 31.8 42.8
Self-RAG (GPT-3.5+BM25)† 10.6 19.2 33.8 44.4 24.4 30.8
Adaptive-Note (GPT-3.5+BM25)† 13.2 24.2 45.6 58.4 43.2 54.2
IRCoT (Flan-T5-XL+BM25)‡ 22.0 31.8 44.42 56.2 49.7 54.9
Adaptive-RAG (Flan-T5-XL+BM25)‡‡ 23.6 31.8 42.0 53.8 40.6 49.8
Our Baseline (Llama-3.1-8B+BM25) 15.2 23.6 42.2 55.7 44.6 52.2
Our Baseline (Llama-3.1-8B+Contriever) 15.2 23.8 39.4 52.3 32.8 41.6
IQATR (Llama-3.1-8B+Contriever trained w/ ReSCORE) 23.4 32.7 47.2 59.3 50.0 59.7

Table 1: Comparisons to State-of-the-Art Iterative RAG Frameworks on three MHQA benchmarks. EM and
F1 scores are measured on each dataset. † Scores are sourced from (Wang et al., 2024). ‡ Scores are reproduced
using the official codes. ‡‡ Scores are sourced from the original paper (Jeong et al., 2024).

further improvement. In contrast, the document rep-390

resentations of Contriever can be enhanced through391

fine-tuning, enabling greater adaptability and per-392

formance gains. Consequently, when fine-tuned393

with ReSCORE, the model demonstrates signifi-394

cant improvements across all metrics on all three395

benchmarks, achieving SOTA performance.396

In addition, we test the proposed method,397

ReSCORE, with other existing iterative MHQA398

methods, including Self-RAG (Asai et al., 2023),399

FLARE (Jiang et al., 2023), and Adaptive-400

Note (Wang et al., 2024). These frameworks are re-401

implemented using Llama and Contriever to avoid402

costs for API calls. Tab. 2 presents the MHQA403

performance in terms of EM and F1, as well as404

retrieval performance measured by MHRi@k with405

k = 8 and varying i. Note that ηn represents406

the total number of iterations, which varies for407

each question. The results clearly demonstrate408

that ReSCORE consistently enhances both MHQA409

and retrieval performances across all methods and410

benchmarks, highlighting its broad applicability.411

Notably, the improvements in MHRi@8 become412

bigger as i increases. The MHRi@8 scores in413

the baseline models are bounded even though i414

increases whereas the scores with the retrievers415

fine-tuned with ReSCORE continue to improve as416

i grows. This signifies that ReSCORE effectively417

trains the retriever to identify documents that com-418

plement those already retrieved.419

4.2.2 Analysis of Pseudo-GT Labels420

We next demonstrate the effectiveness of using421

the proposed pseudo-GT labels for fine-tuning422

the retriever by comparing the results of three423

LLM-based re-ranking methods, including the pro-424

posed approach: PLM(q | dj), PLM(a | q, dj) and425

PLM(q, a | dj). The first question probability,426

QA MHRi@8
Model EM F1 i = 1 i = 2 i = ηn

MuSiQue

Self-RAG∗ 1.2 8.2 25.8 25.8 25.8
+ReSCORE 2.8 10.8 24.9 31.6 31.6

FLARE 7.3 13.3 31.0 37.1 37.1
+ReSCORE 8.2 15.3 30.9 40.1 43.3

Adaptive-Note 9.6 17.7 44.9 50.2 50.2
+ReSCORE 11.2 20.5 45.1 49.8 55.3

Our Baseline 15.2 23.8 44.9 51.6 51.6
+ReSCORE 23.4 32.7 46.8 63.0 65.2

HotpotQA

Self-RAG∗ 5.6 17.9 36.1 36.5 36.5
+ReSCORE 8.7 19.2 33.8 37.2 37.2

FLARE 27.5 38.9 37.2 48.4 48.4
+ReSCORE 31.4 42.5 39.2 48.5 51.7

Adaptive-Note 42.0 55.3 44.8 49.8 50.1
+ReSCORE 43.8 58.0 47.3 63.3 77.2

Our Baseline 39.4 52.3 44.8 47.5 47.5
+ReSCORE 47.2 59.3 46.6 69.3 72.4

2WikiMHQA

Self-RAG∗ 3.0 19.1 26.3 27.1 27.1
+ReSCORE 5.6 21.2 25.9 28.4 32.8

FLARE 23.2 35.0 32.5 42.9 42.9
+ReSCORE 26.5 38.0 33.2 45.6 45.6

Adaptive-Note 35.7 46.1 45.7 59.2 59.2
+ReSCORE 37.4 49.3 49.8 63.2 67.5

Our Baseline 32.8 41.6 45.7 56.9 56.9
+ReSCORE 50.0 59.7 51.2 81.2 88.0

Table 2: Effects of ReSCORE with various iterative
RAG systems on three MHQA benchmarks. All meth-
ods are re-implemented using Llama 3.1 and Contriever,
except for Self-RAG, which uses Llama-2-7B model
from the original study.

PLM(q | dj), evaluates the relevance of the doc- 427

ument dj to the question q. The second answer 428

probability, PLM(a | q, dj), measures the consis- 429

tency of the document in answering the question. 430

Finally, the third approach, PLM(q, a | dj), which 431
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Pseudo-GT Label R@2 R@4 R@8 R@16

MuSiQue

None 32.71 40.10 47.06 53.61
PLM(q | d) 34.64 41.09 47.93 54.24
PLM(a | q, d) 28.94 35.10 41.41 47.84
PLM(q, a | d) 42.68 50.31 55.66 60.38

HotpotQA

None 49.40 56.45 61.65 66.25
PLM(q | d) 55.15 62.35 65.85 69.10
PLM(a | q, d) 27.50 34.35 42.75 52.50
PLM(q, a | d) 58.05 64.60 68.30 70.65

2WikiMHQA

None 46.40 54.30 58.85 63.35
PLM(q | d) 50.78 59.08 63.23 66.13
PLM(a | q, d) 26.10 33.26 41.85 51.20
PLM(q, a | d) 53.73 62.98 67.10 68.73

Table 3: Comparisons of Different Pseudo-GT Labels
on Document Reranking. Recall@k (R@k) was com-
puted after retrieving 100 documents with Contriever
and re-ranking them using the given pseudo-GT label
for questions in the validation set.

is adopted as the pseudo-GT labels in ReSCORE,432

jointly considers both relevance and consistency,433

providing a comprehensive metric for training a434

retriever. For this experiment, we simply measure435

the standard recall on re-ranked results in a single436

iteration.437

The results in Tab. 3 demonstrate that re-ranking438

documents using the question probability improves439

recalls across all three datasets by an average of440

5.37%. This highlights the critical role of consider-441

ing document relevance to the question in retrieval442

for MHQA. Interestingly, however, re-ranking doc-443

uments solely based on the answer probability sig-444

nificantly degrades 23.8% from the baseline perfor-445

mance on average. This decline is primarily due to446

an increase in false positives, where irrelevant doc-447

uments are erroneously assigned high consistency448

scores because of their superficial alignment with449

the answer confusing the LLM.450

Finally, we tested our proposed approach, which451

uses the QA probability, combining relevance and452

consistency. Note that this QA probability can be453

factorized as the product of the question and an-454

swer probabilities, PLM(q | dj) · PLM(q, a | dj).455

The results show approximately 14.4% improve-456

ments on average across the benchmarks compared457

to the baseline. While the answer probability by458

itself seemed ineffective, its combination with the459

question probability becomes powerful, as it eval-460

uates the consistency among relevant documents,461

QA MHRi@8
Label EM F1 i = 1 i = 2 i = ηn

MuSiQue

None 15.2 23.8 44.9 51.6 51.6
GT 15.8 24.9 46.7 54.8 54.8
Pseudo-GT 23.4 32.7 46.8 63.0 65.2

HotpotQA

None 39.4 52.3 44.8 47.5 47.5
GT 39.2 45.8 48.7 52.7 52.7
Pseudo-GT 47.2 59.3 46.6 69.3 72.4

2WikiMHQA

None 32.8 41.6 45.7 56.9 56.9
GT 37.1 46.2 48.5 61.7 61.7
Pseudo-GT 50.0 59.7 51.2 81.2 88.0

Table 4: Comparisons of Different Labels for fine-
tuning retrievers on three MHQA benchmarks. None
denotes no label, which means the baseline model with-
out fine-tuning. GT is a binary label denoting whether a
document is relevant to a given question or not. Pseudo-
GT is the labels used within ReSCORE.

with irrelevant ones already filtered out due to their 462

low question probabilities. 463

4.2.3 Pseudo-GT vs. GT Labels 464

To further evaluate the quality of pseudo-GT labels 465

in ReSCORE, we construct retrievers fine-tuned 466

with GT labels. For this fine-tuning, a retriever 467

is trained to assign high scores to all labeled GT 468

documents at the initial iteration in a single step. 469

While it might be hypothesized that such models 470

serve as an upper bound for ReSCORE, experimen- 471

tal results in Tab. 4 reveal that ReSCORE-trained 472

models outperform these models, achieving supe- 473

rior results in both MHQA and multi-hop retrieval 474

metrics. This occurs because the model trained 475

with GT labels forces the query to align with mul- 476

tiple documents simultaneously. Note that, while 477

these GT documents may partially share a concept, 478

they necessarily contain distinct information to ful- 479

fill the complementarity required in MHQA. This 480

leads to potentially distant document embeddings, 481

resulting in suboptimal performance. Additionally, 482

while GT labels enhance initial retrieval results, 483

they show limited effectiveness in the iterative pro- 484

cess, as evidenced by the bounded MHR scores 485

for i ≥ 2. In contrast, the retriever trained with 486

ReSCORE achieves consistent gains in MHR as i 487

increases. 488

This is further illustrated in Fig. 3, which depicts 489

the proportion of questions for which all relevant 490

documents are successfully retrieved. As observed, 491
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Figure 3: Comparison of GT and Pseudo-GT Labels on All Relevant Document Retrieval. The y-axis shows
the proportion of questions for which all relevant documents were found, which are all needed to correctly answer
a given complex question. Pseudo-GT labels lead to improved performance as the number of iterations increases.

Reformulation QA MHRi@8
Method EM F1 i = 1 i = 2 i = ηn

MuSiQue

None 10.8 17.8 44.7 45.4 47.4
LLM-rewrite 21.2 30.5 45.1 56.7 63.7
Thought-concat 23.4 32.7 46.8 63.0 65.2

HotpotQA

None 29.4 41.1 42.8 43.6 43.8
LLM-rewrite 44.2 57.4 41.9 54.8 64.7
Thought-concat 47.2 59.3 46.6 69.3 72.4

2WikiMHQA

None 35.6 44.7 48.6 49.7 49.8
LLM-rewrite 51.7 60.1 50.0 86.0 89.5
Thought-concat 50.0 59.7 51.2 81.2 88.0

Table 5: Effect of Query Reformulation Methods
on MHQA. We compare three methods: (1) no rewrit-
ing (None), (2) LLM-based query rewriting using re-
trieved documents (LLM-rewrite), and (3) concatenat-
ing summarized thoughts to the original query for re-
trieval (Thought-concat).

retrievers trained with GT annotations achieve492

higher rates in the initial iteration (blue lines) be-493

cause the training procedure pushes the question494

embedding towards all relevant documents simul-495

taneously. However, ReSCORE-trained retrievers496

quickly surpass these rates as i increases, achieving497

significantly higher rates of retrieving all relevant498

documents (red lines) thanks to the incorporation499

of the iterative process within ReSCORE.500

4.2.4 Ablations on Query Reformulation501

We perform an ablation study to evaluate the effec-502

tiveness of various query reformulation methods.503

The first method, None, uses the original question q504

as the query at every iteration without any reformu-505

lation, serving as a lower bound. Another method,506

LLM-rewrite, prompts an LLM to rewrite the query507

q(i) into a refined query q(i+1), focusing on unre-508

solved aspects based on the current retrieved docu- 509

ments D(i). Finally, Thought-concat appends the 510

current thought t(i) to the query, constructing the 511

updated query as q(i+1) = [t(i); q(i)], where [a; b] 512

denotes the concatenation of a and b. 513

The results in Tab. 5 show that both query refor- 514

mulation methods improve retrieval and MHQA 515

performance. Thought-concat achieves larger 516

gains on MuSiQue and HotpotQA, while LLM- 517

rewrite performs slightly better on 2WikiMHQA. 518

This difference stems from question complexity: 519

LLM-rewrite works well for simpler queries (e.g., 520

2WikiMHQA with 11.7 tokens on average) but 521

struggles with complex ones (e.g., MuSiQue and 522

HotpotQA with 17.9 and 16.0 tokens, respectively), 523

often losing focus. In contrast, Thought-concat 524

benefits from LLMs’ strength in summarization 525

and allows error recovery in subsequent iterations, 526

as the original question remains as a part of the 527

reformulated query. 528

5 Conclusion 529

In this paper, we presented ReSCORE, a novel 530

method for training dense retrievers for MHQA 531

without documents labeled with their relevance to 532

respective queries. To demonstrate the efficacy 533

of ReSCORE, we incorporated it into an iterative 534

RAG framework, IQATR, to achieve the new SOTA 535

on MHQA. We also employed it in existing MHQA 536

systems to improve the performance, showcasing 537

its broad applicability to various iterative RAG 538

frameworks for MHQA. In addition, we conducted 539

additional experiments to analyze various query 540

reformulation methods and pseudo-GT labels to 541

be used as fine-tuning signals for retriever training. 542

We expect our in-depth analysis to provide deeper 543

insights into ReSCORE and help devise ways to im- 544

prove on this label-free retriever training method. 545
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Limitations546

The fine-tuning process for our model is specifi-547

cally tuned to datasets such as MuSiQue, 2Wiki-548

MultiHopQA, and HotpotQA, each of which has549

distinct characteristics, including the required num-550

ber of hops and the types of reasoning involved.551

While our retriever demonstrates strong perfor-552

mance on trained datasets, its ability to generalize553

to other datasets that differ in reasoning patterns554

or dataset characteristics remains limited. This555

limitation highlights an Out-of-Distribution (OOD)556

generalization challenge.557

Also, our approach relies on an iterative retrieval558

process, which increases computational costs and559

latency, especially for questions with high hop560

requirements. In practical applications, such as561

real-time question answering, the computational562

demand may be prohibitive. Further optimization563

is necessary to make the model more efficient and564

scalable.565

Ethics Statement566

This study adheres to ethical standards, empha-567

sizing fairness, transparency, and responsibility.568

All datasets (MuSiQue, 2WikiMultiHopQA, Hot-569

potQA) are publicly available, curated, and free570

of personally identifiable information. They are571

released under the MIT License, permitting mod-572

ification, redistribution, and use with proper attri-573

bution. The Contriever model is released under the574

Attribution-NonCommercial 4.0 International (CC575

BY-NC 4.0) license, allowing non-commercial use,576

modification, and redistribution with proper attri-577

bution. The META LLAMA 3.1 model is released578

under the LLAMA 3.1 COMMUNITY LICENSE579

AGREEMENT (Release Date: July 23, 2024), gov-580

erning responsible use, modification, and redistri-581

bution in accordance with META’s terms. We en-582

sured consistency in training and evaluation con-583

ditions to maintain unbiased comparisons. We584

recognize the broader implications of multi-hop585

question-answering advancements and are commit-586

ted to responsible development and application.587
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A Prompts717

A.1 PLM(a | q, d) prompt718

Condition Prompt

<|start_header_id|>system<|end_header_id|>

Your task is to answer the given question using the given document(s).

Instructions:
- Carefully read the provided document(s).
- Answer the question using the given document(s).

Format:
- Return a JSON object formatted as follows:
{{

"answer": "The short-form answer to the question."
}}
- Your response should be concise 'short-answer'.
- Ensure the entire response is on a single line without placeholder variables.

You are a helpful assistant.<|eot_id|><|start_header_id|>user<|end_header_id|>

Document(s):
{documents}

Question:
{question}
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

719

Prediction Prompt

{{
"answer": "{answer}"

}}
720
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A.2 PLM(q | d) prompt721

Condition Prompt

<|start_header_id|>system<|end_header_id|>

Your task is to generate a question using the given document(s).

Instructions:
- Carefully read the provided document(s).
- Create a question that can be answered using the given document(s).
- Use information from one or more documents, but ensure that the answer is concise
and directly supported by the content.

Format:
- Return a JSON object formatted as follows:
{{

"question": "Your generated question based on the documents.",
}}
- Make sure the question is on-topic.
- Ensure the entire response is on a single line without placeholder variables.

You are a helpful assistant.<|eot_id|><|start_header_id|>user<|end_header_id|>

Document(s):
{documents}
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

722

Prediction Prompt

{{
"question": "{question}"

}}
723
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A.3 PLM(q, a | d) prompt724

Condition Prompt

<|start_header_id|>system<|end_header_id|>

Your task is to generate a question-answer pair using the given document(s).

Instructions:
- Carefully read the provided document(s).
- Create a question that can be answered using the given document(s).
- Use information from one or more documents, but ensure that the answer is
concise and directly supported by the content.

Format:
- Return a JSON object formatted as follows:
{{

"question": "Your generated question based on the documents.",
"answer": "The short-form answer to the question."

}}
- Make sure the question is on-topic and the answer is concise.
- Ensure the entire response is on a single line without placeholder variables.

You are a helpful assistant.<|eot_id|><|start_header_id|>user<|end_header_id>

Document(s):
{documents}
<|eot_id|><|start_header_id|>assistant<|end_header_id>

725

Prediction Prompt

{{
"question": "{question}",
"answer": "{answer}"

}}
726
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A.4 Answer Generation727

Answer Generation Prompt

<|start_header_id|>system<|end_header_id|>

You will receive three inputs: 'documents', 'a question', and 'hints'.
Your task is to answer the given question.

Instructions:
- Carefully read the documents and hints.
- If you know the answer to the question confidently, generate an answer,
using documents and hints provided.
- If you don't know, generate "Unknown".

Format:
- Return a JSON object formatted as follows: {{"answer": "Your Response"}}
- Your response should be concise 'short-answer'
without any explanation or "Unknown".
- Ensure the entire response is on a single line without placeholder variables.

You are a helpful assistant.<|eot_id|><|start_header_id|>user<|end_header_id|>

Documents:
{documents}

Question:
{question}

Hints:
{hints}
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

728
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A.5 Thought Generation729

Thought Generation Prompt

<|start_header_id|>system<|end_header_id|>

You will receive three inputs: 'documents', 'a question', and 'hints'.
Your task is to provide a hint that aids answering the given question.

Instructions:
- Carefully read the documents and hints.
- Generate a hint containing partial information relevant to the question,
using documents and hints provided.

Format:
- Return a JSON object in this format: {{"hint": "Your response"}}
- Your response should be concise 'one-sentence hint'.
- Ensure the entire response is on a single line without placeholder variables.

You are a helpful assistant.<|eot_id|><|start_header_id|>user<|end_header_id|>

Documents:
{documents}

Question:
{question}

Hints:
{hints}
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

730
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A.6 Question Rewriting731

Question Rewriting Prompt

<|start_header_id|>system<|end_header_id|>

You will receive two inputs: 'documents', and a 'question'.
Your task is to create a new question that asks for additional documents
or information required to comprehensively answer the original question.

Instructions:
- Analyze the provided documents and identify any missing information,
entities, or relationships needed to fully answer the original question.
- Formulate a new question that explicitly asks for the missing
information or documents needed.
- Ensure that the new question maintains the original context and
scope of the original question.
- Focus on identifying gaps in entities (people, places, events)
or specific details that are absent from the provided documents
but are necessary to answer the original question.

Format:
- Return a JSON object formatted as follows: {{"question": "<Your Response>"}}
- Ensure the entire response is on a single line
without placeholder variables or assumptions.

You are a helpful assistant.<|eot_id|><|start_header_id|>user<|end_header_id|>

{documents}

Question: {question}<|eot_id|><|start_header_id|>assistant<|end_header_id|>
732

17


