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Abstract

Despite growing empirical evidence of bias amplification in machine learning, its
theoretical foundations remain poorly understood. We develop a formal framework
for majority-minority learning tasks, showing how standard training can favor
majority groups and produce stereotypical predictors that neglect minority-specific
features. Assuming population and variance imbalance, our analysis reveals three
key findings: (i) the close proximity between "full-data" and stereotypical predic-
tors, (ii) the dominance of a region where training the entire model tends to merely
learn the majority traits, and (iii) a lower bound on the additional training required.
Our results are illustrated through experiments in deep learning for tabular and
image classification tasks.

1 Introduction

Imbalanced data are pervasive in machine learning, spanning rare-event detection, fraud, faults,
medical anomalies, security, finance, and modern LLM pipelines with unequally represented subpop-
ulations, see e.g., [26l 29] for some references. A sensitive case arises in fairness-related applications,
where decisions apply to human beings [3} 10,112, 133]]. Addressing this issue is increasingly impor-
tant notably under regulatory frameworks such as the European Union’s Al Act, which emphasizes
non-discrimination and risk mitigation.

In all these settings, the goal is to learn predictors that genuinely capture minority structure.

Our focus is on scenarios with two distinctive characteristics. First, the imbalance is typically
significative, as we work directly with raw data without resampling or augmentation. Second, the
imbalance is not corrected at the data level but addressed only through the training dynamics of
gradient descent. An empirical fact, well known to practitioners, is that imbalance is not only
preserved but often amplified by training: models initially align with the majority component and
only later start to capture minority features. In the fairness literature, this is sometimes referred to
as bias amplification [7, 18} 45] 46| 47]. Related simplicity-driven behaviors have been observed in
representation learning [0, [16} 22| |39} 144]].

This phenomenon has been documented since the 1990s in the class imbalance literature, see [[1]],
which motivated numerous work and heuristics: data-level remedies (oversampling, under-sampling,
synthetic examples [9} 43]]), algorithm-level adjustments [15]], cost-sensitive learning [[14], focal and
reshaped losses [30, 35]]. With the advent of deep learning, the issue became even more acute, as
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high-capacity models and standard training budgets (a few hundred epochs) tend to privilege majority
signals [26]]. Despite this history, the mathematical mechanisms of imbalance amplification are still
poorly understood geometrically, especially in nonlinear nonconvex regimes [37]. Our goal is to
clarify these mechanisms which are essential for sensitive applications.

Using Kantorovich-type arguments, we develop a theoretical and a geometrical framework that
explains why and how gradient-based training first produces stereotypical predictors, i.e. aligned
merely with the majority, before catching-up and entering a debiasing phase where minority features
start to influence predictions.

Contributions. They are as follows:

— We first formalize the problem as a generic majority-minority learning task min L := Ly + Lo,
with Ly < L; using second-order differentiability domination. We prove that each critical point of
L, which corresponds to a predictor, can be paired with a critical point of L4, termed stereotypical
predictor (Section[2.2). We bound their distance: it is what we call the stereotype gap.

— The proximity of L and L; implies that the region where minimizing L is ‘equivalent’ to mini-
mizing L, occupies nearly the entire parameter space (Section [3.2)). This results in a close overlap
between L; training gradient path and the actual training path, illustrating how standard training
neglects minority-specific characteristics (Appendix [B.2). This proximity between learning curves,
as the proximity between representative and stereotypical predictor, is somehow deceptive, since the
minority features lie precisely in what differentiates them.

— We prove that gradient descent may require a fairly long training time to merely identify stereotypi-
cal predictors, ignoring minority-specific aspects (Section [3.3). A common training failure is when a
long initial training phase stalls at a stereotypical predictor. Although this predictor lies close to its
corresponding representative predictor, escaping that neighborhood, and thus debiasing the model,
often requires much more training because the gradients there are tiny. We derive a lower bound
on this extra training duration. The corresponding ratio is called the catch-up overcost ratio. It is a
debiasing overcost. It quantifies the additional training time required to achieve unbiased predictions.
— We illustrate our theoretical findings through numerical experiments on tabular and image-
classification tasks with deep neural networks (Section[). Minority awareness emerges in preliminary
experiments and appears linked to training duration; it also persists under alternative learning strate-
gies as AdamW or XGBoost.

Related literature. The bias amplification phenomenon is well documented experimentally, see, for
example, [6, |18} 37] and references therein. Yet few theoretical results clarify its causes. The earliest
paper we are aware of that addresses the issue is [1] via a diagnostic of an early-phase majority bias
and via some algorithmic fix (bisect classwise gradients) with empirical speedups. In a Gaussian
setting with ridge regression, [42] show that, for a single pooled model, the between-group gap in
expected test risk can exceed the corresponding gap obtained by training separate models for each
group. Leveraging the closed form of the ridge estimator, they analyze the asymptotic behavior of
this bias-amplification measure. In a related direction, [31] introduce a parametric Gaussian-mixture
framework with tunable imbalance and derive analytic ridge-regression solutions, comparing group-
wise risks for a jointly trained model versus per-group models. All these results rely on analytic
solutions and their asymptotics. Complementing this line, [15] analyze optimization dynamics and
articulate theoretical conditions that clarify a phenomenon they term minority initial drop (MID) —
an early deterioration of minority recall driven by majority-dominated gradients. They also provide
sufficient conditions for monotone per-class loss decrease and show that vanilla (stochastic) gradient
descent can be sub-optimal under imbalance. Their perspective focuses on loss trajectories and
per-class gradients, rather than the parameter-space geometry and time-to-learn bounds we develop
below. In this sense, their results are complementary to ours, and a general, model-agnostic theory of
bias amplification in modern ML remains largely open.

Notations. Notations on matrices, differential calculus and geometry, that are used throughout the
paper, can be found in Appendix

2 Predictions for majority-minority problems in machine learning

We first present our majority-minority scenario in Section as a minimization problem: min L :=
Ly + Ly. We aim at estimating the distance between a predictor obtained by minimizing the total loss
L and a neighboring majority-based predictor obtained by minimizing L. In practice, the latter may



represent a biased or stereotyped view that a user holds about the underlying problem. We show that
a small population and low variance for the minority group lead to proximity between the predictor
and the majority-based predictor, making them difficult to distinguish. Our results are first presented
for abstract equations (Proposition [6) and general variational problems (Theorem [I); discussions on
learning appear in Section[2.3]and in the Appendix.

2.1 The setting: majority-minority model and generic losses

A majority-minority model. We consider n observations of a variable Z := (X,Y) € R% x R
(d > 0) that can be divided into two groups following the values of a binary variable A € {0,1}. In
our scenario, the data are unbalanced: there is a majority group A = 1 (with cardinality denoted n1)
and a minority group A = 0 (cardinality ny), typically with ng < n4. This heterogeneity, i.e., the
variable A, may be unknown to the user.

Consider a collection of models or predictors fy : R? +— R indexed by parameters or weights § € R?
that are learned by minimizing some empirical loss function over the learning set. Given a discrepancy
measure ¢ : R? — R, we may define the total, majority and minority losses as: for § € R,

L) = 5 XY = 3 WAX) YD+ 5 Y (X0, ).

A=1 A;=0

::L1(0) ::Lo(e)

In the training phase of a learning process, the parameters are often computed through first order
methods and thus eventually through vanishing gradients. Assuming both ¢ and fy are differentiable,
we are thus led to consider equations of the form: VL(#) =0, VL;(¢)=0,forj € {0,1}.Ina
strongly imbalanced scenario, Ly may become negligible with respect to Ly, so that the equations
VL; =0and VL = 0 have very close solutions. On the other hand, this proximity does not prevent
solutions to the equation V L (6) = 0 from producing biased or stereotyped predictors as they ignore,
by definition, the influence of data underlying L.

The aim of the following sections is to study this phenomenon and provide a set of assumptions for
estimating the distance between full-data and stereotypical predictors.

Generic losses. For the rest of the article, we adopt a genericity perspective on loss functions by
assuming that their critical points are non-degenerated. For G : R? — R twice differentiable this
means that

VG(6) = 0 = V2G(0) is invertible.
In other words, G is a Morse function. These functions are generic in the sense that they form an
open dense subset in C* (R, R) for the C? topology whenever k > 2, see e.g., [17].

In the machine learning perspective, this is not extremely demanding as, for a fixed C? function G,
perturbations of the form R" 3 z +— G, (z) = G(x) + ||z — €||* with > 0 are Morse for almost
all couple (v, €) € Ry x R™ — actually it holds true with linear perturbations, see e.g., [40]. This
approach aligns with statistical and learning practices, both through ridge regularization (pioneered
in [23]] whose use in data science is developed for instance in [19]], and references therein) and the
weight decay approach in deep learning [8].

2.2 Perturbation results for critical points of generic losses

Assume L = Ly + Ly is a general cost. The spirit of the following results is that L; corresponds
to a majority behavior while L is attached to minority features, for instance as in the scenario of
Section[2.1] In an analytical setting, it translates into a property of the type: Lo is negligible w.r.t
L (see the assumptions below). We then aim at comparing crit L and crit L;; argmin-loc L and
argmin-loc L1 Note that the theorem below is a general-purpose perturbation result, it is applied in
a machine learning setting in the remaining sections.

Theorem 1 (Strong imbalance and critical points). Consider two functions Ly and Lo from R? to R
that are two times continuously differentiable, and a subset K C R,

Assume that there are strictly positive numbers 6, c, M, T such that

'Recall that notations are provided in Appendix



* Strong Morse property: Forall 0 € K,

IVLi(O)| < ¢ = prin(VZL1(6)) > 6, M
e Lipschitz regularity: for all 01,0, € K
Pmax (V2L1(601) — V2L (02)) < M||01 — 05|, (2
Pmax (V2L0(91) - V2L0(92)) < M6y — 6|, 3
* Bounds on the ‘minority loss’:
sup [[VLo(0)]| < 7, )
0eK
SUP Pmax (VQLO(H)) <T. 5)
feK
Assume further that
. [c & &
T<m1n{2,8,32M}, (6)
67 6

dist g (crit L1 N K, bdry K) > dist g (crit L N K, bdry K) > ™)

5 R
Then, for each 51 € crit L1 N K (resp. 0 € critL N K ) there exists a unique corresponding

0 € crit LN K (resp. 01 € crit Ly N K) such that
~ o~ 4T
16— 8 < 5

and 5, 51 have the same indexes, that is the same number of strictly negative eigenvalues of the
Hessian matrices V2 L1 (01) and V2 L(0).

Corollary 1 (Distances between critical and local minimizer sets). In the context of Theorem|l] if
crit L1 N K is non-empty, then crit L N K is non-empty and we have

4
dist g1 (crit Ly N K, erit LN K) < ?T 8)
Also, if argmin-loc L1 N K is non-empty then argmin-loc L N K is non-empty and we have
4
dist g (argmin-loc Ly N K, argmin-loc LN K) < FT 9

Finally, for each § € argmin-loc L1 NK, there is ¢’ € argmin-loc LN K such that the ball B(¢', 5F)
contains 0, and L is § /8 strongly convex on this ball.

Comments on Theorem 1)and Corollary Assumptions ([2)—(6) are warranted whenever VL is
Cl-small on K, i.e., small with respect to the functional semi-norm

9Lo(0)
00,

Assumption (7) simply means that the critical sets are not too close to the boundary of K. If the

critical sets lie in a compact set, it suffices to choose K large enough to satisfy the assumption.

02 Lo(0)
06,00,

IVLo|l1,00 := max{ max sup
a=1,...d ge

y max sup
a,b=1,....d gpc K

A simple reading of Theorem [I]is therefore that when L and L; are sufficiently close (on K), they
share the same ‘geometry’, i.e., they have the same number of local minimizers and, more generally,
the same number of critical points for a given index, with, in addition, corresponding points lying at
small distance from one another.

Note that [32]] establishes results similar to Theorem[I]and Corollary [T} but in a different setting: the
comparison of theoretical and empirical risks under i.i.d. random data. In contrast, by relying on
Kantorovich’s method of proof, we impose no assumptions on the data. An instance of Theorem [I]
for the special case of linear regression is provided in Appendix



2.3 A machine learning view: the representative and stereotypical predictions

Let us interpret the above within a learning perspective. Under the premises of Theorem [T} we
consider a machine learning model with loss L : 6 — L(#) decomposed into a sum L = Ly + Lg
where L; and Ly respectively correspond to some majority and minority phenomena.

A critical point of L is called a representative prediction, as it takes into account all available data
encoded within L, i.e. both those in L; and L¢f’| In the majority-minority model, the critical points
of L, ignore data corresponding to the case when A = 0, we thus call them stereotypical predictions.
The quantity dist iy (crit L N K, crit L1 N K) is called the stereotype gap.

Roughly speaking Theorem T tells us, in particular, that each representative prediction corresponds to
one and only one stereotypical prediction and that these predictions are close whenever the ratio

A = pmax (VQLO(Q)) /pmin(ngl(e))
is uniformly small. This ratio is the key quantity that governs the stereotype gap.

The result is even more accurate, as Theoremﬂ] shows that the minimizers of L and L; actually
come by pairs as well, so that the stereotypical and representative predictors obtained in practice
are ‘dangerously’ close in a majority-minority scenario. As we will see through theoretical and
numerical experiments, this renders the training phase delicate and potentially biased. Using the
well-known fact that gradient descent converges to critical points in the Morse case (see next section
and Appendix [A.4), we may empirically estimate the stereotypical gaps and the associated ‘debiasing
training time’ in our imbalanced setting (see also the following sections).

Protocol (Table [I] opposite): find a stereotyp-

ical predictor 6; via the gradient flow —V L,
with Kaiming random initialization. Initialize

from this predictor 51 and follow the flow of

Table 1: Stereotypical and representative predic-
tions for imbalanced CIFAR-2 (ng/n ~ 3%, see
Appendix with ResNet 18. We report the
average and standard deviation over 30 runs.

—VL, with the guarantee (see Corollary [T)) of

reaching the corresponding representative pre- Metric Mean =+ Std
dictor 0. Use these values to estimate the gap Debiasing time 469 epochs +94
dist i (crit L, crit Ly) via proxies like |6 — 61 ||, 16 — 64 0.6723 +0.0083
and to define a debiasing time from 6, to its rep- 16 — 010 0.0353 + 0.0047
resentative 6 using gradient descent on L with [16—61]] 0.00602 + 0.00007

stopping criterion ||641 — b, || > 0.99]0; — 0 IE 191}

3 Learning unbalanced data with the gradient method

3.1 Gradient descent training

In this section, we study how gradient descent procedures may bias predictions in the sense that
a ‘careless training’ may yield a stereotypical predictor rather than a representative one. Gradient
descent training on a C? loss L is modeled through the ODE (see Appendixfor the representation

of ODE curves):
%H(t) — _VL(6(t)) with 6(0) = iny; € RY. (10)

The ODE solution is called a training trajectory. In Appendix [B.2] for the special case of linear
regression, we also consider the counterpart 61 (¢) of 6(t) with L replaced by L;. We show that 61 ()
and 6(t) are close under strong imbalance.

3.2 The majority-training and the majority-adverse zones

For C? smooth losses L = Ly + Lg, the majority-training zone is defined by
Zmaj = {0 € R (VL(0), VL. (6)) > 0}.

21t would be more natural to reserve that name for local minimizers, as those are generally obtained after
training, but we do so for simplicity.



In this region, descending along the gradient of L also decreases L, and vice versa. In other
words, Zy,,; is a zone where training L with gradient descent implies training the majority L;. The
majority-adverse zone is defined as

Zmajady = {0 € R (VL(0),VL1(0)) < 0} sothat R4\ Zpai = Ziajady - (11)

We can similarly consider the minority-training and the minority-adverse zones. One easily sees
that, under the Morse assumption, critical points of L or L; lie in between Zp,,; and Zyaj-adv »
(see Proposition [7]in Appendix [C.2]for details). In other words, the stereotypical and representative
predictors lie on the boundary of Z,,,; .

We now establish two major facts: first, the majority zone is typically large, meaning that training the
entire model often results in learning only the majority traits (see also the illustration of Figure|[T);
second, the majority-adverse zone promotes the training of the minority loss.

Theorem 2 (Majority adverse zone). Let K _ 2 = —
®  Oinit

{0 € K;dist (6, bdry K) > 27 }. Under Theorem ‘ ® .
[1)assumptions: |
N
~ 27 Il ‘\M‘

01 €crit LiNK

| Uub\h

m\“

!

|
i !\‘
| |

~ 1
c U B(01,4).
6, €crit L1NK
‘\‘h“

\H\w

Remark 1 (On the majority-training zone size).
Under the assumptions of Theorem [T} in the high
dimensional regime the majority adverse zone has
a volume lower than O(4~¢) —much lower in

general as we have chosen a conservative bound. x

Note also that the stronger the imbalance, the ) o ) )

more negligible it becomes, see the comments Figure 1: The majority region (white) covers
after Theorem|[I] nearly the entire space, while the majority-

adverse region (red) is small. With ran-
dom initialization, training typically begins
in white; hence majority features are learned
during the initial phase, which accounts for
most of the path length (though not the time).

Lemma 1 (The majority adverse zone favors mi-
nority). For 0 € Z,j.adv, we have

(VL(0),VLy(6)) > 0. The gradient trajectory then enters a red zone,

where minority features are improved. De-

Thus a training trajectory 6 : I — R? evoly- spite the short arc length in red, the time spent

ing within Zwyaj.adv is such that Lo(6(t)) is non-  there may be very long. These transient pas-

increasing over the interval I. sages through red before convergence corre-
In other words, when the trajectory evolves within ~ spond to ‘unlucky” curves.

the majority-adverse zone, the dynamics learns
minority features.

3.3 Lower bounds for debiasing duration and catch-up overcost

Although we cannot, at this stage, provide worst—case ‘biasing’ complexity bounds, we can obtain a
lower bound by placing ourselves in a setting with a high risk of bias toward the majority. Consider
an ‘unlucky gradient curve’ ¢ — 6(¢) solving (T0) that effectively ignores the minority until it meets
a majority predictor. On [0, tstereotype], the trajectory carries the initial condition 6;,;; to a critical
point of L1, viewed as a stereotype and denoted

Gstereotype = e(t stereotype) .

Up to time ¢ sgereotypes it 18 ‘as if” only L; were trained —the minority is entirely ignored. Thereafter,
6(t) moves toward a critical point of the full loss L, denoted #, which we interpret as a representative
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Figure 2: Training curves on ‘Imbalanced CIFAR 2’ with ResNet18 (see Appendix . Left to
right: unlucky curve with stopping rule based on minority recognition, i.e., Accy > 99%; random
trajectory with the same rule; random trajectory with global accuracy stopping rule Acc > 99%.
Unlucky initialization has 600 epochs while ‘careless training’ (third one) needs 100 epochs and has
much higher final L value. Middle: random initialization with minority aware stopping rule training
has 140 epochs. In the real world Accy > 99% is not a realistic criterion as we do not know the
minority class. Conclusion: risk-averse training should rely on considerably longer training (here
+500%), confirming the results of Section[3.3] For more confident training, substantially longer runs
are still required (here +40%).

predictor. By the Cauchy-Lipschitz existence theorem, this trajectory typically exists. This curve and
neighboring ones may be quite detrimental to fair predictions as shown in Figure 2]

The next proposition shows that ¢ siereotype 1S typically large as ||§ stereotype — 0 || is typically very
small (see Theorem [I]and Table 2).

Proposition 1 (Training duration). Assume that L is twice continuously differentiable on R%. Con-
sider a ball B containing 6 and {0(t);t > 0}. Assume that for some M < oo and for all 6 € B,

pmax (V2L(0)) < M. (12)

40 1 Oinit — 0
Assume 9 7& 0Stereotype; then tstereotype Z M IOg (mlt”> .

||05tereotype - 0”

Let us give a simple yet illustrative example showing that the bound is tight and that training duration
becomes rather long in the small step-size regime typical of large-scale deep learning problems.

Example 1. (a) (The bound is tight). Consider the elementary but instructive model L, (z) = 22 /2,
Lo = [§(x — ¢)?]/2 with ¢, § > 0, § being a small imbalance factor that reflects the minority scenario.
Simple computations give the representative predictor & = ﬁc while the stereotypical predictor is
Z stereotype = 0. The time to reach the stereotype 0 from xinit < 0 is

1 T — Tini

t = log | —— whence Proposition|(I|is tight.
stereotype I+ 4 & (I — & stereotype P E] g

(b) (Small steps yield long training duration). Consider now z;11 = xx —nV L(xy) with a short step

1 = 1072, as it could be done in deep learning. Let x5y = —2c ; it is a multiple of ¢ for convenience,

while remoteness from 0 reflects the ignorance of a blind user on the exact location of the minimizer.

Since |Zinit — Z| = 2¢ and |Tstereotype — | = Oc:

P 1 log( _ |Zinit — | _ ) ~ 1 log(g)
1+ |$stereotype - .23‘ 149 1)
The discrete time when the stereotype is reached may be approximated by kstereotype = tstereotype/ -
We may provide a table for = 1072, zj,;, = —2c.

g ‘ tstereotype (bound) ‘ kstereotype (bound)
1072 [ 157 log(200) ~ 5.25 ~ 525
107 | 57 log(2000) ~ 7.59 ~ 759
107" | 15007 108(20000) ~ 9.89 ~ 989

Thus strong imbalance together with traditionally cautious DL steps give long training durations.



Next, we provide a lower bound on the extra-time t catchup,e — ¢ stereotype N€€ded to achieve the
relative e precision, where € € (0,1), ¢ catchup,e > stereotype and

16(# catchup,c) — 0]

||9 stereotype — 9”

<e (13)

This extra time is interpreted as a catch-up time for the algorithm to detect the minority with
an acceptable precision. Indeed from time t gtercotype tO tcatchup,e. the trajectory 6(t) leaves ‘a
stereotype’ and becomes closer to ‘a representative predictor’. It is a debiasing phase in which the
algorithm progressively removes the bias it has itself created during the preliminary training phase.
Proposition 2 (Debiasing duratiorﬂ). Assume that L is twice continuously differentiable and satisfies
(I2), for the same M and B. Assume that 0 # 0 siereotype- For 0 < € < 1, consider t caschup,e Such

1 1
that (13) holds. Then t catchup,e — t stereotype = i log <) .
€

Example 1 (continued). (On the length of debiasing duration) Back to the setting of Example[I]Again
from simple computations, the debiasing time needed to go from the stereotype Zstereotype = 0 t0 @

relative precision € € (0, 1) around the representative 7 = ﬁ cis
t t Ly ( 1)
P —lg = —: 10 -
catchup,e stereotype 1+ 5 g - P
SO Propositionis tight. For gradient descent xx+1 = xx — NV L(xy), the error decays geometrically
with factor 1 — n(1 + §). Thus the number of iterations to reach the same relative precision ¢ satisfies

k catchup (777 67 5) Z

log(1/¢) N 1 1
—log(1 —n(1+4)) T onp(1+96) log( )’

which is a version of Proposition[2] Thus an approximate debiasing step count with a ‘standard” ML
learning rate = 10~ 2:
§ |e=10"" 1072 1073
1072 228 456 684
1073 230 460 690

Hence, for strong imbalance (6 < 1) and small steps, debiasing typically costs a few hundred
additional iterations even after reaching the stereotype.

4 Numerical experiments

We study the effect of subgroup imbalance in supervised deep learning using image (CIFAR-10 [28]],
EuroSAT [21]]) and tabular (Adult [5]) datasets. Each dataset is denoted by D = {(X;,Y;, 4;)}74,
where (X;,Y;) is an input-label pair and A; € {0, 1} is a binary attribute (0 is minority). While A is
not used during training, it enables evaluation of model performance across imbalanced subgroups.
In each experiment, we report the global loss L = Ly + L1, and average loss per sample in each
group, i.e., (nLo)/no and (nLy)/n;. For details on the implementation setup, see Appendix [H

Metrics for class-balanced predictions. We evaluate class-balance using training (and occasion-
nally test) accuracy, denoted by Acc, Accy (see Appendix[A.2)), as our focus is on optimization under
imbalance. To measure the time cost of ‘well balanced training’, we track the number of epochs ¢
needed to reach a threshold accuracy level x € [0,1] :

Tearty := Itréiél{ACC(et) >k}, Thnal i= Itrgél{ACCO(at) >k}, Taebias := Thinal — Tearty-

We define the catch-up overcost as the relative delay to reach good class-balance prediction, i.e., a
satisfying minority accuracy:

Tho:
Catch-up Overcost := —deblas

early

3See also Propositionin Appendixfor complementary results on relative values of Lg.



Imbalanced CIFAR-10. We investigate the effect of class imbalance on CIFAR-10 using models
from 100K to 25M parameters (see Table[2). The original dataset has 10 classes with 5000 samples
each. To create imbalance, we subsample one class (denoted A = 0) to retain ny samples, and
keep the others (A = 1) unchanged with n; = 9 x 5000. As in [26]], we define the imbalance ratio
as ¢ = no/5000, which gives a group proportion ng/(ng + n1) = ¢/(¢ +9), and consider four
imbalance levels: ¢ € {1%, 10%, 30%, 80%}. In Figure[3| we show the results for ResNet-18 (see
also Appendix @]for more). For ¢ = 1%, Accg remains close to zero for about 60 epochs, following
a stereotypical training curve (see Appendix).
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— A=0 A=1 —— Global - K threshold

Figure 3: Training accuracy for different subgroup imbalance scenarios (1%, 10%, and 30%) using
ResNet18 on CIFAR-10 and threshold k£ = 90%. Greater imbalance delays the learning of minority
features: their accuracy reaches « later.

Table 2: Catch-up overcost (in %) for each model across imbalance levels ¢ € {1%, 10%, 30%, 80%}.
We report means over 3 runs with thresholds € {90%, 99%}, and model parameter counts.

Models Number of parameters K= 90% K= 99%
1% 10% 30% 80% 1% 10% 30% 80%

MobileNetV2 [3§] 543K 450 275 166 0 62 52 42 0
SqueezeNet [25] 727K 270 203 150 O 55 53 32 0
VGG11 [41] M 291 171 114 0 53 44 25 0
ResNet18 [20] 1M 292 164 113 0 61 49 31 0
VGG19 20M 280 152 112 0 70 65 50 0
ResNet50 25M 157 86 68 0o 50 37 37 0
ResNet101 42M 145 90 64 0 34 36 26 0

EuroSAT. We use a ResNet18 model and evaluate its behavior on a binary classification task
derived from the EuroSAT dataset. Images are labeled according to a binary attribute A, where A = 0
corresponds to bluish images (1o/(ng + n1) ~ 0.03) and A = 1 to all others. We do not modify the
class proportions and use the imbalance present in the original dataset. Figure 4] displays losses and
accuracies for both subgroups evidencing a catch-up overcost of 45% for a threshold x = 90%.

Adult income census. We train a TabNet classifier [2] on a binary task from the Adult dataset [3].
The minority group (A = 0) includes high-income women, representing only 3% of the training set.
The majority group (A = 1) includes all others. We preserve the original class distribution and train
with cross-entropy loss, tracking subgroup metrics. Results are shown in Figure [5]and we have a
catch-up overcost of 416% for a threshold k = 90%.

Results and discussion. Fairness under imbalance requires much longer training: the minority
group (A = 0) consistently reaches « much later than the global accuracy. The catch-up overcost
is particularly high under strong imbalance, exceeding 400% on Adult and CIFAR-10. Empirically,
larger models reduce this overcost but do not eliminate the necessity of longer well-tailored train-
ing. These results support our theoretical findings on debiasing duration in imbalanced settings
(see Section [3.3), the overwhelming dominance of the majority-training zone, and the difficulty of
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Figure 4: Training and test loss/accuracy for ResNet-18 on EuroSAT (mean of 3 runs). Minority
classes exhibit delayed learning — their accuracy improves substantially only in later epochs.
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Figure 5: Loss and accuracy with TabNet on Adult (mean of 3 runs). Under strong imbalance, the
catch-up overcost is substantial — around 400%.

distinguishing a representative predictor from a stereotypical one. We also ran preliminary experi-
ments with AdamW and XGBoost (gradient-boosted decision trees). In both cases, we observe the
same qualitative phenomenon. Irrespective of faster or slower absolute training, attaining minority
awareness requires a comparable relative increase in training: extra epochs/steps for AdamW and
extra boosting rounds for XGBoost; see Appendix and Appendix [E]

5 Conclusion

Although our goals are primarily theoretical and future research should explore more refined training
protocols, we can draw several conclusions supported by both theory and numerics —ours and the
community’s as well, see e.g., [1}29]. These conclusions may also serve as recommendations for
practitioners. Two key quantities emerge as critical in our study: the stereotype gap and the training
duration. Additionally, we have empirical evidence that the model size may be a determining factor
in achieving budget frugality.

— In a majority-minority scenario, population and variability imbalance are determining factors
influencing the stereotype gap (Theorem [T and the subsequent subsections). This gap, between
stereotypes and representative predictors, can be very small in severely imbalanced cases.

— For convex or deep learning problems, gradient training generally leads to a ‘satisfying predictor’
in the sense of a low-value loss L, see e.g., [4] or [[13]. However, in our majority-minority scenario,
the action of Ly is generally almost indetectable, as shown in Figure[I]and Section [3.3] thus early
stopping and under-dimensioned models are prone to produce stereotypes.

— To obtain a representative predictor, it is advisable to use larger networks and extend the training
duration, as supported by Propositions [T] and [2} and the numerical section. The corresponding
catch-up overcost ratio can take considerable values, e.g., from 25% to 450% for the imbalanced
CIFAR-10. However, this must be mitigated in view of possible spurious correlations that arise in
overparameterized regimes [37]].
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction clearly state the key findings.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Limitations are discussed, including assumptions on the loss structure and the
focus on training-time fairness rather than generalization. The experiments avoid test-time
tuning to maintain theoretical alignment.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All theoretical results include clearly stated assumptions, and formal proofs
are provided in the Appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All training procedures, imbalance setups, and evaluation metrics are described
in detail, and implementation details are available in the supplementary material.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: A repository is provided with scripts to reproduce all experiments.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Optimizers, model architectures, learning rates, imbalance ratios, and fairness
thresholds are all described in Sectiond]and Appendix [

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For each experiment, we report results averaged over multiple random initial-
izations (typically 3 to 5 runs). Confidence intervals are computed over the runs and shown
in all plots. Details on the computation are provided in Appendix [F} and all figures explicitly
mention the number of runs used.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper states that experiments were run on A100 GPUs, and the total
runtime is discussed in Appendix [F}

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper adheres to ethical guidelines and uses publicly available datasets
with no privacy concerns.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The discussion includes implications for fairness in machine learning, espe-
cially in imbalanced data contexts. No direct negative use case is foreseen, but the bias
amplification mechanism is highlighted as a concern. We provide guidelines to better train
ML algorithms and mitigate such bias.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not release models or data with misuse risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets and baselines used (CIFAR-10, EuroSAT, Adult, PyTorch models)
are cited and appropriately referenced.

Guidelines:
» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new datasets or pre-trained models are introduced.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve human subjects or crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The study does not involve human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs are not used in this work.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Notations and auxiliary results

A.1 Notations.

For a matrix A, we write pmin(A) and pmax(A) for its smallest and largest singular value. If the
matrix A is square symmetric, we write Apin(A) and Ayax(A) for its smallest and largest eigenvalue.
Given z € R?, we write ||z|| for its Euclidean norm and for ¢ > 0, we write B(z,¢) = {y €
R [l — yl| < €}

For a function f : R? — R? and for x € RY, we write Jac f(x) for the Jacobian matrix of f at z.
For a function f : RY — R and for z € RY, we write V f(z) for the gradient vector of f at 2 and
V2 f(x) for the Hessian matrix of f at z. For a function G : RY — R, we write

critG = {0 € R?: VG() = 0}

argmin-loc G = {# € R : @ is a local minimizer of G over R%}.

For a non-empty subset A of R? and for x € RY, we let dist (z, A) = inf,c4 ||z — y||. For two
non-empty subsets A and B of R?, the Hausdorff distance between A and B is denoted by

distg (A, B) = max ( sup inf ||z — y||, sup inf ||z — .
0 (4, 3) = e (sup it o =l sup in o~ )

When A and B are non-empty and bounded this quantity is finite.
The topological boundary of A is written bdry A.

A.2 Training metrics

Let fo : RY — R be a neural network, parameterized by 6, that maps an input z € R? to a vector of
C class scores. We denote [C] = {1,...,C} the set of class indices, and define the predicted label
as §(z) = arg max.c(c] fo(x).. We compute accuracy separately for each group j € {0, 1} as the
proportion of correct predictions in D 4—;, and define the global accuracy as the weighted average
across groups. For each j € {0,1}:

1 . n n
Ace;(0) = — > L[j(xi) = yi, and Acc(h) = ZOACCO(O) + ﬁAccl(G),
J
(zi,yi)€EDa=;

where 1[g(z;) = y;] denotes the indicator function, equal to 1 if the predicted label matches the true
label and O otherwise.
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A.3 Lemma

The next lemma is well-known but stated here for convenience.

Lemma 2. Let E be an open set of R¥ for some k € N. Let f : E — RF have Jacobian Jac f. Let
z,y € E so that the segment between x and y is in E. Then

1) — F@)] < (ug pmaxuacf(u))) ly - |l

A.4 Discretization of ODE curves

In various parts of this paper, we refer to or represent ODE curves in our experiments. Unless
otherwise specified, this refers to a discretization of the ODE using small step sizes. For instance,
given the dynamics .
e(t) = F(e(t))a 9(0) = einita
with F' : RP — RP? a locally Lipschitz field, the discretization we use is of the form
Or+1 =0 — s F(O),
where the step size s, < 1; in practice, we typically use s = O(1073).

Note however that for the numerical section, we proceed differently as our objective is rather training
through the gradient method. We thus use larger steps and mini-batches.

B A case study: linear regression

To illustrate further our results in Sections[2]and [3] consider a multidimensional regression model
with loss

_i _2_i 1_12i0_02
L(O) = o5 11X0 = V[P = S [1X10 = Y|4 o[ X00 — YO, (14)

Ll(‘g) Lo(e)

where X is n x d with rows X 1T .. ,XJ , and where X! (respectively X°) contains the rows of
X from the majority (respectively minority) class. Similarly, Y is n-dimensional with components
Y1,...,Y, and Y'! (respectively Y?) contains the components of Y from the majority (respectively
minority) class. Letting X/T = (X7)T for j = 0,1, we define the corresponding empirical
covariance matrices S = X' X/n, Sy = X°TX%ng, S; = X'TX'/n;. Assume that the
covariance matrices are invertible, which may be granted through a ridge regression model in the
generic/regularized spirit presented in Section [2.1]

B.1 Distance between minimizers

In the setting of linear regression, Theorem [I]in Section [2]becomes the following (simpler) theorem.
Theorem 3 (Representative-stereotypical gap: linear regression case). Assume that Sy and Sy are

invertible, and denote by 0 , 01, and 0y, respectively, the unique global minimizers of L, L1, and Ly,
respectively (on R%). Then

o~ 2pmax(nOSO) N o
0—01|| < ——————= (14|61 — 60l ) -
19— < =2 S (1 16— ol

The key quantity behind the stereotypical gap is the ratio

pmax(noso) o pmax(v2L0)

pmin(nlsl) pmin(v2L1) ’
where we have omitted the dependence on 6 in the Hessians, which are constant. Two statistical
effects drive this ratio:
— Population size ratio: when the majority is much larger than the minority, then ny/n; is small, this
tends to increase the risk of stereotypical predictions.
— Min-max variability ratio: if the smallest variability of the majority is much bigger than the largest
variability of the minority group then stereotypical predictions are more likely.
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B.2 Stereotypical and representative training curves

In this section, we compare training L as in @]) which provides a representative training curve,
with training on the majority group, which provides a stereotypical training curve as if the minority
did not exist. The stereotypical training curve is:

d
dt
Our estimate depends once more on the ratio A = piax(1050)/Pmin (11.51)-

01(t) = —V Ly (61(t)).

Proposition 3 (Distance between stereotypical and representative training curves). We have, for any
t>0,

~ ~ n _ (n1 ~
168) = 02(8)| < 10 =Bl + tpmax (520 e 7= (55 (1811 + [oumil)

161]] + |imic ]| Pmax(m0So)
€ pmin(nlsl)

16— 61| = sup 6(2) — 62(1)]| < 10 — 1] +
t>0

B.3 Catch-up overcost as measured with the minority loss L,

Proposition [2 measures the catch-up overcost as the time needed to get close to 9 as measured by
the distance between parameters. The following proposition shows more qualitatively, for the linear
model, that the catch-up overcost goes to infinity, when it is defined as the time needed to get close to

9 as measured by the minority loss L.

Proposition 4 (Catch-up overcost measured with the loss Lg). Assume that 0, 6y and 61 are two-
by-two distinct. Consider a representative training curve t — 0(t) as in (I0), such that for some

tstereotypey Q(t stereotype) = 01~ Assume thatfort 2 tstereotype) e(t) € Zmaj-adv .

!
catchup,e

For (0 < e < 1, considert such that

~

LO(Q(t/catchup,e)) - LO(Q) <e
L()(gl) - L()(a)

(15)

Then we have

t/ —t t t — OQ.
catchup,e stereotype —0

B.4 The minority-adverse zone can be large

The minority-adverse zone is defined as
Zminady = 10 € RY: (VL(0),VLo(#)) < 0}
and is the counterpart to the majority-adverse zone in (TI). The next proposition exhibits a ball of

radius R that is contained in the minority-adverse zone. This radius R is large whenever ||0 — 6| is
large and .S and Sy are well-conditioned. Hence, roughly speaking, while Theorem 2] states that the
majority-adverse zone is always small, the next proposition states that the minority-adverse zone can
be large. Hence, gradient descents on L may not decrease L over long training times, which is a
conclusion of our numerical experiments in Section 4]

Proposition 5. Assume ) #+ 50. Let
R= pmin(SO)pmin(S)
33pmax(80)pmax(s)
Then there exists 6 € R? such that B(0, R) C Zmin-ady -

16— Bol- (16)

C Proofs and extra results

C.1 Proofs and extra results of Section

Kantorovich theorem. A great part of Section [2.2]relies on a theorem of Kantorovich type for
Newton’s method [[11, Theorem 5] whose proof is based on [27]. This result is recalled below:
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Theorem 4 (Newton—Kantorovich Theorem ‘with only one constant’ (existence)). Let 0* € R and

R > 0. Let Qbe an open set containing the closed ball B(6*, R). Let G : Q — R? be a continuously
differentiable mapping. Suppose that the following conditions are satisfied:

(K1) Jac G(0%) is invertible with ||Jac G(0*)~1G(6%)| < %.

(K2) Forall 0,6' € B(6*, R), pmax (Jac G(6*) 7 (Jac G(6) — Jac G(6'))) < 1=2L

Then there exists a unique 6 € B(6*, R) such that G(9) = 0.

We need beforehand abstract results on equation perturbations. Let * € R?. We consider a function
F :R? — R such that F(#*) = 0. Let p : R? — R and consider the equation defined for § € R,

F(0) = p(0). (17)

If the function p is negligible, in a certain sense, with respect to the dominant term F'(6), (I7)
becomes a perturbed version of equation F'(6) = 0. Its solution will be close to the solution of the
non perturbed equation, 6*. Proposition[6]quantifies partly this phenomenon.

Proposition 6 (Distance to a perturbed solution). Assume F and p are continuously differentiable
and that there are strictly positive numbers 6, M, T such that:

» Conditioning of F and F — p

pmin(Jac F(6%)) > 6 and pmin(Jac (F — p)(6%)) > 6, (18)

* Differential regularity of the nonlinear equation

2
pmax (Jac F(0) — Jac F(0')) < M]|6 — ¢']], 0,0 € B (e*, ;) . (19)
Pmax (Jacp(0) — Jacp(0')) < M|6 —¢'|, 0,0 ¢ B (0*, ?) , (20)
e Perturbation bounds

[p(6")] <, 21

Pmax(Jacp(0*)) < 7. (22)

If the perturbation ratio T /0 satisfies
1)

then, there is a unique 6, solution to F(6,) = p(0,), which is close to the solution of F(6*) = 0, in

the sense that
L 27
0, B (9 5 ) .

Proof of Proposition[6] For 6 € R%, let G(0) = F(0) — p(f). We apply Kantorovich’s Theorem
above (Theorem@) to the function GG. The quantity R is taken as
~ 27

R 5

Let us check Assumption (K1). We have, using (T8),

GO _ lp(67)ll

PacGE) GO < — 5 mmy < 5

IN
Oﬂ.\ =

Hence (K1) holds since % = 3.
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Let us check Assumption(K2). For all 8,6’ € B(6*, }NE), we have

Pmax (Jac G(0*) ™! (Jac G(0) — Jac G(0))) Pmax (Jac G() — Jac G(6))

1
<—
~ pmin(Jac G(6%))

oM
from @), @ and @ <220 - 0.
From (23), we have % < ﬁ and thus 2 < % = %. Hence (K2) holds.

Hence we can indeed apply Theorem and we obtain that there is a unique 6,, € B(0*, 2%) such that
G(60,) = 0, thatis F'(6,) = p(6,) O

Proof of Theoreml]
Set 6* € crit Ly N K. We apply Proposition[6|with F' = VL, p = —V L and with 6*, M, 7 there
given by the same notation here. We take § there as /2 here. Then indeed F'(6*) = 0.

We have pmin(VZL1(6%)) > § from (I). Hence, using (5) and (@),

pin(V2(L1 + Lo)(07) 2 6 =726 — = >

0|l >
[\CIIS

Hence (T8) holds.

The conditions (T9) to (22) hold by the assumptions ) to (B). For (I9) and 20), note that
B(0*, %) C K from (7). The condition (23) holds from (6).

Hence all the assumptions of Proposition |§| are verified. We conclude that there is a unique 6, €
B(6*, 4%) such that F'(6,) = p(6,), that is V(L1 + Lo)(6,) = 0. From (@), 6, € B(6*,*7) C K.

Assume now that there is a different number of strictly negative eigenvalues between V2L (60*) and
V2L(0,). Write A1 (Q) < -+ < A\, (Q) for the m ordered eigenvalues of a symmetric m x m matrix
Q. The eigenvalues of VL1 (6*) are in R\ [0, 6] since we have observed that pyin(VZL1 (6%)) >
§. Hence, if V2L;(0*) and V2(L1 + Lo)(6,) do not have the same number of strictly negative
cigenvalues, there would exist i € {1,...,d} such that | A;(V2L1(6%)) — A{(VZ(L1 + Lo)(6,))] >
0. However from Problem 4.3.P1 in [24]], we have

[Ai(V2L1(67)) = Ai(V2 (L1 + Lo)(0p))] <pmax (VZL1(6%) — V(L1 + Lo)(6;))

<pmax (V2L1(0%) = V2L1(0,)) + pmax (V2 Lo(0,))

from @) and B) < 475M +7
)
fi <-4 =
rom (6 <zt3
<é.

This is a contradiction and thus V2L, (0*) and V2(L; + Lo)(6,) have the same number of strictly
negative eigenvalues.

Consider now 6* € crit (L1 + Lo) N K. We will apply Proposition@with F =VIL +VLjand
p = VL. In Proposition [ we will take for 7 the same value as here. The quantity M/ in Proposition
|§|will be taken as 2M here. The quantity J in Proposition@will be taken as ¢/2 here. Let us check
the conditions of Proposition [f]

We have, from (@), and since V(L1 + Lo)(6*) = 0,
VL (07)]| <7 <

N O

Hence from (), pmin(VZL1(0*)) > 4. Hence, from (3)),
1)
pmin(V2(L1 + Lo)(0*) > 6 — 7> 3 (24)

because by assumption 7 < ¢/8. Hence (I8) holds (with ¢ in (I8) taken as 6/2 here). Next, for all
01,02 € B(0*, 7%) C K (by (@), from (@) and (3),

prmax (V2(L1 + Lo)(61) — V(L1 + Lo)(02)) < M||61 — 02| + M||61 — 62| = 2M |1 — O5]].
(25)
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Hence (T9) holds (with M in (T9) taken as 20/ here).

The conditions (20), (Z1)) and (22) hold by assumption from (3), (@) and (3)). For (20), note again that
B(6*, %) C K. Equation (23) in Proposition @pholds from () in Theorem
Hence the conclusion of Propositi0n|§|holds and there is 6, € B(6*, 47) such that V(L1 + Lo)(6,) =
VLo(6,), thatis VL1 (6,) = 0. Also 6, € B(*,%F) C K.

Similarly as above, assume now that there is a different number of strictly negative eigenvalues
between V(L1 + L) (6*) and V2 L1 (6,). Since we have established pmin (VZ(L1+Lo)(0%)) > 6/2
from (24), there would exist i € {1,...,d} such that |A;(V*(Ly + Lo)(6*)) — Mi(V2L1(6,))| >
d/2. However from Problem 4.3.P1 in [24], we have

|Xi(V2(Ly + Lo)(6%)) = Xi(VZL1(0,))| <pmax (V2 (L1 + Lo)(6*) — VL1 (6,))
Spmax(szO(a*)) + Pmax (V2L1(0*) - VQLl(gp))

4rM
from @) and @) <7+ Té
)
fi <2409
rom () _8+8
2
5

This is a contradiction and thus V2L, (6*) and V(L + L) (6,) have the same number of strictly
negative eigenvalues.

Hence we have established the theorem. O

Proof of Corollary[l} From Theorem [I] for 6 € crit L; N K, there is #" € crit L N K such that
|0 — ]| < 2. Conversely for 6 € crit L N K, there is ¢ € crit L; N K such that [|§ — ¢'|| < 4.

Hence dist g (crit L1 N K, crit LN K) < %T.

Also from Theorem |1} for 6 € argmin-loc L1 N K, since 6§ € crit L1 N K, there is 6’ € crit LN K
such that |6 —6’|| < 3. Also VZLy(6) has no strictly negative eigenvalues since § € argmin-loc L;.
Hence from Theorem |1} V2L (') has no strictly negative eigenvalues. As observed in (24) in the
proof of Theorem V2L(#') has no zero eigenvalues. Hence ' € argmin-loc L N K. Similarly,
for § € argmin-loc L N K, we can show that there is ' € argmin-loc L; N K with [|§ — ¢'|| < 4.

Hence
4

dist g (argmin-loc L; N K, argmin-loc L N K) < 5
Finally, from (EI), for each 6 € argmin-loc Ly N K, there is indeed #’ € argmin-loc L N K with
|0 — ¢'|| < 4. Foreach § € B(¢',%) C K, we have, using (24) and (23)) from the proof of
Theorem ] and then (),
127 M
0

>

N S

Amin (VQL@)) > Amin (V2L(0')) — prmax (sz(g) - VQL(G/)) >

0| ™

This concludes the proof.

O

Corollary 2. In the context of Theorem assuming further that dist g (crit L N K, bdry K) > %
and dist g (crit L1 N K, bdry K) > %, we have the following additional conclusions.

(i) For each pair of distinct elements 0,0’ € crit L1 N K (resp. crit L N K), we have

o

/
— 0] > —.
19 =9l = 32M

(ii) The sets crit Ly N K and crit L N K are finite.
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Proof of Corollary[2}

Proof of the first conclusion. To establish the first conclusion, consider 8* € crit Ly N K. Let us
apply Proposition [§| with ' = VL, p taken as the zero function, ¢ there equal to ¢ here, M there
taken as M here and 7 there taken as a quantity that we write 7’ and that is arbitrarily close to but

strictly smaller than 2% With similar arguments as in the proof of Theorem , we can check that
(T8) holds, and that holds. Trivially, Z0), (1)) and (22) hold. Finally (23] holds because

T < 52 6
0 AMS — AM
Hence the conclusion of Proposition@is that for #’ € crit L1 N K, 6 # 6*, we have
27/
o — 0| > .
o~ el > =%
Thus, letting 7 arbitrarily close to f—;[, we get
2 §2 ) )

=0 >>—— = > —.
I = 04M  2M T 32M
Conversely, consider 8* € crit (L1 + Lo) N K. Let us apply Proposition[6|with FF = V(L + Lo), p

taken as the zero function, § there equal to §/2 here, M there taken as 2M here and 7 there taken
2

as a quantity that we write 7/ and that is arbitrarily close but strictly smaller to 5—M. With similar

arguments as in the proof of Theorem [I] we can check that (I8) holds, and that holds. Trivially,
20), and hold. Finally holds because

2 62 5 s
< = = < .

064M  32M — 4(2M)

~

vl

Hence the conclusion of Proposition|[6]is that for 8" € crit (L1 + Lo) with ' # 6*, we have

!
o* — 0| >2°.
6" — ') = 2%
Hence, letting 7/ arbitrarily close to 62—2M, we have
2 62 5
o —0'|| > = = —.
| = 0 64M  32M

Proof of the second conclusion. Since crit L1 N K is bounded, and since to each 6 € crit L1 N K
we can associate a ball of fixed radius containing no other points of crit L; N K (second conclusion),
we deduce that crit L; N K is a finite set. Similarly, crit (L1 4+ Lo) N K is a finite set. O

C.2 Proofs and extra results of Section
Proof of Theorem 2] Consider 6 € Zai-adv N K _2r. We have

(VL(9), VL1(0)) =[VL1(0)|I* + (VL1(6), VLo(0))
>[[VLL ()] = VL1 (@) - [V Lo(0)]
=[IVLL (O (IVLL(O) | = VLo (O)]) -

Note that, by @), | VLo (0)|| < 7. Hence, since § € Zyaj.adv » We have || VL1 (6)|| < 7.

We then apply Theorem~ with 6* there equal to 6 here, with G equal to VL, and with R equal
to %T. Note that B(6, R) C K by assumption. Since 7 < ¢ by (@), then from (I)), we have
Pmin(V2L1(0)) > §. Hence
_ T
I(V2L1(0) T VL O)] < 5

and thus (K1) holds in Theorem Also, for all ¢/, 0" € B(0, R), we have from (),

M|jo"—0"|| _ 10" — 6"]]
< <271
< 5 <

pmax (V2L1(0) ™1 (VL1 (8) — VL1 (6")))
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. . 2 .
because & < % since 27 < % since 7 < ;W from (6). Hence (K2) holds in TheoremEl

Hence Theorem 4{implies that there exists § such that VL 0) =0and |0 — 6 < R = 27 Hence
p 5

we have 9
~ 2T
be |J B (91, 5)

01 €crit LiNK
which concludes the proof. O

Proof of Lemmal[l] We have
(VL(0), VLo(0)) =(VL(0), VL(8)) — (VL(0), VL1(0))
>0,

because 6 € Zyaj.aav means by definition that (VL(0), VL,(0)) < 0. The rest is the classical
Lyapunov computation. O

Proposition 7. Consider that Ly, L, : R — R are twice continuously differentiable with the
properties that

V(L1(0) =0 = pmin(VZL1(0)) >0, 6HeR? (26)
and, using L = Ly + Lo,
V(L) =0 = puin(VZL(0)) >0, 6cR%L (27)

Then, recalling the symmetric difference notation
crit Ly A crit L := (crit Ly U crit L)\ (crit Ly Nerit L),

we have
crit Ly A crit L C bdry Zyaj-adv -

Proof of Proposition[7} Consider 51 € crit Ly \crit L. Then VL(§1) # (. By continuity, there exists
€0 > 0 such that for ||§ — 6] < eo,

IVE®) - VL@ < SIVEE).

Consider 0 < € < €g. From (26) and from the local inversion theorem, there are neighborhoods U of
61 and V of 0 € RY such that U C B(fy, ¢) and such that VL, is bijective from U to V.

Hence, there is . > 0 (small enough) and there is 9 € U such that
VLi(0) = t.VL(6,) € V. (28)
Hence
(VL1(8), VLB)) =t (VL) VLD))
=t (VL(), VL)) + t (VL) VLE) - VL))

~ 2
Zte VL(al)H - te

VL((%)H : HVL@) - VL(él)H

~ 2
>t |VL@)| -t

vL@)|-

>0.

We can proceed similarly as from (Z8) but this time with 8 € U, t, < 0 and
VL.(0') =t'VL(6,) € V.
This yields
<VL1(§),VL(§)> <0.
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Since this holds for any € > 0 there are two sequences (0}, )z and (5;) » that converge to 6; with

Ok € Z3 0500y and 0}, € Zmaj-adv - Hence 01 € bdry Zpaj-aav - Hence

crit Ly \crit L C bdry Zmaj-adv -

We can show symmetrically
crit L\crit L1 C bdry Zmaj-adv -

C.3 Proofs and extra results of Section

Lemma 3 (Duration for proximity to a local minimizer). Consider a function L : R? — R that is
twice continuously differentiable. Assume that there exists a trajectory [0,00) 3 t — 0(t) satisfying

%9@) — _(VL)(6(t)) with 6(0) = Oy, € R

Consider a critical point 6 of L such that  # 0y Consider a ball B containing 6 and {6(t); ¢ > 0}.
Assume that, for some M < oo and for all 6 € B,

pmax (V2L(0)) < M. (29)

Consider € € (0,1) and t. € (0, 00) satisfying
16(te) — 0] < €l|6inie — 0]]-

t>ilo 1
Vi g c )

Proof of Lemma[3] Without loss of generality, we can consider that

Then we have

t, = inf {t > 0; 10(t) — 0]| < €]|finic — §||} < .

Consider the function [0,%.) 3 u — g(u) = ||0(te — u) — §|| Note that this function is strictly
positive and differentiable on [0, t.] (since ||0(t. — u) — 0] > €||6init — || > 0 for u € [0, t]). The
derivative at u € [0, t] satisfies

vy - Lo, — ), =0 =0
g'(u) = <du9(t€ )s 100t —u) — §||>

O(te —u)—0
<(VL)(9(“ R TT—— >
<NV L)@t — )]
(VL) — w) — (VL))
Lemmal} <M||6(t. —u) — 4|

=Mg(u).
Hence we can apply Gronwall’s inequality, yielding

g(te) < g(0)eM' = €|finis — O] €™,
On the other hand g(t.) = ||0inis — §|| and thus

€||91nit — 0”61\/”é > Hoinit - 9”

t>ilo1
E_Mg€~

This concludes the proof. O

This yields
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Proof of Proposition[I} We apply Lemma [3] with L in the lemma equal to L here, with M in the
lemma equal to M here and with € in the lemma equal to

||95tereotype - 9”
|63t — 6|

here. Then we have N - —~
Hestereotype - QH = e‘leinit - 0”

1 1
tstereotype Z M 10g g

and so the lemma yields

which concludes the proof. O
Proof of Proposition[2] We apply Lemma [3| which directly concludes the proof. O

C.4 Proofs and extra results of Appendix [B]

Proof of Theorem[3] Let us apply Proposition[f] to the linear model. We let, for i = 0,1, f;(6) =
Y — X%0||2. We can apply Propositi0n|§|to

F=Vfi, p=-Vfo. 0*=0
and with constants §, M, T to be specified later.
We have
Vi) =—2X"TY +2X'T X9
and
V2£i(0) =2X'T X1

Hence taking
6 = 2pmin (X7 X1

we obtain that (I8) holds in Proposition [6| Furthermore, the Hessian matrices of f, and f; are
constant and thus we can take A/ = 0 in Proposition [ while still having that (T9) and (20) hold.

Next,
Vio(0h) = —2X°TY0 +2x°T X0,
= —2X9Ty0 4 2X0T X089, 4+ 2X°T X°(6; — )
=2X°T X%(6; — 6y).
Hence we take

T = 2pmax(X°T X0) (1 + 6, - §0||)

to ensure that prax (V2 fo(61)) < 7 and ||V fo(61)|| < 7. Thus, (ZI) and @2) hold in Proposition@
Hence, we can apply Proposition [6]that yields

-~ 2T 2pmax(n050) ~ ~
0—0|| < — =" 2 (14101 — 6] )
H 1” =75 pmin(n151> ( + H 1 0“)

Note that the constraint (23)) becomes vacuous since M = 0. O

The following lemma provides the expression of the (well-known) solutions of

d d .
ae(t) = —VL(0(t)), %Qi(t) =—=VLi(0:(t), i=1,2, 0(0) = 0(0) = 01(0) = bini-

Note that, with the uniqueness assumption, we have 8 = (n.S) !X TY and 6; = (n;S;) ' X' T Y.
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Lemma 4. We have, fort > 0,

and fori=0,landt > 0,
0;(t) = 0; + e~H(ni/m)5: (einit - é\z) :

Proof of Lemmad We have

d
20 =—(VL)(0(1)

= lXT)(e(t) +ixTy
n n
:——lXTXﬁuy+lXTX(XfXY4XTY
n n
= — SO(t) + S0.

Hence,

% (9(t) - 5) =-S5 (e(t) - 5)
and 0(0) — 0 = Oinit — 0. Hence

O(t) =0+ e t5 (einit - 5) .

We then provide a similar proof for 6;(¢). We have

d
£9i(t) =—(VL;)(0(t))
= lX”Xi@(t) 4 lxiTy
n n
n n
=Yg + 25,6,
n n

Hence,
4 (o)~ 8.) = "5, (00t) - 6.

and 0,;(0) — @ = Oinit — é\z Hence
0;(t) = 0; + et S (einit - é\z) :
This concludes the proof. O
Proof of Proposition[3] We have, using Lemma ]
1668 = 61 (1)) < | (10— e7) 8= (1a— e ) 8| 4+ [ (77 = 7551 ) fune
=) 5-5) # ()

<Pmax (Id - e—tS) Hé\_ t/9\1” + Pmax (e—tS - e_t%51) (Hé\l” + ||91HitH) .

Since I; — e~ %% has eigenvalues between 0 and 1 and from [34, Lemma 3.24], we obtain
18(8) = 01(1)| /16— B1]| + thma (S = 81 ) =755 (181 + e

1

~ o~ n _ (1 -~
=110 = 91l + tpmax (=20 ) =75 (81| + Ghmic])
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1

The maximizer (over t) of tetemin(551) §g tmax = 1/Pmin (%Sl) which yields

27 pmax(nOSO)(Hé\l” + [[finic]])
sup ||0(t) — 61 ()| < ||60 — 61| + .
t>lg|| () = @) < || 1 e pon(1151)

This concludes the proof. O

Proof of Proposition Without loss of generality, we can consider that ¢ siereotype = 0 and Oiniy =
61. Because for t > 0, 6(t) € Zmaj-adv » the function ¢t — L1 (6(t)) is non-decreasing. Assume that
there exists ¢t < oo such that Lo(6(t)) = Lo(#). Then L(0(t)) < L(#) and thus (¢) = 6. From

~

Lemma this is a contradiction because 6;,;; # 6. Hence, because Ly(6(0)) > Lg(6), the function

~

t— Lo(0(t)) — Lo(0) is strictly positive on [0, c0) by continuity.

’Catchupﬁ. Assume that ¢, does not go to infinity as € — 0. Then

there is a subsequence (€/)sen going to zero and a constant T < oo such that t., < T'. By compacity,
we can extract a further convergent subsequence (t. o )ken With ¢, ., T tE [0, T]. We have

Finally, for simplicity, write t. =t

Lo(0(te,,) ~ Lo(B) _ Yo
Lo(0,) — Lo(0) — © koo

~

and thus by continuity Lo (6(t*)) = Lo(6). This is a contradiction, which concludes the proof. [J
Proof of Proposition[3] Let

O(t) =0 +e*5 ((% - 5) .
Then as in Lemma 4] we have

& Lo0(t)) ={ (VLo) (8(1)), (1))

~((VLo) (6(1)), ~(VL)(0(1)))

=—38(0(t)), 30)
defining
S(0) = <VL0(0),VL(9)>.
Let 1
L o)
Then

" N
o)~ 8] < e TG, — ) < 100,

Then, using Lemma for any 0 in the segment between (1) and 0,

~ n ~ ~
IV Lo(@)| =] S0(6 — b0)|
(convexity of Euclidean norm:) g%pmax(So) (||9(T) — o + 1|6 — §0H)
n ~ ~ o~
"2 prnax (S0) (10T) = 01 + 2116 — 6o )

n, ~ o~
SSZOPmaXQSO)He - 90“

A

Then, by convexity,

ng ~ 5
>_— . — .
_2npm1n(SO)||0(T) 90”

no ~ o~ 5
> . —
_8an1n(SO)||9 00” )

Lo(0(T)) — Lo (o)
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since [|0(T) — 0] < ||6 — 6o]|/2. Also, using (30),
T T
Lo(0(T)) — Lo(@o) = / %dt _ /0 _S(0(t))dt < T min_ S(O(1)).

0 te[0,T]

Combining the two last displays,

i 0(t)) <
Sy SO0 < T
no , . 0_ 0.2

< _ nPmin(S0)[[0 — 0o

- 8T

—_no . 09— 0112

= Snpmm(SO)pmm(S)He 90” .
Let 0 = 0(%) with € argmin S(0(t)). For § € B(0, R), we have

t€[0,T)
S(0) — S(B)| = ‘<VL(0), VL0(9)> - <VL(5), VLO(5)>]
=[(VL(®), VLo(6) = TLo(®)) + (VL) — VL), VLo(D))|
(Lemma[}) < IIVL(9)II%pmaX(So)II9 =0l + pmax(S)[10 = ][V Lo (0)
< R%pmax(SO)HVL(G)H + Rpmax (S)[|[ VLo (9)]|
(Lemma) < B pus(S0) rnax (S)10 = 0] + B () prnc(S0) |7 — o

n _ ~ _ ~
SR prras(0)pmax (8) (R + 110 = 0] + 19— ol ) -

‘We recall R L
o) =0+ e 'S (90 - 9) .

Hence, [|0(t) — 8]| < || — ]| and ||6(t) — 8o|| < 2[|6o — ]|. Thus we have
— n ~ ~
|S(0) - S@)| < prmax(so)pmax(s) (R + 3|60 — 9||) :
Hence, let us take R as in (T6), with in particular R < [|fp—8||. Then to satisfy (VL(6), V.Lo(6)) < 0

for all ® € B(0, R), it is sufficient that

no ~ A Ing . AL
R prmax(S0) pamas(5) (R+3H90 —e||) < g7, Pmin(S0)pmin(S)10 = Ool.

For this it is sufficient that

n ~ ~ n, ~ ~
BQRFOPmaX(SO)pmaX(S)HHO —0] < 0Pmin(SO)pmin(S)”‘9 - 90”2

n

which is implied by
pmin(SO)pmin(S) S N
R< 16 — 6ol
32pmax (SO )pmax (S)
This concludes the proof. O
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D Additional experiments on CIFAR-10

In this section, in Figures[6|to[8] we provide complementary results for additional architectures on the
Imbalanced CIFAR-10 benchmark. We report detailed training and test dynamics (loss and accuracy)
across different subgroup imbalance levels (¢ € {1%, 10%, 30%}) and threshold x = 90%. These

figures illustrate that the qualitative behavior observed in the main paper is consistent across models
of varying depth and capacity.
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Figure 6: Training and test loss/accuracy dynamics for ResNet50 on CIFAR-10 across imbalance
scenarios (¢ € {1%, 10%, 30%}) with threshold x = 90%. Minority accuracy lags behind global
and majority early, then catches up on both train and test. Compared to VGG-19 the delay to reach

K is shorter, hence a lower catch-up overcost. Capacity mitigates, but does not remove, the extra
training required for minority awareness.
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Figure 7: Training and test loss/accuracy dynamics for VGG19 on CIFAR-10 across imbalance
scenarios (¢ € {1%, 10%, 30%}) with threshold £ = 90%. VGG19 is much bigger than ResNet-50
and does faster minority learning. However one sees a higher catch-up overcost (e.g. 280% VGG19
vs 157% ResNet50 for the 1% imbalance scenario) underscoring the role of architecture in the extra
training needed to achieve minority awareness.
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Figure 8: Training and test loss/accuracy dynamics for VGG11 on CIFAR-10 across imbalance
scenarios (¢ € {1%,10%,30%}) with threshold x = 90%. Training and test dynamics display
a clear minority (A = 0) delay to the x threshold, longer than with ResNet-50 and comparable
or slightly worse than VGG-19. Consistently with Table 2, the catch-up overcost at x = 90% is
high (e.g., 291%, 171%, 114% for ¢ = 1%, 10%, 30%), underscoring the role of architecture in the
additional training required to attain minority awareness (cf. Figures |§| and E[)
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D.1 Impact of the optimizer: AdamW

While the main experiments in the paper use standard SGD without momentum, we also investigated
the impact of an adaptive optimizer. In particular, we repeated the same Imbalanced CIFAR-10
protocol using AdamW with learning rate n = 1 x 1073, weight decay 1 x 10~2, and a cosine
annealing scheduler. The loss function was standard cross-entropy.

Minority accuracy (A = 0) shows the same early delay observed with SGD: global and majority
(A = 1) reach & first, and the minority catches up later on train and test. AdamW often reaches the
global threshold sooner, yet the catch-up overcost remains of comparable magnitude —large under
strong imbalance (about 400% at ¢ = 1%) and decreasing as ¢ grows. As reported in Table 3] the
overcost remains substantial across imbalance levels; changing the optimizer does not eliminate bias
amplification, while its magnitude can vary with model capacity (see, e.g., [29]).

Table 3: Catch-up overcost (in %) with AdamW on imbalanced CIFAR-10. Reported values are
means over 3 independent runs across imbalance levels ¢ € {1%, 10%, 30%}.

Model Parameters 1% 10% 30%
MobileNetV2 [38]] 543K 326 310 214
VGGI11 [41] M 401 244 169
ResNetl18 [20] 11M 465 342 209
ResNet50 25M 369 327 219
ResNet101 42M 220 192 172

E Additional experiments on Adult

To complement our deep learning results, we also ran an XGBoost logistic regression on Adult. The
model was trained incrementally by adding batches of 10 trees at each iteration (using the xgb_model
argument to continue training from the previous booster). Each step records cumulative training time
and subgroup accuracies for A = 0 (minority) and A = 1 (majority). The optimizer and objective are
handled internally by XGBoost (eval_metric="logloss").

Despite the very different model class, we observe the same qualitative behavior: a pronounced
minority delay to the x threshold, followed by a late catch-up visible on train and test. Changing
the learning rate, tree depth, or regularization alters the number of boosting rounds needed to reach
the threshold, but the relative catch-up overcost remains large under strong imbalance (about 400%
at ¢ = 1%) and declines as ¢ grows. This shows the phenomenon is model-class robust, extending
beyond deep networks.

Table 4: Incremental training with XGBoost logistic regression on Adult. We report global accuracy
and subgroup accuracies for A = 0 (minority) and A = 1 (majority) on both train and test sets as the
number of trees increases.

Train accurac Test accurac
Training time (s) y y

Global A=0 A=1 Global A=0 A=1

0.47 0.8772 0.5530 0.8893 0.8679 0.5263 0.8807
7.70 0.8989 0.6734 09074 0.8679 0.5996 0.8781
16.36 0.9098 0.7235 09168 0.8668 0.5940 0.8771
26.45 09190 0.7623  0.9249 0.8649 0.5921 0.8752
38.03 0.9261 0.7987 0.9308 0.8624 0.5977 0.8724
51.11 09312 0.8205 0.9353 0.8606 0.5996 0.8705
65.64 0.9359 0.8464 0.9393 0.8589 0.5959 0.8688
82.94 0.9385 0.8529 09417 0.8579 0.5959 0.8678
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F Experimental details

This section provides full details to ensure reproducibility of our experiments. We describe hardware
specifications, training hyperparameters, implementation details, and evaluation protocol for each
dataset and model used.

F.1 Datasets

We conduct experiments on a mix of image and tabular datasets with varying levels of class imbalance.
Below, we describe the construction and preprocessing steps for each dataset used in our study.

CIFAR-10. We use the standard CIFAR-10 dataset, consisting of 60,000 color images (32x32
pixels) in 10 classes, with 50,000 training and 10,000 test samples. To induce group imbalance, we
define a binary sensitive attribute A € 0, 1, following the approach detailed in Section ]

CIFAR-2. We consider a binary classification task derived from CIFAR-10 by selecting the two
vehicle-related classes “automobile” and “truck”. We refer to this subset as CIFAR-2. To simulate a
highly imbalanced scenario, we drastically reduce the number of “automobile” (car) samples to a
small fraction of their original count (e.g., retaining only 3%), while keeping all “truck’ examples.
This creates a pronounced majority-minority setting, suitable for studying bias amplification under
imbalance.

EuroSAT. EuroSAT is a land use and land cover classification dataset based on Sentinel-2 satellite
images. We use the RGB version comprising 27,000 labeled images across 10 classes. For our binary
classification task, we select two visually distinct classes: Highway and River. The input images are
resized to 64x64 pixels and normalized. We define a binary sensitive attribute A by thresholding the
average blue-channel intensity to distinguish between “bluish” and “non-bluish” images, following
the approach of [36].

Adult. The Adult dataset is a standard benchmark for fairness and tabular learning. It contains
approximately 48,000 examples with demographic and income information. We treat the binary
income variable as the label and use “gender” (male vs. female) as the sensitive attribute A.

F.2 Hardware and runtime
Experiments were conducted on a computing cluster equipped with NVIDIA A100 40GB GPUs.

Each experiment ran on a single GPU unless otherwise specified. Average runtime per training run is
reported in Table[3]

Table 5: Average training time per run across datasets and models.

Dataset Model Runtime (h) GPU
CIFAR-10 ResNet-18 0.26 A100
EuroSAT  ResNet-18 0.1 A100
Adult TabNet 0.16 A100

F.3 Optimization and training

We use SGD with a constant learning rate for image models and tabular data. In order to match our
theoretical setting, no weight decay or learning rate decay schedule was applied. Models were trained
from scratch without pretaining. Refer to Table[6]for more details.

F.4 Evaluation and reporting

All results are averaged over 3 random seeds. We report mean and standard deviation of accuracy and
loss metrics across groups. Class imbalance ratios ¢ are detailed in the main text (Section ).
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Table 6: Optimization hyperparameters for each task.

Dataset Model Optimizer Learning rate
CIFAR-10 ResNet-18 SGD 1x 102
CIFAR-10 VGG19 SGD 1x 102
EuroSAT ResNet-18 SGD 1x 104
Adult TabNet SGD 2x 1072

F.5 Reproducibility

All code and configuration files (including seed control, training logs, and plotting scripts) are
available at https://github. com/ryanboustany/bias_amplification. We follow best prac-
tices for reproducible research and ensure all experimental figures can be regenerated with a single
command.
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