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Abstract

Complex, temporally evolving phenomena, from climate to brain activity, are
governed by dynamical systems (DS). DS reconstruction (DSR) seeks to infer
generative surrogate models of these from observed data, reproducing their long-
term behavior. Existing DSR approaches require purpose-training for any new
system observed, lacking the zero-shot and in-context inference capabilities known
from LLMs. Here we introduce DynaMix, a novel multivariate ALRNN-based
mixture-of-experts architecture pre-trained for DSR, the first DSR model able to
generalize zero-shot to out-of-domain DS. Just from a provided context signal,
without any re-training, DynaMix faithfully forecasts the long-term evolution of
novel DS where existing time series (TS) foundation models, like Chronos, fail –
at a fraction of the number of parameters (0.1%) and orders of magnitude faster
inference times. DynaMix outperforms TS foundation models in terms of long-
term statistics, and often also short-term forecasts, even on real-world time series,
like traffic or weather data, typically used for training and evaluating TS models,
but not at all part of DynaMix’ training corpus. We illustrate some of the failure
modes of TS models for DSR problems, and conclude that models built on DS
principles may bear a huge potential also for advancing the TS prediction field.

1 Introduction

Figure 1: DynaMix achieves zero-shot DSR of attractor geometry and long-term temporal properties
(power spectrum) from a short context signal while Chronos [2] fails.

Most real-world processes, from atmospheric phenomena and stock markets to brain activity or
ecological networks, can be described as dynamical systems (DS) [56, 15, 86, 59]. Reconstructing
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these from observational data, called dynamical systems reconstruction (DSR), has been a long-
standing challenge in scientific modeling [98, 23, 31]. DSR goes beyond conventional time series
(TS) modeling, as we wish to have a generative model of the underlying process which exhibits
long-term behavior with the same temporal and geometrical signatures (Fig. 1), i.e. the same
invariant or ‘climate’ statistics [66, 70], as important in scientific applications. Achieving this usually
requires special control-theoretic training techniques [58, 39] or loss objectives [69, 70, 42, 76] which
accentuate the system’s long-term dynamics. Numerous deep learning approaches for DSR, based
on recurrent neural networks (RNNs; [85, 22, 88, 16, 6, 73, 39, 7, 70]), neural ODEs [17, 45, 1, 47],
Koopman operators [14, 55, 63, 3, 60, 28, 91], or library-based methods [12, 53, 43, 19, 57], have
been advanced over the years. However, all of these require purpose-training on the specific system
observed and struggle to generalize beyond their training distribution [33].

Inspired by the strong in-context and zero-shot generalization abilities of LLMs [10, 27, 21, 18], there
has been a push recently to develop models with likewise properties for the time series domain. Time
series foundation models like Chronos [2] or Mamba4Cast [5] are pre-trained on a huge database of
real-world and artificial time series, and then tasked to forecast novel time series from which snippets
are presented in-context, without any parameter fine-tuning. They are not built for DSR, however,
and – as we show here – typically fail to properly capture a system’s long-term behavior and the
structure of its attractors (Fig. 1; [99]).

To address this gap, we introduce DynaMix, a novel mixture-of-experts model designed for DSR
and zero-shot forecasting. By training across a diverse range of DS, DynaMix learns transferable
representations, enabling it to forecast previously unseen systems without retraining, including their
underlying attractor geometries and invariant statistics (Fig. 1). The core features of DynaMix are:

• Accurate zero-shot DSR: DynaMix achieves strong generalization across diverse DS,
eliminating the need for fine-tuning while maintaining accuracy in reproducing attractor
geometry and long-term statistics.

• Multivariate information transfer: Due to its multivariate architecture, the model ef-
ficiently captures dependencies among multiple system dimensions, enabling accurate
reconstruction of their coupled dynamics. Further, it is neither bound to a specific dimen-
sionality nor to a specific context length, but can flexibly adapt to other dimensions through
specific embeddings.

• Computational and parameter efficiency: The model achieves high performance with a
very lightweight architecture (≈ 10k parameters) and small training corpus (34 systems),
enabling orders of magnitude faster inference than other foundation models.

• Interpretable dynamics composition: The model provides insight into the dynamical
composition of reconstructed systems, elucidating similarities between different DS.

• Time series forecasting: Beyond DSR, our model is applicable to general time series
forecasting where we employ different embedding techniques to obtain data representations
accessible to DSR.

We evaluate our model on multiple benchmark DS and real-world time series, demonstrating superior
zero-shot generalization on DSR problems compared to current TS foundation models.

2 Related work

Dynamical systems reconstruction (DSR) In DSR we seek to learn generative models from
time series data that represent the underlying system dynamics with all its topological, geometrical,
and temporal properties [23, 33, 70, 30, 13, 11], in that sense providing an approximation to the
underlying system’s governing equations. By definition, such a model should not only render viable
short-term forecasts, but also reproduce the long-term evolution of the DS it has been trained on,
both in state space and in the time domain. Methods approaching this goal have been founded
on predefined function libraries, such as Sparse Identification of Nonlinear Dynamics (SINDy;
[12, 53, 19, 43, 57]), on reservoir computers [67, 69, 70], neural ODEs [17, 45, 1, 47], Koopman
operators [14, 55, 63, 3, 60, 28, 91], or different types of RNNs [85, 22, 88, 16, 6, 73, 39, 7]. More
important than the architecture itself seems to be their proper training in order to ensure long-term
(invariant) statistics of the underlying system are met: Methods like sparse [58, 6] or generalized [39]
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teacher forcing allow RNN-generated trajectories to ‘explore the future’ whilst training, yet keep
loss gradients in check. Alternatively, long-term statistics based on the observed system’s Lyapunov
spectrum, fractal geometry, or invariant measures may be added to regularize the loss [69, 70, 42, 76],
but require to compute these properties from the data first. Despite these advances, out-of-domain
generalization remains a key challenge in DSR [33]. Meta- and hierarchical learning models, trained
across many DS simultaneously, have recently been designed as steps toward foundation models for
DSR [9, 62, 46, 97], but still require parameter fine-tuning and lack in-context inference capabilities.

Time series foundation models Large language models (LLMs) exhibit an impressive ability to
infer patterns from prompts (context) and generalize to novel situations without retraining [10, 27, 21,
18], although the underlying reasons for this are still a matter of debate [51, 90, 96]. This inspired the
development of general-purpose time series (TS) foundation models which could accurately forecast
time series from a short segment provided ‘in-context’ [2, 26], without the need of task-specific fine-
tuning [20]. One idea is to simply use pretrained LLMs directly as TS forecasters [34, 71, 79, 93, 83],
but the inherent differences between textual and many temporal data, such as continuity, present
significant challenges [82]. To overcome these, transformer-based architectures, similar in design to
LLMs, such as Chronos [2] or TimesFM [20], were specifically pretrained on a large corpus of time
series data. Promising zero-shot forecasting capabilities have also been achieved with alternative
architectural designs, such as Tiny Time Mixers [26] or state-space models like Mamba [5].

The success of TS foundation models raised hope these could also be utilized for zero-shot DSR, but
the – to our knowledge – so far only previous study on this, based on Chronos, had mixed outcomes
and fell short of a full DSR evaluation [99]: Successful DSR, if present at all, heavily depended on
the initial conditions, and mechanisms such as context parroting visually gave the wrong illusion that
features of the dynamics had been captured. In fact, here we show that existing TS foundation models
are generally not capable of producing valid DSRs (Fig. 1), and highlight some of their failure modes.
This is in contrast to the zero-shot DSR foundation architecture we develop here, based on models
[7] and training algorithms [58] successful in DSR.

3 Methods

3.1 Model architecture

To enable zero-shot reconstruction of novel DS, we develop a specific mixture-of-experts (MoE)
architecture that can be pretrained across many diverse DS (Fig. 10), with different experts possibly
specializing in different dynamical regimes. As a SOTA DSR base model for the experts, we leverage
a recent parameter-friendly RNN, which allows for highly efficient DSR training and is designed to
yield topologically parsimonious and interpretable representations of DS it is being trained on, the
Almost-Linear RNN (AL-RNN; [7]):

zt = Azt−1 +WΦ∗(zt−1) + h . (1)

The model describes the evolution of an M -dimensional latent process zt ∈ RM , with linear self-
connections A ∈ diag(RM ), weight matrix W ∈ RM×M , bias term h ∈ RM , and Φ∗(zt) defined
as

Φ∗(zt) := [z1,t, · · · , zM−P,t,max(0, zM−P+1,t), · · · ,max(0, zM,t)]
T
, (2)

i.e. with a ReLU nonlinearity on only P << M out of the M AL-RNN units. The first N units are
interpreted as the network’s readouts and provide the predicted observations, X̂ = {x̂t = z1:N,t} ∈
RN×T , where N is the observation dimension.

The selection of AL-RNN experts is achieved through a gating network (Fig. 2), which receives as
inputs the (generally multivariate) context time series C = {ct} ∈ RN×TC as well as the current
latent state zt. Both are passed into a state attention mechanism defined as

watt
t = σ

(∣∣C − (Dzt + ϵ)1⊤
TC

∣∣⊤ 1N

τatt

)
∈ RT , (3)

where D ∈ RN×M is a learnable matrix which maps the latent state into observation space, ϵ ∼
N (0,Σ) exploration noise with a learnable covariance Σ, τatt a learnable temperature parameter,
1{TC ,N} column vectors of ones of length TC , N , respectively, and σ(·) the softmax returning
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normalized weights. Hence, this mechanism computes attention weights based on some distance
between projected latent states and actual context observations. At the same time, the context
signal C is processed by a CNN, yielding temporal features C̃ ∈ RN×TC . These features are then
weighted with the attention weights watt

t , and together with the current state zt further processed by
a multi-layer perceptron (MLP) followed by a softmax, yielding a set of expert weights at any time t:

wexp
t = σ

(
MLP(C̃watt

t , zt)

τexp

)
∈ RJ , (4)

where τexp is another learnable temperature parameter. The forward-iterated latent states zj
t+1 of the

individual experts j ∈ {1, ..., J} are then weighted by wexp
t to yield the next time step prediction

zt+1 =
∑J

j=1 w
exp
j,t · zj

t+1. Fig. 2 illustrates the whole approach. Note that one key advantage of this
compared to other TS foundation architectures is that the context length is flexible by design, i.e. the
CNN and the attention mechanism may take as input a context signal of arbitrary length.

×
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Figure 2: Illustration of the DynaMix architecture. At test time, only a context signal C is provided
and guides the selection of experts to yield arbitrarily long forward predictions of the dynamics.

3.2 Model training

For training, a collection of just 34 different chaotic and cyclic DS is used [29], see Appx. A.2 for
full specification and Fig. 10 for illustration. From each, multivariate time series X ∈ RN×T are
simulated (≈ 6× 105 in total) and then standardized dimension-wise (likewise for the test set), of
which the first TC < T column entries are defined as the context signal C = X1:TC

. The experts
are initialized at t0 = TC −∆t+ 1 and forward-iterated until time T , such that they overlap for a
period ∆t with the context. This is to ensure that the model learns to optimally utilize the context
for generalization. A MSE loss is then computed across ground truth, XTC−∆t+1:T , and respective
model-generated time series X̂ . The model is trained by sparse teacher forcing (STF; [6, 58]), a
control-theoretic technique specifically designed for DSR. STF replaces part of the forward-iterated
latent states zt by data-inferred states ẑt at optimally chosen intervals τ , to avoid exploding gradients
even for chaotic systems while enabling the DSR model “to explore the future” (see [58] for detailed
theoretical motivation). As shown in Fig. 26, STF with optimal τ is essential for achieving good
zero-shot DSR results. Note that STF is only used for training and turned off at test time.

3.3 DSR evaluation & time series forecasting

We used two established measures to assess DSR quality [48, 6, 39, 94, 99, 70, 58, 64, 30]: First, to
quantify agreement in state space (attractor) geometry, we employed a Kullback-Leibler divergence
defined across space, Dstsp (see Appx. A.1 for details). For assessing agreement in long-term
temporal properties, we used the Hellinger distance DH defined across power spectra of the true
and model-generated trajectories. In addition, a short-term, n-step-ahead mean absolute prediction
error (MAE) was evaluated. As has been repeatedly emphasized in the statistical and DSR literature
[94, 48, 6, 58, 68, 30], prediction errors defined on time series are often only sensible on short time
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scales, because of the well known exponentially fast divergence of trajectories in chaotic DS (see Fig.
24).

Empirically observed time series are often just one-dimensional (N∗ = 1), but come from an
inherently much higher-dimensional underlying DS. Our approach can in principle handle context
signals of dimension N∗ < N smaller than those used in training by, e.g., just filling up N −N∗

dimensions in C with zeros. However, to work efficiently in a DSR setting, the context signal should
represent the underlying DS as good as possible, for which it commonly needs to be lifted into a
higher-dimensional space where sets explored by the dynamics ideally become diffeomorphic to
those in the system’s true state space. Temporal delay embedding is the most popular technique to
achieve this [80, 74]. For a 1d time series {xt}, a d-dimensional embedding can be defined as [49]

xemb
t = (xt, xt−τ1 , ..., xt−τd−1

) , (5)

where the τi are time lags, commonly estimated from the autocorrelation of the time series. Alter-
natively, if the delay embedding would become too large (d > N ), we augment the empirically
observed time series by a variant of the positional encoding common in transformers, defined here as

xemb
t =

(
xt, sin

(
2πt

τ
+ ϕ1

)
, ..., sin

(
2πt

τ
+ ϕN−1

))
(6)

where τ := argmaxτ>τmin
E[xtxt+τ ] is given – provided it exceeds a threshold τmin – by the

maximal autocorrelation, and a random phase ϕi ∈
[
0, π

2

]
is assigned to each dimension.

4 Results

4.1 Zero-shot DSR

Figure 3: a) DynaMix zero-shot DSR (red) compared to ground truth (lightgray) using a 500-step
context (darkgray) for the Sprott M system. b) Zero-shot forecasts for the Selkov DS (true vector
field in lightgray) from different initial conditions (red) outside the context range (darkgray). c) DSR
quality as a function of context length for Lorenz-63. d) DSR quality as a function of the temporal
resolution ∆t of the context signal. Error bands = STD

Figs. 1 (top) & 3a present example zero-shot DSRs of new chaotic DS, which were not part of
DynaMix’ training domain, from just a provided context signal C (see Figs. 11-15 for further
examples). Despite the inherent challenge of predicting chaotic systems, where small differences in
initial conditions lead to rapidly diverging trajectories (Fig. 24), DynaMix successfully captures the
system’s temporal & geometrical behavior, i.e. accurately reconstructs the underlying state space and
faithfully recovers the true system’s power spectrum. Fig. 3b highlights further aspects of DynaMix’
reconstructions: Even though not trained on any 2d systems, the model successfully recreates the
limit cycle from the 2d Selkov system [77]. Notably, the model even generalizes to new initial
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conditions outside the scope of the context data, i.e. correctly infers properties of the state space
beyond the short context trajectory (see Fig. 22 for further examples). Likewise, although trained
only on 3d DS, DynaMix also successfully generalizes to higher-dimensional DS, as illustrated for
the 6d Lorenz-96 system [54] in Fig. 34 (see Appx. A.6 for details on the setup and comparisons
to other models). As further shown in Fig. 3c, the context length necessary to achieve good DSR
quickly converges, with as few as 500 time steps often sufficient. Fig. 3d illustrates that our approach
also works across a surprisingly wide range (about an order of magnitude) of temporal resolutions at
which the underlying DS was sampled, confirming its robustness w.r.t. sampling frequency.

We next compared the zero-shot, out-of-domain DSR performance of DynaMix to that of a number of
recent TS foundation models, including various versions of Chronos [2], Mamba4Cast [5], TimesFM
[20], and Tiny Time Mixers [26], using the long-term statistics Dstsp and DH for evaluation (see
Sect. A.1). As seen in Fig. 4a-b, DynaMix clearly and significantly outperforms all of these. In
terms of short-term (10-step ahead) forecasts, for which TS foundation models (unlike DynaMix) are
optimized, DynaMix performs on par with the (strongest in our batch) Chronos-t5 models, as shown
in Fig. 4c. Table 9 assembles further results on performance comparisons, while Figs. 16-21 provide
specific examples. Moreover, a significant limitation of particularly the large Chronos models with
millions of parameters is their extreme inefficiency in both inference time and computational costs, as
compared in Fig. 5. In fact, their inference time can even exceed that of a custom-trained model. In
contrast, DynaMix provides a highly efficient alternative, offering superior DSR performance while
using orders of magnitude less parameters (≈ 10k in total) and computation time.

Figure 4: Zero-shot DSR performance across all 54 test set DS for DynaMix and various TS founda-
tion models for context length TC = 2000 (see Fig. 23 for results with TC = 512). Median±MAD
of Dstsp (left, geometrical disagreement), DH (middle, temporal disagreement), and MASE (right,
short-term prediction error).
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Figure 5: Number of model parameters vs. inference times for zero-shot generation of Lorenz-63 DS
with 10000 forecasting steps. All models were provided the exact same context and run on the same
hardware. Note the log-scale on the x/y-axis. For comparison, also the time needed for training and
inference of a custom-trained AL-RNN is shown (turquoise).

To put DynaMix’ performance further in context, we also compared it to a couple of custom-trained
DSR models, i.e. SOTA DSR models explicitly trained on the context data, incl. the plain AL-RNN
trained by STF [7], Neural ODEs [37, 17], and reservoir computers which are commonly used
for DSR [70] (see Appx. A.7 for details). Despite the custom trained models’ unduly advantage,
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performing – unlike DynaMix – only in-domain generalization [37], DynaMix keeps up with, and in
some cases even outperforms, them (Appx. Tables 6–8).

4.2 Reasons for the failure of TS foundation models on DSR

Why do TS foundation models perform so poorly on DSR problems? Essentially, they face three
key issues: First, most TS foundation models cannot efficiently deal with multivariate time series,
but treat dimensions independently. However, in a nonlinear DS all variables are usually coupled,
and their joint evolution is actually defining for the system’s (long-term) dynamics and attractor
states. Thus, ignoring this, as illustrated in Fig. 6a, results in poor long-term accuracy (see also Figs.
16-21). This highlights a fundamental limitation: Univariate approaches are inherently insufficient for
reconstructing multivariate, interacting DS. Second, TS foundation models are trained for short-term
prediction, but not for DSR, providing another reason why they fail to reconstruct the correct long-
term behavior. As illustrated in Figs. 1 & 6b, in the longer run they often converge to fixed points or
simple cycles where the true dynamics is chaotic, not reflecting the context anymore. Third, context
parroting, a phenomenon originally identified in LLMs [4], has also been observed in TS foundation
models [99], where they tend to repetitively reproduce the exact input pattern rather than dynamically
adapting to the system’s true evolution. Thus, TS foundation models simply produce oscillations,
where the true dynamics is chaotic and therefore by definition irregular and non-repeating (Fig.
6c). This is illustrated in more detail in Fig. 6d for Chronos-t5-base, the best of the TS foundation
models in our batch. It is particularly evident in the power spectrum (Fig. 6d right), where Chronos’
sharp, narrow peaks wrongly suggest periodicity, while the true spectrum is usually rather broad and
smeared out for chaotic systems, as the one exhibited by DynaMix. We further quantified this by
calculating from the forecast time series the maximum Lyapunov exponent [58], a measure for the
exponential divergence rate of trajectories (see Appx. A.1). For Chronos, the value λChronos ≈ 0.02
close to zero confirms the nearly periodic behavior, while DynaMix produces exponentially diverging

Figure 6: Common problems of TS foundation models (red: forecast, darkgray: context, lightgray:
ground truth). a) Dimensions are dynamically decoupled. b) Long-term forecasts often converge to
simple fixed points or cycles unrelated to the true dynamics. c) Context parroting covers up the true
dynamics. d) Example forecasts for the chaotic Lorenz-63 system with DynaMix and Chronos-t5-
base. Chronos’ context parroting results in cyclic repetition of a fixed pattern, thus inherently missing
the true aperiodic, chaotic dynamics. This is evident in the close-to-0 max. Lyapunov exponent
(center) and peaked power spectrum (right). e) For comparison, if the underlying behavior is truly
cyclic with prominent peaks in the power spectrum, both Chronos and DynaMix are able to capture it.
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trajectories with λDynaMix ≈ 0.96 close to the ground truth value of λLorenz63 ≈ 0.87. Hence,
unlike DynaMix, Chronos does not reconstruct the underlying dynamics but just repeats the context.
On the other hand, if the underlying dynamics truly is cyclic, DynaMix settles into a cyclic pattern as
well, exhibiting no intrinsic bias, as illustrated in Fig. 6e.

4.3 Dynamical similarity

DynaMix’ mixture-of-experts design produces a natural similarity measure for comparing the dynam-
ics of different systems, by evaluating the relative contribution of each of the experts to the forecast
dynamics. As shown in Fig. 7a (bottom), different expert mixtures specialize in specific dynamical
patterns or regimes. Hence, we can utilize the expert usage wexp across the generated time series to
construct a similarity metric S = 1

1+W 2
2
∈ [0, 1], based on the squared 2-Wasserstein distance W 2

2

between the standardized expert weights wexp of any two systems.

Figure 7: a) Top: Vector fields of different experts which in combination determine the attractor.
Bottom plot illustrates the expert usage across time. b) Similarity matrix based on S among all 84 DS
in the dataset, sorted via hierarchical clustering. Structure in the matrix indicates there are clusters of
DS with high dynamical similarity. c) Examples of two pairs of attractors classified as similar (top),
and one dissimilar pair (bottom).

4.4 Time series forecasting from a DS perspective

Table 1: Performance comparison on empirical time series in terms of geometrical divergence (Dstsp),
long-term temporal distance (DH ), and forecast error (MAE). Best in red, second-best in blue.

System DynaMix Chronos-t5-base Mamba4Cast TTM TimesFM
Dstsp DH MAE Dstsp DH MAE Dstsp DH MAE Dstsp DH MAE Dstsp DH MAE

Partially obs. DS 0.02 0.25 0.39 0.02 0.32 0.39 8.35 0.35 0.76 4.76 0.31 0.90 7.30 0.36 0.71
ETTh1 0.22 0.08 4.92 0.23 0.09 3.22 0.80 0.10 3.63 6.36 0.09 4.64 0.24 0.10 3.04
Traffic 0.81 0.21 6.93 0.40 0.10 3.16 1.59 0.34 7.68 1.36 0.25 5.25 0.43 0.11 3.66
Cloud Requests 0.27 0.14 161.58 1.86 0.31 557.35 5.89 0.16 282.95 1.31 0.25 147.54 0.33 0.29 239.31
Weather (Temp.) 0.66 0.09 2.24 4.78 0.21 4.14 6.86 0.57 9.39 1.28 0.12 1.92 6.86 0.13 3.31
Weather (Press.) 0.39 0.19 9.03 6.68 0.23 9.05 7.07 0.52 8.60 7.31 0.26 10.03 9.59 0.60 8.41
Human fMRI 0.17 0.09 0.45 5.78 0.12 0.85 7.97 0.11 1.35 4.87 0.39 1.54 6.19 0.21 1.11
Human EEG 0.79 0.23 1.07 9.45 0.24 1.10 5.87 0.61 1.12 10.36 0.26 1.25 10.07 0.27 1.32

We next tested and compared DynaMix on a variety of real-world datasets often used to probe time
series models. As discussed in Sect. 3.3, for DynaMix we used an embedding of the typically 1d
empirical time series, to better reflect the underlying DS properties (positional embedding for all
empirical time series, akin to what is done in TS foundation models, and delay embedding for the
Lorenz-63). Fig. 8a confirms for a 1d time series from the 3d chaotic Lorenz-63 system that this
works well and DynaMix, in contrast to all other models, is still able to reconstruct the chaotic
behavior. When applied to real-world time series, such as traffic, weather, or cloud request data,
where previous TS foundation models have shown inconsistent results [84], our model produces
accurate forecasts which reflect the dynamics well (Fig. 8b-f, see Appx. A.2 for further details on the
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Figure 8: Comparison of DynaMix (red) to strongest competitor in terms of Dstsp (other colors) on
zero-shot forecasts of various empirical time series (see Fig. 27-30 for comparisons to all other TS
foundation models): Forecasts of a) partially (1d) observed Lorenz-63 DS, b) electricity transformer
temperature, c) hourly car traffic data with weekly cycle, d) Huawei cloud requests, e) soil temperature
development, f) air pressure, g) human functional magnetic resonance imaging (fMRI), h) human
electroencephalogram (EEG).

datasets). Our model seems to excel particularly on human physiological signals, such as functional
magnetic resonance imaging (fMRI) or electroencephalographic (EEG) recordings, where all other
models essentially produce meaningless dynamics, at best capturing the mean trend (Fig. 8g,h).

Table 1 quantitatively confirms that DynaMix mostly outperforms the other models tested on the
DSR measures. Surprisingly, it often even outperforms them in terms of the forecasting error MAE,
although its training corpus consisted purely of the simulated DS shown in Fig. 10, i.e. did not
include any empirical data at all, let alone traffic, cloud usage, electricity, or temperature data! This is
in stark contrast to the other TS foundation models tested here, which mostly had examples of such
empirical data in their training corpus and hence might be expected to have an edge over DynaMix.
Many real-world data, like weather, human fMRI, or EEG data, are known to bear signatures of
deterministic chaos [58, 50], potentially at least partly explaining DynaMix’ strongly competitive
forecasts, although it has never seen such type of data in training.

4.5 Which ingredients are most crucial for DynaMix’ performance? Ablation studies

Which are the components of the DynaMix framework contributing most to its success in zero-shot
out-of-domain generalization? Training by STF (Fig. 26), a sufficiently diverse training corpus, a
sufficient number of experts (Fig. 25), the attention mechanism, and context preprocessing by the
CNN, all appear vital to its strong performance (Fig. 9). Replacing the final gating step (the MLP)
by a simple linear operation and the exact expert model within the class of piecewise linear RNNs,
however, had less of an impact. Similar results were obtained when the AL-RNN was swapped for
the clipped shallow PLRNN [39], and a probabilistic version of the AL-RNN (adding a noise term
zt = F (zt−1) + η,η ∼ N (0,Γ)) even slightly improved long-term performance, albeit at the cost
of some short-term prediction accuracy. Using as experts LSTMs [41], vanilla RNNs or reservoir
computers [65] instead led to decay in performance, in line with previous results establishing PLRNNs
as SOTA DSR models which allow for efficient training by STF [6, 39, 7]. Hence, it appears that the
whole ‘DSR package’ consisting of 1) architectural choices, 2) a training algorithm specialized for
DSR, and 3) properties of the DS training corpus, is crucial to DynaMix’ success.
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Figure 9: Ablation studies. a) Effect of removing or altering components of the gating network (no
MLP, no CNN, no Attention, CNN to linear layer), including too few experts (J < 5), replacing STF
by standard BPTT training, restricting the training corpus to Lorenz-type systems only. b) Effect of
replacing the AL-RNN by other RNN models. Error bars = STD

5 Conclusions

Here we introduce the first DSR foundation model that achieves zero-shot reconstructions of novel
DS, accurately reproducing their long-term statistics, just from a provided context signal without
any retraining or fine-tuning. It hugely outperforms current TS foundation models like Chronos in
terms of DSR quality, although much more lightweight with only a fraction (0.1%) of the number
of parameters. Consequently, DynaMix features inference times about an order of magnitude faster
than the closest competitor. Most surprisingly, it even outperforms current TS foundation models on
empirical data of types it has – in contrast to its competitors – never seen in training, often producing
also better short-term forecasts. All of this is achieved with a fairly narrow training corpus consisting
mainly of 3d synthetic data from chaotic systems, which suggests there may be considerable room for
further improvement by extending DynaMix’ training to include, e.g., various empirical time series.

One important take-home from this work therefore is that foundation models built based on principles
of DS theory may be able to profoundly improve performance of current zero-shot TS forecasters.
Most (if not all) empirically observed time series come from some underlying DS, and acknowledging
this fact in model training and construction may help to advance the field. Besides DynaMix’ specific
DSR architecture, control-theoretically motivated training techniques, and embedding principles,
also the fact that it has seen many chaotic systems in training may play a role. Most complex DS in
nature [15, 86, 59], engineering [78], and society [56, 92] are likely chaotic. Moreover, many chaotic
attractors, like the Lorenz-63, feature a skeleton of infinitely many (unstable) periodic orbits of all
possible periods [36], thus inherently expressing a wide spectrum of temporal patterns.

Limitations For now, we have mainly focused on rather stationary synthetic and empirical time
series (but see Fig. 8b). Changes in statistical properties over time, tipping points, or widely differing
time scales in the data, impose severe difficulties for zero-shot forecasting, as illustrated in Fig. 31a,b,
which also plague other TS foundation models. This may partly be amended by explicitly including
such types of non-stationary and multiscale DS in the training corpus. Another potential solution
may be adding explicit filtering and decomposition modules, similar as in Auto- [95] or FEDformers
[101]. A proof of concept of this idea is provided in Appx. A.5. Incorrect embeddings, which may
not be immediately obvious, can also lead to forecast failures (Fig. 31c). Finally, continuous-time
versions of the experts which can deal with sampling at irregular time points would be another fruitful
direction.

Code available at https://github.com/DurstewitzLab/DynaMix-julia (Julia), https://
github.com/DurstewitzLab/DynaMix-python (Python).
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results?

Answer: [Yes]

Justification: All settings are provided in sections A.1 and A.2, as well as in the accompany-
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7. Experiment statistical significance
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error
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• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Details on computational resources are provided in sections A.1 and A.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All datasets considered here are publicly available. This papers covers basic
research to advance models for dynamical systems reconstruction, mainly of relevance
in scientific and medical applications, which we believe carries primarily positive ethical
implications. While we have not identified any specific ethical concerns, the broad range of
potential applications also in the time series domain means that the possibility of misuse
cannot be entirely ruled out.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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Justification: This work constitutes basic, not applied, research. Hence, we do not anticipate
any immediate negative societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not anticipate a significant risk of misuse beyond the potential of misuse
of time series models more generally.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All novel code, models and results were produced by us. All other models
tested against are publicly available, and the authors were properly credited. Likewise, all
datasets used here are open-source with links and citations provided.
Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: A fully documented version of the code is available.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
While models were run on data from human subjects, these are all from previously published
experiments and openly available.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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Justification: The paper does not involve research with human subjects, see above.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The methods developed in this paper did not involve the usage of LLMs. LLMs
were solely used as support in editing and coding.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

24

https://neurips.cc/Conferences/2025/LLM


A Appendix

A.1 Methodological details

Training method For training our model, we used a variant of sparse teacher forcing (STF), a
control-theoretic method for DSR, with the theoretical background and rationale developed in [58].
STF and related training methods [6, 8, 39, 58, 24] circumvent the exploding gradient problem
when training on chaotic systems, while still enabling the DSR model to sufficiently forward-iterate
trajectories into the future to capture long-term properties (see [58] for details), and produces state-of-
the-art results for DSR [7, 9]. In STF, current latent states states zt are replaced with states inferred
from the data at fixed intervals τ by (pseudo-)inversion of the decoder model, z̃t = g−1(xt), thus
recalibrating the trajectory at times ideally chosen based on the system’s Lyapunov spectrum [58] (or
simply treating τ as a hyper-parameter). In our case of an identity mapping from a latent subspace
to the observations, x̂t = I(N×M)zt, this inversion becomes trivial, where N is the number of
observations (and thus readout neurons) and I(N×M) an N ×M matrix with I(N×M),rr = 1 for
r ≤ N and zeros else. Thus, during training, we force

zt+1 =

{
Fθ(z̃t,C) if t ∈ T = {lτ + 1}l∈N0

Fθ(zt,C) otherwise,
(7)

where z̃t = (xt, zN+1:M,t)
T , Fθ is the mixture of experts using the context C, and τ = 10 here (see

Fig. 26). Importantly, STF is only used for training the model, applied after calculating the loss, and
is turned off at test time.

For the loss, we simply use the standard mean squared error (MSE) between model predictions X̂
and ground truth observations X ,

LMSE(X̂,X) =
1

N · (T − TC +∆t)

T∑
t=TC−∆t+1

∥x̂t − xt∥22 . (8)

To this we add a regularization term meant to encourage the model to explore a wider region of state
space based on the context, by enhancing the variance Σ of exploration noise in the state attention:

Lreg = λ
1

N

∑
i

exp (− |Σii| /c) , (9)

where we chose λ = 0.1 and c = 0.01. Rectified adaptive moment estimation (RADAM) [52]
was employed as the optimizer, with L = 50 batches of SB = 16 sequences per epoch, each of
length T = 550, and 2000 epochs in total. We used a learning rate exponentially decaying from
ηstart = 5 · 10−3 to ηend = 10−5. The context length used in training was set to TC = 500, and the
window of overlap with the model-generated time series to ∆t = 50, see Sect. 3.2. Training was
performed on a single CPU (18-Core Xeon Gold 6254), and a single epoch took 30 seconds depending
on sequence length and model size. At test time, no retraining or fine-tuning is performed, but utilizing
the context C the model just forward-iterates from the last context time step. Hyperparameters for
training were partly selected according to previous results in [7, 6], and partly a few different
parameter settings were tested, namely λ = {0.0, 0.1, 0.2}, ∆t = {0, 50, 80}, and TC = {250, 500},
as extensive grid search was not necessary to obtain a well-performing model.

Model details We use J = 10 AL-RNN experts for our model. Each expert has a latent dimension
of M = 30, of which P = 2 are rectified-linear units (ReLUs). As suggested in [7], we only use the
first N of the M − P linear units for the readout. We followed the initialization protocol in [6, 81],
drawing W from a Gaussian with mean 0 and σ = 0.011, setting h = 0, and A to the diagonal of a
normalized positive-definite random matrix. The initial latent state was estimated as

z1 =

[
x1

Lx1

]
, (10)

where L ∈ R(M−N)×N is jointly learned with other model parameters.

The gating network is implemented using a single-layer CNN with three channels and a kernel size
of 2, stride of 1, and zero padding, with the identity as activation function. The MLP, which takes
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as inputs the concatenated weighted CNN outputs and current latent state, consists of two layers
with ReLU activation. We initialize the temperature weights τatt and τexp to 0.1, the covariance
matrix Σ = 0.05 · 1, matrix D = I(N×M), and draw all other CNN and MLP matrices from a
Gaussian with standard deviation 0.01. Model hyperparameters were selected according to previous
results in [7] and by probing a few relevant parameter settings, namely J = {1, 3, 5, 10, 20, 30} (Fig.
25), #CNN-layers = {1, 2}, CNN-kernel-size = {2, 3, 5}, #MLP-layers = {1, 2, 3}, and different
activation functions {1, tanh ,ReLU} for the MLP/CNN. We found that an extensive grid search
was not necessary to obtain a well-performing model.

Performance measures As in [48, 58, 39, 8, 64, 30, 99], we assess the geometric (dis)similarity
between true and model-generated attractors using a Kullback-Leibler divergence (Dstsp) defined
across state space. Specifically, Dstsp determines the overlap between the distributions of true
trajectory points, ptrue(x), and of model-generated trajectories, pgen(x|z), given by

Dstsp(ptrue(x)∥pgen(x|z)) =
∫

ptrue(x) log
ptrue(x)

pgen(x|z)
dx. (11)

While especially for higher-dimensional state spaces these distributions may be approximated by
Gaussian mixture models [48], here a discretized version was sufficient, with the state space parcel-
lated into K = mN bins, where m is the number of bins per dimension and N the dimensionality of
the system. We estimate the occupation probabilities pi of each bin via the relative frequencies p̂i of
trajectory visits and approximate Dstsp as

Dstsp ≈
K∑
i=1

p̂true;i log
p̂true;i
p̂gen;i

. (12)

We set m = 30 bins per dimension, following [38]. For the 6d Lorenz-96 we use m = 5 and for the
empirical time series m = 20. To ensure a steady-state distribution is reached, long trajectories of
T = 10, 000 time steps are sampled from the DS.

To evaluate the agreement in long-term temporal dynamics, we compute the Hellinger distance DH

between the power spectra of the true and model-generated time series [58, 39], defined as

H(F (ω), G(ω)) =

√
1−

∫ ∞

−∞

√
F (ω)G(ω)dω ∈ [0, 1], (13)

where F (ω) and G(ω) are the power spectra of the true and generated time series, respectively.
Power spectra are obtained via the dimension-wise Fast Fourier Transform (FFT), smoothed using a
Gaussian kernel (with σ = 20 for DS and σ = 2 for the short empirical time series), and normalized
to ensure comparability. High-frequency tails dominated by noise are truncated as described in [39].
The aggregated Hellinger distance DH is then computed as the average across all dimension-wise
spectral comparisons.

For assessing short-term forecast quality aggregated across the whole test set of 54 DS, we used a
normalized n-step ahead prediction error (with n = 10 in our evaluation) as recommended in [40],
given by

MASE =
1

N

N∑
i=1

1

n

∑TC+n
t=TC+1 |xi,t − x̂i,t|

1

T

∑TC+T
t=TC+1 |xi,t − xi,t−1|

(14)

For individual comparisons on single empirical times, the MAE for evaluating short term predictions
[40] was used:

MAE =
1

n

TC+n∑
t=TC+1

|xt − x̂t| , (15)

where we chose n according to the data’s temporal scale and resolution ({ETTh1,fMRI}: n =
40,{traffic, cloud requests, partially obs. DS}: n = 80, {human EEG, weather air pressure}:
n = 120, {weather temperature}: n = 200).
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Lyapunov exponent For numerically estimating the maximum Lyapunov exponent λmax from a
one-dimensional empirical time series {xt}, t = 1 . . . T , one common approach is the Rosenstein
algorithm [72]. First, the time series is embedded into a state space using time-delay embedding
as in eq. 5 (e.g. using the PECUZAL algorithm [49]). For each embedded point xi, the nearest
neighbor xj is found under the constraints |i− j| > lt, with lt a threshold to remove purely temporal
neighbors (living on the same piece of trajectory), and a minimal initial state space separation
∥xi − xj∥2 > ls, where we chose lt = 150 (according to the mean periodicity [72]) and ls = 0.25.
The local divergence between initially nearby trajectories is then tracked over a range of time steps
k = 0 . . . kmax,

di(k) = ∥xi+k − xj(i)+k∥2 . (16)
An estimate of the maximum Lyapunov exponent is given by

di(k) ≈ di(0)e
λmaxk∆t , (17)

where ∆t is the temporal resolution of the series. Taking the logarithm and averaging over all pairs
leads to

⟨ln d(k)⟩ ≈ λmaxk∆t+ C. (18)
In chaotic systems, for a suitable choice of kmax (here: 50), this quantity initially grows approximately
linearly with time [44], with the slope given by λmax > 0. In contrast, periodic (cyclic) systems have
λmax = 0.

A.2 Datasets

Training data DynaMix is trained on about 0.6 million simulated time series of length T = 550
sampled from 34 different 3d DS with cyclic or chaotic attractors, collected in [29]. Time series were
standardized to ensure comparable scaling of all data, and Gaussian noise of 5% of the data standard
deviation was added to all dimensions for the ground truth. Attractor dynamics were chosen to reflect
different types of behavior, see Fig. 10.

Test data Our test set for DS consists of simulated time series of length 105 sampled from 54
different 3d DS collected in [29], which are not part of the training set.

Furthermore, we evaluated several 2d systems: The Selkov system [77] describing a kinetic model of
an open monosubstrate enzyme reaction given by the equations

dx

dt
= −x+ ay + x2y,

dy

dt
= b− ay − x2y,

(19)

where we chose a = 0.1 and b = 0.5. The Van-der-Pol system [87] describes self-sustaining
oscillations in vacuum tubes by

dx

dt
= y,

dy

dt
= µ(1− x2)y − x,

(20)

where we chose µ = 0.5. Similar to the Van-der-Pol system, the Rayleigh oscillator [61] describes a
self-sustained nonlinear oscillator through

dx

dt
= y,

dy

dt
= µ(1− y2

3
)y − x,

(21)

where we chose µ = 1.0. As a higher dimensional DS test case we use the Lorenz-96 system [54]
defined by

dxi

dt
= (xi+1 − xi−2)xi−1 − xi + F, (22)

with system variables xi, i = 1, ..., N , and forcing term F (here, F = 8 and N = 6, in the chaotic
regime). Furthermore, cyclic boundary conditions are assumed with x−1 = xN−1, x0 = xN ,
xN+1 = x1, and the system was solved with integration step ∆t = 0.08.
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Figure 10: Training data (gray) and their reconstructions in red.

We further probed forecasting and DSR on different types of real-world data: The traffic data
are hourly recordings of the number of cars passing road junctions (https://www.kaggle.com/
datasets/fedesoriano/traffic-prediction-dataset/data). The cloud data, also used in
[84] to evaluate TS foundation models, are publicly available from Huawei Cloud (https://github.
com/sir-lab/data-release). It consists of function requests from Huawei’s serverless cloud
platform. The weather data consists of daily sampled soil temperature and air pressure measured in
the city of Mannheim, Germany (source: Deutscher Wetterdienst [German weather service]), and can
be accessed via https://www.dwd.de/EN/ourservices/cdc/cdc_ueberblick-klimadaten_
en.html. The functional magnetic resonance imaging (fMRI) data comes from human subjects
performing cognitive tasks and is publicly available on GitHub [50]. We followed Kramer et al.
[50] and selected the first principal component of BOLD activity in each of the 20 brain regions.
Kramer et al. [50] report a positive maximum Lyapunov exponent for models reconstructed from
these time series, indicating their chaotic nature (see also [89]). The ETTh1 dataset is part of the
Electricity Transformer Temperature (ETT) benchmark, which is widely used for evaluating TS
forecasting models. It contains hourly data collected from a power transformer station [100] and
can be accessed at https://github.com/zhouhaoyi/ETDataset. Electroencephalogram (EEG)
data were taken from a study by Schalk et al. [75], comprising 64-channel data collected from human
subjects performing various motor and imagery tasks. Following the approach of Brenner et al. [6],
the signals were smoothed using a Hann window of length 15. As for the training data, all test data
were standardized for processing by the models.

28

https://www.kaggle.com/datasets/fedesoriano/traffic-prediction-dataset/data
https://www.kaggle.com/datasets/fedesoriano/traffic-prediction-dataset/data
https://github.com/sir-lab/data-release
https://github.com/sir-lab/data-release
https://www.dwd.de/EN/ourservices/cdc/cdc_ueberblick-klimadaten_en.html
https://www.dwd.de/EN/ourservices/cdc/cdc_ueberblick-klimadaten_en.html
https://github.com/zhouhaoyi/ETDataset


A.3 TS foundation models

Chronos Chronos is a recent TS foundation framework that adapts a transformer-based LLM
architecture for probabilistic time series forecasting [2]. Key to this approach is the tokenization of
real-valued time series observations through scaling and quantization, transforming them into token
sequences accessible to language models. The model is pretrained on extensive datasets, including
both synthetic data generated via Gaussian processes, as well as an extensive batch of empirical
time series from [2, 32], including traffic, weather/ climate, electricity and web data, enabling it to
achieve strong zero-shot performance across diverse datasets without task-specific fine-tuning. For our
evaluation we used the standard pipeline as described in https://github.com/amazon-science/
chronos-forecasting.

TimesFM TimesFM is another transformer based TS foundation model, with a decoder-only style
architecture using input patching [20]. Its training corpus consists of synthetic as well as real-world
time series data, and it exhibits generalization across different time series domains and context lengths.
Evaluation is performed as in https://github.com/google-research/timesfm.

Mamba4Cast Mamba4Cast is a zero-shot time series forecasting model based on the Mamba archi-
tecture [35], a type of linear (‘state-space’) RNN with nonlinear input & output gating, and inspired
by Prior-data Fitted Networks (PFNs) [5]. Trained exclusively on synthetic data, Mamba4Cast can
generate zero-shot forecasts when provided with time series context information. For evaluation we
follow https://github.com/automl/Mamba4Cast.

Tiny Time Mixers Like Mamba4Cast, Tiny Time Mixers is a time series foundation model not
founded on transformers [26]. It builds upon the TSMixer backbone [25] to which it adds several
key innovations such as adaptive patching, diverse resolution sampling, and multi-resolution prefix
tuning to improve generalization across datasets with varying temporal resolutions. Evaluation here
is performed as in https://github.com/glehet/TTM1.

For comparability, all models were evaluated on the exact same CPU (18-Core Xeon Gold 6254) and
GPU (Nvidia RTX 2080 Ti) using 512GB of RAM.
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A.4 Further results

Figure 11: Zero-shot DSR (red) from a 2000-step context of unseen DS not contained in the training
corpus (ground truth in gray).
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Figure 12: Zero-shot DSR of chaotic Lorenz-63 system (darkgray: context, lightgray: ground truth,
red: model-generated). Left: State space, center: time graphs, right: power spectrum.
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Figure 13: Zero-shot DSR of Lorenz-63 system in cyclic regime (darkgray: context, lightgray: ground
truth, red: model-generated). Left: State space, center: time graphs, right: power spectrum.
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Figure 14: Zero-shot DSR of chaotic finance system (darkgray: context, lightgray: ground truth, red:
model-generated). Left: State space, center: time graphs, right: power spectrum.
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Figure 15: Zero-shot DSR of chaotic Genesio Tesi system (darkgray: context, lightgray: ground truth,
red: model-generated). Left: State space, center: time graphs, right: power spectrum.
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Figure 16: Comparison of zero-shot forecasting of finance system for DynaMix vs. different TS
foundation models.

Figure 17: Comparison of zero-shot forecasting of Sprott D system for DynaMix vs. different TS
foundation models.
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Figure 18: Comparison of zero-shot forecasting of Sprott M system for DynaMix vs. different TS
foundation models.

Figure 19: Comparison of zero-shot forecasting of Vallise El Nino system for DynaMix vs. different
TS foundation models.
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Figure 20: Comparison of zero-shot forecasting of Sprott C system for DynaMix vs. different TS
foundation models.

Figure 21: Comparison of zero-shot forecasting of Sprott A system for DynaMix vs. different TS
foundation models.
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Figure 22: Zero-shot forecasts (red) for the a) Van-der-Pol system. b) Rayleigh oscillator (true vector
field in lightgray) from different initial conditions outside the context range (darkgray).

Figure 23: Zero-shot DSR performance across all 54 test set DS for DynaMix and various TS
foundation models as in Fig. 4, but for context length TC = 512. Numerical details in Table 10.

Low MAE High MAE

Figure 24: Exponential divergence of two initially nearby trajectories (in blue and red) illustrated
for the chaotic Lorenz-63 system. The prediction error is still sensible on a short time scale
(MAE = 0.09), but then rapidly increases and breaks down as a suitable metric in the longer-
term (MAE = 1.12), although both trajectories were drawn from the exact same system with the very
same parameters.
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Figure 25: DynaMix’ performance as a function of the number of experts J . While a minimum
number of experts is necessary, performance already plateaus after a surprisingly small number of
experts, suggesting there is a lot of room for scaling the model to larger datasets. Error bands = STD

Figure 26: DSR performance for different teacher forcing intervals τ , illustrating an optimal value is
essential for successful training, see [58, 6]. Error bands = STD

Figure 27: Comparison of DynaMix (red) to Chronos (blue) on zero-shot forecasts of various
empirical time series: Forecasts of a) partially (1d) observed Lorenz-63 DS, b) electricity transformer
temperature data, c) hourly car traffic data with weekly cycle, d) Huawei cloud request data, e) soil
temperature development, f) air pressure data, g) human functional magnetic resonance imaging
(fMRI) data, h) human electroencephalogram (EEG) data.
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Figure 28: Comparison of DynaMix (red) to Mamba4Cast (green) on zero-shot forecasts of various
empirical time series: Forecasts of a) partially (1d) observed Lorenz-63 DS, b) electricity transformer
temperature data, c) hourly car traffic data with weekly cycle, d) Huawei cloud request data, e) soil
temperature development, f) air pressure data, g) human functional magnetic resonance imaging
(fMRI) data, h) human electroencephalogram (EEG) data.

Figure 29: Comparison of DynaMix (red) to Tiny-Time Mixers (purple) on zero-shot forecasts of
various empirical time series: Forecasts of a) partially (1d) observed Lorenz-63 DS, b) electricity
transformer temperature data, c) hourly car traffic data with weekly cycle, d) Huawei cloud request
data, e) soil temperature development, f) air pressure data, g) human functional magnetic resonance
imaging (fMRI) data, h) human electroencephalogram (EEG) data.
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Figure 30: Comparison of DynaMix (red) to TimesFM (orange) on zero-shot forecasts of various
empirical time series: ground truth): Forecasts of a) partially (1d) observed Lorenz-63 DS, b)
electricity transformer temperature data, c) hourly car traffic data with weekly cycle, d) Huawei cloud
request data, e) soil temperature development, f) air pressure data, g) human functional magnetic
resonance imaging (fMRI) data, h) human electroencephalogram (EEG) data.

Time Series embedding

a

b

c

Figure 31: Failure of proper zero-shot DSR. a) DynaMix struggles with sharp peaks in an otherwise
much more slowly evolving time series. b) As quantified in Fig. 3, selecting a too broad temporal
resolution of the context time series can lead to improper reconstructions with, in this case, temporal
disalignment w.r.t. the true signal. However, this is a general problem for any TS foundation model,
and Chronos fares even much worse in this example. c) Zero-shot DSR may fail (red) as well if the
context time series is not properly embedded. In this example, the required embedding dimension
exceeded the model capacity. However, as shown in orange, this can be amended by using the
positional encoding, eq. 6.
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A.5 Using DynaMix for non-stationary time series

Similar as in FEDformers [101] and related TS models which use specialized decomposition and
filtering blocks for handling non-stationary data, one could add simple preprocessing operations to
the DynaMix pipeline to separate out trend or other non-stationary components in the context signal.
For a simple illustration, here we first apply a Box-Cox transformation to time series xt,

x
(λ)
t =

{
xλ
t −1
λ , if λ ̸= 0

log(xt), if λ = 0
(23)

where λ is estimated by maximizing the log-likelihood. Next, trend components of the form

f(t;θ) = θ1t
θ2 + θ3 , (24)

are inferred by least squares estimation and subtracted from the context signal. Standard DynaMix is
then used to forecast the embedded residual context (see Sect. 3.3), after which the estimated trend
model is added back on.

We tested this simple setup on the non-stationary Air Passengers dataset containing passenger
counts of an airline (https://www.kaggle.com/datasets/chirag19/air-passengers). The
results in Fig. 32 illustrate that this is in principle a viable direction, although constituting just a
proof-of-concept at this stage.

Figure 32: Example forecast for the non-stationary Air Passenger data using DynaMix with prepro-
cessing pipeline.

A.6 Scaling up context dimension

For reconstructing DS higher-dimensional than the context dimension defined by the architecture and
used in training, one can use DynaMix without any modification by employing the delay-embedding
theorems [80, 74]: Zero-shot infer the underlying DS from the observed TS and then delay-embed
DynaMix’ output into a sufficiently high-dimensional space which assures a diffeomorphism between
original and reconstructed attractor. This idea is illustrated for the 6d Lorenz-96 system in Fig. 33.
Here, only the first two dimensions of the simulated Lorenz-96 were provided as context, for which
DynaMix then produced long-term forecasts. The good geometrical and temporal agreement between
delay-embeddings of both the two ground truth and the forcasted TS confirms that DynaMix has
correctly inferred the underlying 6d DS despite its own 3d structure.
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DynaMix on Lorenz96 (Dstsp = 3.48, DH = 0.19)

Figure 33: Zero-shot forecasting of partially observed (2d) Lorenz-96 system by DynaMix. Both
context signal (ground truth) and DynaMix’ forecast were subsequently delay-embedded into 6d, the
system’s original dimension. The black line indicates the transition between context and forecast.

Alternatively, if more dimensions are observed than the gating network can handle by design,
N∗ > N , and are all to be utilized for DSR and forecasting, then the gating network needs to be
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modified architecturally such that it can receive N = N∗ dimensional context signals. To allow for
this without changing the 3d DS training corpus, observations x ∈ R3 were embedded into a higher
dimensional N > 3 space using a nonlinear transformation of the form

x̃ = femb(x) =
[
xT tanh(Ax)T

]T ∈ RN , (25)

where the entries in A ∈ RE×3 are chosen randomly from aij ∼ U(−1, 1), yielding an embedding
dimension of N = 3 + E. DynaMix is then retrained on the embedded and standardized original
34 DS training set. Note that this embedding does not change the nature of the dynamics of the
trained-on systems in any way, because femb is an instantaneous (time-independent) transform that is
only applied posthoc (after the DS has been simulated). It essentially places trajectories onto a 3d
manifold embedded within an N dimensional ambient space. Note that this yields a general recipe
for any desired N .

As shown in Fig. 34 and Table 2, using this embedding DynaMix is able to generalize to all 6d of the
Lorenz-96 system, although only trained on 3d systems, while all time series foundation models fail.

0
1
2
3
4
5

Di
m

en
sio

ns

DynaMix

0
1
2
3
4
5

Di
m

en
sio

ns

Chronos T5 Base

0
1
2
3
4
5

Di
m

en
sio

ns

Mamba4Cast

0
1
2
3
4
5

Di
m

en
sio

ns

Tiny-Time-Mixers

0 1000 2000 3000 4000 5000
Time Steps

0
1
2
3
4
5

Di
m

en
sio

ns

TimesFM

Figure 34: Comparison of zero-shot forecasting of 6d Lorenz-96 system by DynaMix vs. different
TS foundation models. The black line indicates the transition between context and forecast.

Table 2: Zero-shot DSR performance across 5 different Lorenz-96 trajectories for DynaMix and
various TS foundation models for context length TC = 4000. Median±MAD of Dstsp (geometrical
disagreement), DH (temporal disagreement), and MASE (short-term prediction error).

Model Dstsp DH MASE

DynaMix 1.93± 0.08 0.07± 0.00 1.02± 0.06
Chronos-t5-base 12.74± 1.18 0.37± 0.06 2.44± 1.30
Mamba4Cast 13.34± 0.36 0.70± 0.00 2.93± 0.45
TTM 14.54± 0.02 0.26± 0.02 4.00± 0.49
TimesFM 11.00± 0.18 0.67± 0.01 4.82± 0.56
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A.7 Comparison of DynaMix to custom-trained DSR models

To put DynaMix’ zero-shot DSR performance further into context, we compared it to different SOTA
DSR models explicitly trained on the respective context data. Note that for the custom-trained models
– unlike DynaMix – this constitutes a form of in-domain generalization, as the context signal and the
forecast come from the same ergodic distribution. For these reasons, it is also difficult to establish a
fair comparison, since hyper-parameters of the custom-trained models could be arbitrarily fine-tuned
on the in-domain data (with often better results as the model size is further increased, indicating
a tendency toward over-fitting). For the comparisons performed in here, we therefore decided to
mainly rely on previously reported hyper-parameter settings, which often were already fine-tuned for
evaluation on similar DS, without additional fine-tuning (which we did not do for DynaMix either).

Our first comparison model is the same AL-RNN used for DynaMix’ experts (with ≈ 500 trainable
parameters), i.e. given by eq. 1. Training was performed as in Brenner et al. [7], and hyperparameter
settings, as collected in Table 3, followed those in the original paper.

Table 3: Hyperparameter settings of custom AL-RNN.

Hyperparameter Setting
M 20
P 8 (Lorenz-96: 14)
τ 16
T 200
batch size 16
ηstart 10−3

ηend 10−5

epochs 2000

As another SOTA DSR model we trained Neural-ODEs [17], using the same type of MLP architecture,
training setup, and same hyper-parameter settings as in [37], see Table 4. With this, the total number of
trainable parameters is already more than twice (!) than that used for DynaMix (≈ 10k), and exceeded
the number of data points (≤ 4k) manifold. Indeed, results became worse with less parameters,
potentially indicating that Neural-ODEs particularly struggle on the short training segments.

Table 4: Hyperparameter settings of custom Neural-ODEs.

Hyperparameter Setting
hidden layer [100, 100, 100]
activation ReLU
T 30
batch size 32
ODE solver Tsit5
ηstart 10−3

ηend 10−5

epochs 100000

Finally, Reservoir Computers (RCs) are widely used for DSR. Here we employed the architecture
provided in Patel and Ott [65], trained as in Göring et al. [37] and using the same hyper-parameter
settings, summarized in Table 5. Note that this endows RCs with about 25× more parameters in total,
of which ≤ 3k were trainable, than DynaMix had at its disposal.
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Table 5: Hyperparameter settings of custom Reservoir Computer.

Hyperparameter Setting
M 500
ρ 1.0
α 0.7
σ 0.2
β 0.5

With these settings, performance results in Tables 6 and 7 indicate that DynaMix is within the
same ballpark as the custom-trained DSR models, in contrast to all the TS foundation models. For
the empirical time series, Table 8, DynaMix sometimes even seems to have an advantage over
custom-trained models, potentially because it makes more efficient use of the relatively short context
time series (for a fair comparison, custom-trained models were provided with the same positional
embedding as DynaMix; using a standard delay embedding in 3d for the custom-trained models
actually produced worse results). At the same time, DynaMix admits orders of magnitude faster
inference times (see Fig. 5) and performs true out-of-domain generalization without parameter
fine-tuning.

Table 6: Performance of DynaMix and custom trained DSR models across all 54 test set DS.
Median±MAD of geometrical divergence (Dstsp), long-term temporal distance (DH ), and forecast
error (MASE).

Model Dstsp DH MASE

DynaMix 3.8± 1.4 0.16± 0.06 0.35± 0.17
AL-RNN 3.86± 2.48 0.08± 0.06 0.47± 0.23
Neural-ODE 3.43± 2.05 0.09± 0.04 0.18± 0.13
RC 1.33± 0.99 0.08± 0.07 0.86± 0.37

Table 7: Performance of DynaMix and custom trained DSR models across 5 different Lorenz-96
trajectories. Median±MAD of geometrical divergence (Dstsp), long-term temporal distance (DH ),
and forecast error (MASE).

Model Dstsp DH MASE

DynaMix 1.93± 0.08 0.07± 0.00 1.02± 0.06
AL-RNN 2.12± 0.18 0.15± 0.03 0.83± 0.29
Neural-ODE 0.76± 0.06 0.06± 0.01 0.34± 0.16
RC 1.26± 0.51 0.13± 0.08 1.10± 0.42

Table 8: Performance comparison on empirical time series in terms of geometrical divergence (Dstsp),
long-term temporal distance (DH ), and forecast error (MAE). Best in red, second-best in blue.

System DynaMix AL-RNN RC Neural-ODE
Dstsp DH MAE Dstsp DH MAE Dstsp DH MAE Dstsp DH MAE

ETTh1 0.22 0.08 4.92 0.26 0.08 6.82 0.60 0.75 44.41 0.70 0.09 4.55
Traffic 0.81 0.21 6.93 0.95 0.13 7.29 0.19 0.70 7.08 0.85 0.17 5.03
Cloud Requests 0.27 0.14 161.58 0.19 0.20 529.91 0.24 0.19 587.35 0.37 0.30 172.61
Weather (Temp.) 0.66 0.09 2.24 0.53 0.11 2.08 1.20 0.11 2.50 0.65 0.11 2.23
Weather (Press.) 0.39 0.19 9.03 0.28 0.41 8.84 0.55 0.45 61.31 1.13 0.34 11.08
Human fMRI 0.17 0.09 0.45 0.10 0.11 1.33 0.16 0.19 0.95 0.23 0.06 0.78
Human EEG 0.79 0.23 1.07 0.23 0.44 0.70 1.80 0.55 0.89 1.23 0.26 0.91
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