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Abstract

Large language model (LLM)-based education technology
(edtech) is increasingly being developed and deployed with
the goal of improving both learning outcomes and teaching
processes. Given the newness of this technology, potential
downstream impacts of its use in education are understud-
ied. While we believe that educators should be centered in
the development of edtech, they often have limited recourse
to interrogate tools they are being asked to introduce to their
classrooms. To address this, we are developing a method to
measure potential harms from chatbot tutors that is accessi-
ble to and replicable by educators. Specifically, we propose a
method for measuring to what extent a chatbot tutor’s an-
swer quality varies based on the stated or perceived iden-
tity of the student prompting the bot. An explicit benefit
of chatbot tutors is that they are able to personalize their re-
sponses to an individual student. However, if personalization
results in responses that vary in their correctness or relevance
across students, this represents a potential bias that could lead
to disparities in learning outcomes. We aim to provide a sim-
ple and inexpensive method to quantify and potentially miti-
gate these biases. Our goal is to develop an approach that
centers educators, providing them with more understand-
ing of and autonomy over LLM-based edtech.

Introduction
Over the past year, edtech companies have developed prod-
ucts that use LLMs to provide personalized tutoring to stu-
dents (Khan 2023; hundrED 2023). Many of these tools are
already being used in classrooms – despite the fact that their
long-term impacts in educational contexts are largely un-
known. Several frameworks have recently been proposed for
ethical development and use of AI-based edtech. The US
Department of Education, for example, emphasizes the im-
portance of centering educators and evidence-based peda-
gogies, but does not propose concrete enforcement mecha-
nisms for accomplishing this (Cardona, Rodrı́guez, and Ish-
mael 2023). Where enforcement mechanisms have been pro-
posed, they have focused more on economic incentives than
on regulation. For example, the Institute for Ethical AI in
Education proposes that procurers of AI-based edtech must
“insist that suppliers provide relevant information” about a
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tool’s alignment with educational goals, equity, autonomy,
privacy, explainability, and ethical design processes (IEAIE
2021). Evaluation itself is left to the developers. In many
ways, this makes sense: evaluation is often time-consuming,
expensive, and complex. Developers are likely to possess the
necessary time and resources which educators may not. On
the other hand, this approach threatens educators’ autonomy
over the tools deployed in their own classrooms—they will
likely not have full control over or understanding of the ex-
planations provided by edtech providers.

We take a first step to addressing this issue by proposing
a method for measuring bias in LLM-based chatbot tutors.
Specifically, we provide a simple and inexpensive method
to determine the extent to which chatbot answer quality
varies based on the stated or perceived identity of the stu-
dent prompting the bot. Our goal is to develop an approach
that is accessible to and centers the needs of educators.

Measuring Quality of Chatbot Responses
A primary goal of LLM-based chatbot tutors is personal-
ization. In tutoring interactions, students submit prompts
(phrases, questions, or instructions) and chatbots provide re-
sponses. Students with semantically identical prompts might
be best served with responses of different languages, read-
ing levels, or motivating real-world contexts. At the same
time, the quality of response should be consistent student-
to-student. In particular, the correctness and relevance of a
response should not vary based on the perceived identity1

of the student interacting with it. To assess this, we pro-
pose a method consisting of two components: (1) a set of
prompts to elicit chatbot responses of an objectively quan-
tifiable quality coupled with automated checks for assess-
ing that quality; and (2) a function to restate a prompt into
a diverse set of voices.

Automatic Quality Checks
As a first step, our method requires the identification of a
set of prompts and corresponding metrics that can be used
to automatically assess response quality. Automation is cru-
cial because individual educators will likely not have the re-
sources to manually assess the quality of responses (vs. Wal-

1Based on explicit statements of identity or implicit identity
matching from linguistic patterns given in the prompt.



ters and Wilder 2023; Omiye et al. 2023); similarly, we fo-
cus on small-scale (i.e. low-cost and low-time) assessments
(vs. Liang et al. 2023) that do not require significant techni-
cal expertise (vs. Ghosh and Caliskan 2023). We also focus
on objective measures, avoiding more subjective approaches
such as using a separate LLM to assess answer quality (vs.
Magooda et al. 2023). For example, if a user asks for sources
to learn more about a topic, the quality of the response can
be (partially) defined according to how many of the pro-
vided sources exist. The length of a response (e.g. number
of sources, number of overall tokens) provided in a response
can be used as a measure of quality as well.

Semantically Identical Prompts in Diverse Voices

We are exploring prompt engineering methods through
which educators can use GPT to restate a prompt into di-
verse student voices. We outline initial findings below.

Figure 1: Representative responses (right column) to multiple sets
of system instructions (left column) fed into GPT in order to gener-
ate prompt (top) restatement in a voice corresponding to a student
who speaks in African American English (AAE). Rows 1-3 (red)
are discussed in Finding 1 below; Row 4 (yellow) is discussed in
Finding 2, and Rows 5-6 (green) are discussed in Finding 3.

1. When asked to mimic an identity or dialect, GPT re-
lies on potentially inaccurate or harmful stereotypes. In
Fig. 1, Rows 1-3, GPT introduces not only the expected
grammatical patterns, but also (dated) slang: ‘dope’ and ‘yo,’
for example. We also experimented with providing GPT
with seed text, which we define as a small amount (ap-
prox. 3000 characters) of text written in the target voice,

provided via the system instructions.2 When presented with
seed text, GPT not only reproduced the slang from the text,
but also sometimes introduced other, stereotypical slang
even if it was not present in the seed text.

2. Fine-tuning requires too much time, money, and data.
Fine-tuning requires pairs of user prompts and system re-
sponses that are representative of desired behavior. This data
is not likely to be available in practice, especially in the vol-
ume needed. Fig. 1, Row 4, for example, shows poor results
from a model fine-tuned on 100 user-system pairs.3 Even
with the small amount of data, the model took over 12 min-
utes to train, suggesting that separate fine-tuned models for
each student in a class will be infeasible.

3. GPT can reproduce language patterns given seed text
and guardrails. The most straightforward approach to re-
stating a prompt using different language patterns (e.g. the
habitual ‘be’ in AAE) is to explicitly list those patterns
(Fig. 1, Row 5). In practice, however, this would require
significant pre-processing to identify those patterns in the
first place. Fortunately, similar performance is achievable by
simply asking GPT to replicate patterns present in only a
small amount of seed text and adding guardrails requesting
no changes to the meaning of the prompt to avoid the stereo-
typing issues discussed above (Fig. 1, Row 6). While this
may seem complex, it simply requires educators to provide
seed text (for example, an essay) for each student.

Future Work
A Replicable Method. Our immediate next step is to de-
velop a set of functions that automate the approach de-
scribed above. As part of this work, we will explore whether
techniques from query expansion can be used to further in-
crease the set of semantically equivalent prompts generated
(Carpineto and Romano 2012). We aim to make this func-
tionality freely available on GitHub.

Audit. Following the completion of our codebase, we will
conduct a case study in which we assess the quality of GPT’s
responses to semantically equivalent prompts to determine
whether chatbot tutors built on GPT may display biases
based on the perceived identity of students prompting them.

Incorporating Students. Students, too, should have au-
tonomy and understanding over the tools used in their class-
rooms. We will therefore explore how our approadch can
adapt to directly incorporate students. An in-class activity
could see students providing prompts written in their indi-
vidual voices. Students could also provide their own ratings
of the perceived quality of their chatbot responses.

Validation Through Interviews. Finally, we plan to con-
duct interviews with educators to validate and improve our
approach. More broadly, we will seek to understand how
educators are anticipating, observing, and accounting for
potential harms from LLMs in education, thereby suggest-
ing areas for future development of educator-centered ap-
proaches to measuring harms from LLM-based edtech.

2We used (Blodgett, Green, and O’Connor 2016) as seed text.
3We used (Groenwold et al. 2020) as fine-tuning data.
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