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Semantic and Temporal Inconsistency

Figure 1: Video translation results (VIPER→Cityscapes).We empirically observe that previous state-of-the-artmethods suffer
from two main issues: 1) semantic label inconsistency and 2) temporal inconsistency. The proposed framework is robust to
semantic label flipping and temporal flickering artifacts. Best viewed in color.

ABSTRACT
In this paper, we investigate the problem of unpaired video-to-video
translation. Given a video in the source domain, we aim to learn the
conditional distribution of the corresponding video in the target
domain, without seeing any pairs of corresponding videos. While
significant progress has been made in the unpaired translation of
images, directly applying these methods to an input video leads
to low visual quality due to the additional time dimension. In par-
ticular, previous methods suffer from semantic inconsistency (i.e.,
semantic label flipping) and temporal flickering artifacts. To allevi-
ate these issues, we propose a new framework that is composed of
carefully-designed generators and discriminators, coupled with two
core objective functions: 1) content preserving loss and 2) temporal
consistency loss. Extensive qualitative and quantitative evaluations
demonstrate the superior performance of the proposed method
against previous approaches. We further apply our framework to a
domain adaptation task and achieve favorable results.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
MM ’19, October 21–25, 2019, Nice, France
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6889-6/19/10. . . $15.00
https://doi.org/10.1145/3343031.3350864

CCS CONCEPTS
• Computing methodologies → Computer vision; Scene un-
derstanding.

KEYWORDS
unpaired video-to-video translation, semantic and temporal consis-
tency, domain adaptation
ACM Reference Format:
Kwanyong Park1, Sanghyun Woo1, Dahun Kim1, Donghyeon Cho2, In So
Kweon1. 2019. Preserving Semantic and Temporal Consistency for Unpaired
Video-to-Video Translation. In Proceedings of the 27th ACM International
Conference on Multimedia (MM ’19), October 21–25, 2019, Nice, France. ACM,
New York, NY, USA, 10 pages. https://doi.org/10.1145/3343031.3350864

1 INTRODUCTION
Cross-domain video-to-video translation has a wide range of ap-
plications in computer vision, robotics, and graphics tasks. This
technology is particularly effective for modeling visual domains
where capturing or labeling real-world data is expensive, e.g., when
creating the visual dynamics for human demonstrations that teach
robots, or for labeling self-driving scenes with lower amounts of
real data. When direct mapping between data points in the source
and target domains is available, cross-domain translation can be
solved by a simple regression [14] or a conditional generative for-
mulation [14]. However, creating such paired (i.e. aligned) datasets
is neither practical nor scalable in real-world scenarios. In this pa-
per, we deal with a more practical and challenging setting where
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such direct supervision is not available. We aim to translate a video
from a synthetic domain to a real-world domain in the absence of a
paired training dataset: unpaired video-to-video translation.

Despite the great amount of progress that has been made on
the unpaired image translation problem [10, 12, 19, 41], it is still
challenging to extend these methods to its video counterpart. A
straightforward way to perform unpaired video-to-video transla-
tion is to apply a per-image translation to each frame. However,
this naive approach has several limitations. First, the 2D based
constraints prevent the use of video dynamics, which is a valu-
able training signal for video translation models [1]. Second, it
inevitably generates temporal inconsistencies and causes severe
flickering artifacts. In general, original/new content should not
abruptly disappear/appear in the video (i.e., flickering artifacts).
However, previous approaches clearly suffer from this problem, as
shown in Figure 1 (b) and (c); the contents significantly varies over
time.

Recently, there have been some attempts to utilize temporal
constraints in generating videos. Lai et al. [17] designed a deep
network to post-process per-frame generated videos to temporally
smooth videos. We build our baseline method by combining this
post-processing method with a state-of-the-art per-frame transla-
tion method. Experiments show that our proposed method outper-
forms this strong baseline. Bansal et al. [1] proposed the Recycle-
GAN framework for unpaired video translation. While sharing a
similar goal, we empirically observed their limitations. First, their
method frequently fails to maintain the semantic of the scene parts
before and after translation. For example, it sometimes translates the
pixels in the sky region into the building structure when translating
between VIPER and Cityscapes videos (see Figure 1 (d)). Another
limitation is the temporally unstable and blurry video results.

In this work, we introduce a new framework for unpaired video-
to-video translation. Our goal is to learn video translation between
two unpaired domains, such that the video results are semantically
consistent with the original content, as well as temporally smooth.
Our generator is trained with two complementary objective func-
tions: 1) content preserving loss and 2) temporal consistency loss.
Following the generator is a fusion block where the pixels that are
newly generated and the pixels that are warped from the previous
output frame are adaptively combined to produce the final output
frame. Intuitively, re-using the warped pixels leads to more stable
video results than generating all pixels from scratch for every frame
(e.g., as in RecycleGAN [1]). The fusion algorithm is trained using
both content preserving loss and temporal consistency loss. Jointly
using these losses not only enforces semantic and temporal consis-
tency, but it also compensates the intrinsic error in predicted flow
(e.g., flow from the FlowNet [13]). By using translated video results
that are semantically and temporally consistent, our framework
greatly boosts the semantic segmentation performances in domain
adaptation setting as well.

Our main contributions can be summarized as follows:

• We propose a unified framework for unpaired video-to-video
translation. The proposed model is composed of carefully-
designed generators and discriminators that are coupledwith
two core objective functions: 1) content preserving and 2)
temporal consistent generation.

• To the best of our knowledge, this is the first work that
introduces optical flow into unsupervised video translation.

• We conduct extensive qualitative and quantitative evalua-
tions and show the efficacy of our framework. Moreover, we
show our framework produces favorable results on a domain
adaptation task.

2 RELATEDWORKS
2.1 Generative Adversarial Networks (GANs)
In GAN [9] training, a generator and a discriminator play a zero-
sum game. The generator is trained to fool the discriminator and
produces realistic synthetic data so that the discriminator cannot
distinguish between the synthesized and real data. Previous works
have successfully applied GAN framework to various applications
such as image generation [4, 22, 39], image editing [27, 40] and
feature learning [5, 26]. A variety of works, in fact, have adopted
the conditional GAN framework [14] for these image-to-image
translation problems. Recent approaches have been proposed to
deal with the video translation problem [33], but they require the
training data of input-output video pairs, which is extremely ex-
pensive or unavailable in most real-world scenarios. Lines of work
also exist with unpaired settings, where the training pairs are not
given [2, 5, 7, 19, 28, 29, 36, 41]. Liu et al. [19] proposed the UNIT
framework, which assumes a shared latent space such that image
pairs in two domains are mapped to the same latent code. Zhu et
al. [41] suggested the use of the cycle-consistency constraint in an
adversarial learning framework. This enforces the inverse mapping
from the target domain to the source domain to produce an image
identical to the original source image. The authors show that the
cycle-consistency constraint can achieve compelling translation
results without expensive manual labeling ( i.e., unpaired data).
Variants of this CycleGAN have been proposed in the spatial do-
main [10], but they consider only the spatial information while
ignoring the temporal dynamics. Bansal et al. [1] proposed the
ReCycleGAN framework that utilizes both spatial and temporal
constraints. However, we observe semantic inconsistency (i.e., se-
mantic label flipping) in their translation results. Based on the cycle
consistency method [41], we take an important next step in video
translation by overcoming the two main limitations of the previous
methods: (1) semantically incorrect translation, and (2) temporal
inconsistency.

2.2 Video Synthesis
The use of GAN also provides a way of synthesizing videos and
temporal information. TGAN [24] used a temporal generator and an
image generator that generates a set of latent variables and image
sequences, respectively. Similarly, MoCoGAN [30] decomposed the
latent space to motion and content and used a recurrent neural
network to generate a sequence of motion codes. These methods
often produce short-length and low-resolution videos.

Given a reference painting, video style transfer models [3] are
trained to transfer the reference style into an input video. The
video prediction task aims to predict future frames conditioning
on the given frames, which is also related to our task. Many of
these models [8, 20] are trained with simple L1/L2 reconstruction
losses. Hence, they fail to produce long-duration videos and often
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Figure 2: Overview of recurrent generator. Our network takes in current, previous source frames (xS,t ,xS,t−1) and the previ-
ously generated frame (x̂T ,t−1) as an input. The generator then translates input frames to target-like source frame (x̂T ,t ). We
employ recurrent feedback (i.e. flow estimator and fusion block) to blend the warped pixels and the newly synthesized pixels
smoothly.

generate blurry videos due to the regress-to-the-mean problem. Our
approach is different in that we do not attempt to predict future
camera or object motions.

There are some special cases which can also be considered as
the video synthesis problem such as video super-resolution [25,
35], video manipulating [18], video decaptioning [15], and video
inpainting [16, 32]. However, these methods depend on problem-
specific designs and constraints, and thus do not likely generalize
to other cross-domain translation problems.

3 METHOD
Given a source set XS consisting of a temporally ordered frame
sequence xS := {xS,1,xS,2, ...,xS,t , ...} (xS ∈ XS ) and a target
set XT consisting of xT := {xT ,1,xT ,2, ...,xT ,t , ...} (xT ∈ XT ), we
consider an unpaired setting where no information is provided as to
which xS matches which xT . The goal is to learn amapping between
videos of the two domains ( i.e., the source and target). While
existing per-frame approaches do not use temporal information,
we take advantage of the temporal flow in a video sequence. The
proposed framework and learning objectives are detailed below.

3.1 Recurrent Generator
We design a recurrent generatorGS→T that sequentially translates
input video frames from a source domain, i.e.xS , to a target do-
main, i.e. ˆxT . The overview of the proposed generator is shown in
Figure 2. This modelG consists of three sub-modules: an image gen-
erator IS→T , a flow estimator, and a fusion block. We employ the
markovian assumption so that the generation of the t-th frame x̂T ,t
depends only on 1) the current input frame xS,t , 2) the previous
input frame xS,t−1, and 3) the previous output frame x̂T ,t−1.

x̂T ,t = GS→T (xS,t ,xS,t−1, x̂T ,t−1). (1)

The whole video output ˆxT is obtained by applying GS→T (·)
sequentially in an auto-regressive manner. For each time step, the
image generator IS→T takes a current source frame xS,t as input
and outputs a translated frame I (xS,t ) which we consider as an
intermediate result.

In order to capitalize on temporal flow in the videos, we design
our framework to connect between different time steps. For each
time step, a flow estimator computes the optical flow between two
consecutive frames xS,t−1, and xS,t . The computed flow field is
used to warp the previous output frame x̂T ,t−1 onto the current
time step. As a flow estimator, we adopt FlowNet2 [13] which is
pre-trained on the synthetic FlyingChairs and FlyingThings 3D
datasets [6, 21].

Although this stage of temporal warping borrows traceable pix-
els from the previous output frames, there are still pixel regions
that have to remain untouched. In particular, the flow estimation
is not reliable for pixels at occlusions or newly appeared scene
parts, so these pixels have to be newly synthesized by the image
generator. To combine these two cases in a learnable manner, we
introduce a fusion block. Our fusion block learns to regress this
soft mask which adaptively blends the warped pixels and generated
pixels into one frame. In other words, the fusion block(F ) computes
a one-channel soft fusion mask(m) to combine the previous warped
frameW (x̂T ,t−1) and the current synthesized frame I (x̂S,t ). The
block takes the absolute difference between the two frames and
outputs the fusion mask. This can be formulated as:

m = F (I (x̂S,t ) −W (x̂T ,t−1)),
x̂T ,t =m. ∗W (x̂T ,t−1) + (1 −m). ∗ I (x̂S,t ),

(2)

where .* is an element-wise multiplication operator. The value of
the mask varies between 0 and 1. For the pixels that are warped
from the previous frame are encouraged to be reused if they are
traceable and reliable (the mask value tends to be 1). This temporal
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Figure 3: Different cycle-consistency constraints. (a) CycleGAN: [41] proposed the use of cycle-consistency loss to deal with the
problem of unpaired data setting. The approach however only considers independent 2D images. (b) RecycleGAN: [1] firstly
proposed the use of temporal cues in videos. For video generation, however, the approach only considers one dimension,
e.g.GS→T or PY , which is ineffective. Moreover, because the approach requires a learnable temporal predictor, P , this imposes
an optimization difficulty. (c) Instead of using a future frame predictor, we use optical flow to warp the previously generated
frame and combine it with the currently translated frame softly. Such an approach not only produces videos of better visual
quality but also effectively imposes a spatio-temporal constraint.

warping supports temporal coherence by connecting pixels over
time steps. On the other hand, the remaining pixels are encouraged
to take their value from the newly synthesized frame I (xS,t ) (the
mask value tends to be 0).

3.2 GAN Loss
We apply an adversarial learning strategy [9] to train our model
GS→T (or IS→T ). We note that the GAN loss for I is omitted for
clarity. We train the generator GS→T with a discriminator DT that
is adversarially trained to distinguish between real samples of xT
and generated samples x̂T . The corresponding loss function is

min
G

max
D

Lдan,f orward (G,D) =xT ∼XT [loдD(xT ,t )]

+xS∼XS [loд(1 − D(G(xS,t ,xS,t−1, x̂T ,t−1)))].
(3)

Note that the objective function does not require paired data
and only requires access to samples from source domain {XS } and
target domain {XT }. Different subscripts {S} and {T } are used to
emphasize the unpaired setting. This objective function encourages
the generated samples GS→T (·) to be indistinguishable to data
distribution drawn from XT .

3.3 Spatio-temporal Cycle-consistency Loss
We employ a cycle-consistency constraint in our method [41]. First,
we introduce another generator that maps from target to source,
GT→S (or IT→S ), and train it similar toGS→T (or IS→T ). At the first
input frame, xS,1, our framework uses an image generator, IS→T .
Thus, we adopt 2D a cycle-consistency constraint [41] (see Figure 3
(a)):

L2Dcyc (IS→T , IT→S )
=xS∼XS [| |IT→S (IS→T (xS,1)) − xS,1 | |1]
+xT ∼XT [| |IS→T (IT→S (xT ,1)) − xT ,1 | |1].

(4)

Given the previously generated frame, we now impose a new
cycle-consistency constraint which regularizes the mapping across
domains as well as over time (see Figure 3 (c)):

L3Dcyc (GS→T ,GT→S )
=xS∼XS [| |GT→S (GS→T (xS,t ,xS,t−1, x̂T ,t−1)) − xS,t | |1]
+xT ∼XT [| |GS→T (GT→S (xT ,t ,xT ,t−1, x̂S,t−1)) − xT ,t | |1].

(5)

For simplicity, note that (x̂T ,t−1,xS,t−1) and (x̂S,t−1,xT ,t−1)
are omitted in the backward mapping functions, GT→S and
GS→T , respectively. This loss essentially imposes a spatio-
temporal constraint on the forward/backward mappings so that
GT→S (GS→T (·)) ≃ xS , and similarly, GS→T (GT→S (·)) ≃ xT .

We compare our approach with existing CycleGAN-based meth-
ods in Figure 3. For the forward mapping, we use optical flow
extracted from the input frames to warp and combine the previous
output frame with the current generated frame through the fusion
block. The intermediate output, x̂T ,t , is then mapped backward
symmetrically with the forward mapping. Here, we use the same
flow used in the forward mapping. We enforce cycle consistency on
the final output. To the best of our knowledge, our approach is the
first use-case of optical flow in an unsupervised video translation
setting. Our experiments show that the warping enables the re-use
of the pixels from the previous output, and this yields better video
results than the RecycleGAN [1] method which directly predicts
all pixels / frames from scratch.

3.4 Content Preserving Loss
The original contents (i.e.semantic labels) in a video tend to be mis-
translated by existing CycleGAN-based frameworks [1, 41]. Indeed,
conventional cycle-consistency does not necessarily guarantee the
translation to be semantically consistent. This is because it does
not consider any semantic correspondence during the translation,
and thus the system can achieve perfect cycle-consistency (i.e.,
LCYC = 0) only if the inverse mapping recovers the original con-
tents, regardless of how incorrect the forward mapping was.

In order to mitigate this label flipping problem, we adopt the
content preservation constraint [10, 28, 29]. Given a content extrac-
tor (e.g., VGGNet), we minimize the difference between the content



of the original frame and its translation. We also apply instance
normalization [11, 31] before computing the feature distance, in
order to wash out the style components, which leaves only content.

Lcont (GS→T ,GT→S ,VGG)
= | |IN (VGG(GS→T (xS,t ,xS,t−1, x̂T ,t−1))) − IN (VGG(xS,t ))| |2
+| |IN (VGG(GT→S (xT ,t ,xT ,t−1, x̂S,t−1))) − IN (VGG(xT ,t ))| |2.

(6)

IN (·) and VGG(·) indicate instance normalization [11, 31] and
VGGNet respectively. We take the feature map of the 5_3 th layer
of VGG. By adding the above loss, we encourage the video frames
to have the same semantics before and after the translations. Note
that, because our formulation neither need the source domain label
to exist nor use any of them during training, it is a more relaxed and
general formulation compared to the previously proposed semantic
loss in CyCADA [10]. We empirically verify its effectiveness in the
experimental section. We omitted the content preserving loss of I
for clarity.

3.5 Temporal Consistency Loss
To reduce temporal flickering artifacts and false discontinuities in
the video results, we employ a recurrence stream in the generator
and train our model with flow warping loss. Note that, temporal
dynamics of the translated videos should resemble those of the
source videos. Thus, the temporal consistency loss of Ltemp is
defined as

Ltemp =

K∑
t=2

Ot⇒t−1


x̂T ,t −Wt⇒t−1(x̂T ,t−1)




1 , (7)

where Ot⇒t−1 = exp(−α | |xS,t −W (xS,t−1)| |2) denotes the occlu-
sion mask which is calculated from the warping error between the
input source frame xS,t and the warped source frameW (xS,t−1).
Here, we set α = 50. TheW denotes the flow warping operation.
We extract the backward flow from consecutive source frames
xS,t−1,xS,t using FlowNet2 [13] on-the-fly during training. We use
the bilinear sampling layer to warp frames and set the number of
recurrences to 3 (K = 3).

3.6 Full objective
Taking all the loss terms, our total loss function is as follows:

L = Lдan,f orward + Lдan,backward

+λcyc (L2Dcyc + L3Dcyc ) + λcontLcont + λtempLtemp ,
(8)

where the λcyc , λcont , λtemp denote weighting coefficients. The
total loss objective enforces both semantic consistency and temporal
consistency in the video results and thus is robust to semantic label
flipping problem and temporal flicker artifacts.

3.7 Training
During training, the weighting coefficients λcyc , λcont ,and λtemp
are set to 10, 1, and 10 respectively. The resolution of the frames
for all the experiments are set to 256 × 512. We adopt temporal
flipping for data augmentation. During training, we randomly re-
trieve 3 consecutive frames from the training videos to compute the

temporal warping loss. We use the same network architecture for
Gs→t , and Gt→s . The discriminator networks consist of a 70 × 70
PatchGAN [14] that is used to classify 70 × 70 image pixels as real
or fake.

3.8 Testing
At the first frame, we use an image generator to produce the trans-
lated result. This output is then fed into the recurrent generator by
a feedback connection so that the generation is coherent with the
past prediction.

4 EXPERIMENTS
We use the VIPER dataset [23] extracted from the game Grand Theft
Auto V as our source domain. As the target domain, we use the
Cityscapes dataset, from which we used 2975 videos, each with 30
frames. Therefore, we train our model to translate a video from
VIPER to that of the Cityscapes dataset. For some semantic cate-
gories, that are only present in Cityscapes but not in the VIPER
dataset, e.g.wall and rider, we ignore these classes in the label trans-
fer for evaluation. We compare our method with the state-of-the-art
baseline methods both quantitatively and qualitatively. Finally, we
demonstrate the applicability of our framework on the domain
adaption setting.

Baselines. We compare our approach to the following five base-
lines. For the per-frame methods [10, 41], we build their temporally
extended versions by running a post processing method [17] on
their video results. We run their test codes with our testing videos.

• CycleGAN [41]: The state-of-the-art unpaired image-to-
image translation method. We run their method in a frame-
by-frame manner to perform video translation.

• CyCADA [10]: They introduce semantic loss in translation
for image-based domain adaptation. Unlike their original
implementation, we include semantic loss to improve their
semantic segmentation performance to build this baseline.
This baseline is run in a frame-by-frame manner.

• RecycleGAN [1]: The state-of-the-art unpaired video-to-
video translation approach.

• CycleGAN [41] + Blind Temporal Consistency(BT) [17]: We
post-process CycleGAN results for temporal consistency.

• CyCADA [10] + Blind Temporal Consistency(BT) [17]: We
post-process CycleGAN results for temporal consistency.

4.1 Qualitative Results
In Figure 4, we show three examples (i.e. examples of two forward
and one backward mapping) to visually compare our video results
with the baseline methods. We sampled the translated video frames
consecutively. We include red boxes when there was semantic and
temporal inconsistency in the video frames.

We can observe that the previous methods all suffer from both
temporal flicker artifacts and semantic label flipping problem. Com-
pared to the previous approaches, our framework effectively re-
duces both issues.
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Figure 4: Qualitative Results. We sampled the translated video frames consecutively. We indicate red box for semantic and
temporal inconsistency of video frames. We can see that previous approaches suffer from both the semantic label flipping
problem and the temporal inconsistent generation. Instead, our framework successfully resolves both issues. Best viewed in
color.



(a) No temporal consistency loss (b) No content preserving loss (c) Ours

Figure 5: Ablation studies. Each row shows three input frames, translated frames, and corresponding fusionmasks respectively.
Best viewed in color.

4.2 Semantic Consistency
We adopt the same evaluation protocol as the previous work [34],
which suggested that a well-translated frame from source to tar-
get domain will work as an indistinguishable input for a network
that has been trained on target domain data. More specifically, if
the video translation from VIPER to Cityscapes was successful,
the semantic segmentation network that has been trained on the
Cityscapes dataset will perform well on the translated frames. We
use three metrics to evaluate the semantic segmentation perfor-
mance: mean intersection-over-union (mIOU), frequency weighted
intersection-over-union (fwIoU), and pixel accuracy. We use an
off-the-shelf Cityscapes-pretrained segmenter, PSPNet [38], in this
experiment. Our model and all other baselines share the same train-
ing dataset, and the pretrained PSPNet is run on their translation
results of test set. As shown in Table 1, our model outperforms all
baselines in all evaluation metrics. This indicates that our method
translates the source frames closest toward the distribution of the
target domain, i.e.Cityscapes, while maintaining the best semantic
consistency during translation.

4.3 Temporal Consistency
We investigate the temporal consistency of the video results. In prac-
tice, we measure the temporal error of a translated video sequence,
which is the average pixel-wise Euclidean color difference between
consecutive frames. We use groundtruth optical flows in the VIPER
dataset to warp the images. Table 2 shows that the temporal er-
ror is significantly reduced compared to the other methods. Note
that enforcing temporal consistency in post-processing [17] only
reduces the temporal warping error and does not ensure semantic
consistency (see Table 1). On the contrary, because our method
spatio-temporally regularizes the translation all at once, the results
are consistent both semantically and temporally, showing the best
results in Table 1 and Table 2.

4.4 Ablation studies
We run ablation studies to demonstrate the effects of the two pro-
posed objective functions: 1) content preserving loss and 2) tem-
poral consistency loss. We compute semantic segmentation scores

mIOU fwIOU Pixel acc.
CycleGAN [41] 25.54 49.73 65.07
CycleGAN [41] +BT [17] 26.07 49.41 64.87
CyCADA [10] 30.75 58.81 72.71
CyCADA [10] +BT [17] 30.58 57.04 71.38
RecycleGAN [1] 25.10 48.85 64.02
Ours 35.14 65.08 77.13
PSPNet on Cityscapes 64.69 86.27 92.18

Table 1: Semantic segmentation scores on 512 × 1024 resolu-
tion.

Warping error.
CycleGAN [41] 0.002017
CycleGAN [41]+BT [17] 0.000829
CyCADA [10] 0.002003
CyCADA [10]+BT [17] 0.000945
RecycleGAN [1] 0.001640
Ours 0.000437
Oracle - Source (VIPER) 0.000264

Table 2: Flow warping errors. We evaluate the flow warping
errors of target-like source videos. We use ground-truth op-
tical flow from the VIPER dataset.

mIOU Pixel acc. Warping error.
Ours 35.14 77.13 0.000437
(-) temporal consistency 29.58 67.86 0.001241
(-) content preserving 22.09 60.04 0.001082

Table 3: Ablation studies. We compute the semantic segmen-
tation score and the flow warping loss to quantitatively de-
termine the effects of the proposed loss functions.
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Source only 6.6 3.0 44.7 0 4.9 12.7 10.6 3.6 67.0 6.1 67.8 3.7 0 14.8 0.6 0.3 0 0 0 13.0
CycleGAN [41] 81.6 18.2 59.8 0 1.0 11.3 8.1 2.8 76.4 16.7 52.3 2.9 0 51.2 4.7 1.5 0 0 0 20.5
RecycleGAN [1] 82.3 10.2 64.9 0 1.1 14.4 12.0 1.9 73.5 20.3 69.2 3.8 0 44.8 4.9 0.3 0 0 0 21.2
CyCADA [10] 84.1 22.8 65.9 0 1.5 17.0 7.4 2.2 74.2 19.8 58.5 3.1 0 50.3 3.2 6.0 0 0 0 21.9
Ours 85.8 23.9 65.1 0 5.6 9.4 15.0 2.6 76.2 26.7 76.0 8.8 0 54.9 6.5 1.0 0 0 0 24.1
Oracle - Target 94.5 65.9 84.5 17.3 27.5 45.3 43.8 56.3 86.8 38.7 87.3 65.8 40.4 79.5 19.2 15.5 3.9 21.8 59.9 50.2

Table 4: Domain adaptation results. We compared the proposedmethod to CycleGAN [41], CyCADA [10], and RecycleGAN [1].
We also experimented using only the source, as well as having data from the target domain.

and flow warping errors. To evaluate the setup, we zero out the
loss functions during training. We summarize the results in Table 3.
In both ablation setups, we observe significant performance drops.
The low scores of these setups show that two objective functions are
all important for learning a good translation. Moreover, we show
each components’ effects qualitatively in Figure 5. We observe that
the model without the temporal consistency loss misses to utilize
temporal information during training and generates temporally
unstable videos (e.g., the background content varies in Figure 5 (a)).
On the other hand, ablating the content preserving loss instead lead
to significant smearing artifacts ( Figure 5 (b)). This implies that the
content preserving loss plays an important role in compensating
the intrinsic error in the flow [13]. We clearly observe that using
both objective functions produces the best translated result. Note
that wrongly warped pixels (e.g., the traffic sign) are successfully
replaced with synthesized pixels in the fusion block.

4.5 User study results
We perform a user study to evaluate the visual quality of the trans-
lated videos. We compare our method with the state-of-the-art
baselines. We use a total of 30 translated videos: 15 videos from
the forward mapping (VIPER → Cityscapes) and the rest from the
backward mapping (Cityscapes → VIPER). In each testing case, we
first show the original input video, and then our result and the other
results on the same screen. The order of the video results is shuffled.
To ensure that a user has enough time to distinguish the difference
and make a careful judgement, we allow users to see the videos sev-
eral times. Each participant is asked to choose their most preferred
result. A total of 30 users participated in this study. We specifically
ask each participant to check for both semantic and temporal con-
sistency. The user study results are summarized in Table 5. It shows
that our method is most preferred by the participants. The complete
video results can be found in the supplementary materials.

4.6 Domain Adaptation: Segmentation
We evaluate our model in a synthetic (VIPER) to real (Cityscapes)
adaptation setting. The task is to predict semantic label maps. The
results are summarized in Table 4.

Specifically, we first translate VIPER frames into Cityscapes-like
frames using the trained generator. The semantic segmentation
model [37] is then trained using the translated frames and semantic

Q. Which one do you prefer? (%)
forward backward

CycleGAN [41] 0.22 11.33
CycleGAN [41]+BT [17] 0.89 18.0
CyCADA [10] 10.44 6.0
CyCADA [10]+BT [17] 4.67 14.0
RecycleGAN [1] 4.0 8.89
Ours 79.78 41.78

Table 5: Comparisons of user preference. forward and back-
ward indicate VIPER→Cityscapes and Cityscapes→VIPER
respectively.

labels available in the VIPER dataset. Our vanila baseline is trained
on source (VIPER) frames without any domain adaptation, and
suffers a huge performance drop. On the other hand, we observe that
our translationmethod indeed narrowed the domain gap, so that the
segmentation model trained on our translated frames outperforms
all the competitors by a large margin. We emphasize that while the
CyCADA (semantic loss) requires semantic labels from the source
domain to train their translation model, our method performs better
without relying on such extra label data for both training and
testing.

5 CONCLUSION
We propose a novel framework for unpaired video-to-video trans-
lation. Our framework enforces both semantic and temporal con-
sistency in the video results and thus is robust to semantic label
flipping problem and temporal flicker artifacts. Our video transla-
tion is trained to have correct semantic correspondences between
the source and target domains at patch level, which cannot be guar-
anteed with the existing cycle/recycle consistency loss. Also, our
recurrent generator, coupled with temporal loss leads to temporally
smooth video results, because the generation at each time step is
encouraged to be coherent with the past predictions. Finally, we
show that our framework also can achieve favorable results in the
domain adaptation task.We hope our proposed framework becomes
an important architecture for solving real-world video translation
problems.
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A APPENDIX
A.1 Implementation details
Our model is implemented using Pytorch v0.4, CUDNN v7.0, CUDA
v9.0. It runs at 14.3 fps on hardware with Intel(R)Xeon(R) (2.10GHz)
CPU and NVIDIA GTX 1080 Ti GPU. For training, we adopt Adam
optimizer with β= (0.5, 0.999) and a fixed learning rate of 2e-4. The
overall training takes 2 days on one NVIDIA GTX 1080 Ti GPU.

The image generator(Is→t , It→s ) architecture follows [41],
using six residual blocks. We use the same network architecture for
Gs→t , and Gt→s . The discriminator networks consist of a 70 × 70
PatchGAN that is used to classify 70 × 70 image pixels as real or
fake.

The flow estimator architecture follows [13]. Thus, two inputs
are concatenated. If we increase the content loss weight to become
high, we observe that the model tends to fall into a trivial solution
(identity mapping). The warping operation is implemented via a
simple bilinear interpolation based on the estimated flow field [13].

The fusion block is composed of 3 convolution layers. The
InstanceNorm and the ReLU operations are followed except the last
layer. The sigmoid layer is used at the end to constrain the values
of the mask. To ensure that the output size would be equal to the
input feature map, we use reflection padding.

A.2 More ablation studies
Ablation studies on fusion block We investigate the effective-
ness of learning a soft fusion mask. We compare our method with
two simple baselines : 1) an averaging and 2) a rule-based occlusion
mask (Equation (7)). For each method, we train the model from
scratch. The results are summarized in Table 6. We clearly observe
that those baselines produce scores far below compared to our
method. Specifically, in the case of averaging, the method propa-
gates the wrongly warped pixels, rather than properly attenuating
them. Thus, the output videos show significant smearing artifacts.
For the rule-based occlusion mask, we see that the model fails to
converge during training, giving the worst scores. On the other

hand, our fusion block identifies the wrong flow well and properly
takes the currently synthesized pixels to compensate errors (see
Figure 4).

mIOU Pixel acc. Warping error.
Ours 35.14 77.13 0.000437
Average 28.78 69.38 0.000649
Rule based mask 15.65 54.58 0.000778

Table 6: Ablation studies on fusion block.

A.3 Experiments on other datasets
To show the generality of the proposed framework, we further apply
our method to two different datasets (face-to-face and flower-to-
flower) and compare the results with the state-of-the-art unpaired
video translation method, RecycleGAN [1].
Face to Face: We train our model using the videos of various
public people(e.g., John Oliver, Stephen Colbert, Barack Obama and
Donald Trump). The videos are cropped around the face region
based on the facial keypoints. We observe that both methods learn
a plausible translation.

Compared to the image based translation method [41], which
suffers from severe mode collapse when translating the videos, ours
and the RecycleGAN method generate appealing results. This is
because both exploit temporal information during translation.
Flower to Flower: We also train our model using flower dataset.
We observe tendencies similar to those shown in the face to face
case.

We argue that both methods produce good results because each
set has trivial semantic patterns and easy movements. However, we
show that our method significantly outperforms RecycleGAN [1]
when the translation scenario becomes very challenging: in the
synthetic (VIPER) to real (Cityscapes) driving scene video transla-
tion.
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