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Figure 1: Examples edited by UniEdit. Our solution supports both video motion editing in the time
axis (i.e., from playing guitar to eating or waving) and various video appearance editing scenarios
(i.e., stylization, rigid/non-rigid object replacement, background modification). We encourage the
readers to watch the videos on our project page.

Abstract

Recent advances in text-guided video editing have showcased promising results2

in appearance editing (e.g., stylization). However, video motion editing in the3

temporal dimension (e.g., from eating to waving), which distinguishes video edit-4

ing from image editing, is underexplored. In this work, we present UniEdit, a5

tuning-free framework that supports both video motion and appearance editing by6

harnessing the power of a pre-trained text-to-video generator within an inversion-7

then-generation framework. To realize motion editing while preserving source8

video content, based on the insights that temporal and spatial self-attention layers9

encode inter-frame and intra-frame dependency respectively, we introduce auxiliary10

motion-reference and reconstruction branches to produce text-guided motion and11

source features respectively. The obtained features are then injected into the main12

editing path via temporal and spatial self-attention layers. Extensive experiments13

demonstrate that UniEdit covers video motion editing and various appearance14

editing scenarios, and surpasses the state-of-the-art methods. Our code will be15

publicly available.16
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1 Introduction17

The advent of pre-trained diffusion-based [26, 53] text-to-image generators [49, 50, 48] has revo-18

lutionized the fields of design and filmmaking, opening new vistas for creative expression. These19

advancements, underpinned by seminal works in text-to-image synthesis, have paved the way for inno-20

vative text-guided editing techniques for both images [42, 24, 4, 5] and videos [65, 6, 39, 70, 17, 46].21

Such techniques not only enhance creative workflows but also promise to redefine content creation22

within these industries.23

Video editing, in contrast to image editing, introduces the intricate challenge of ensuring frame-wise24

consistency. Efforts to address this challenge have led to the development of methods that leverage25

shared features and structures with the source video [6, 39, 37, 70, 46, 7, 33, 62, 18] through an26

inversion-then-generation pipeline [42, 53], exemplified by Pix2Video’s approach [6] to consistent27

appearance editing across frames. To transfer the edited appearance from the anchor frame to the28

remaining frames consistently, it employs a pre-trained image generator and extends the self-attention29

layers to cross-frame attention to generate each remaining frame. Despite these advancements in30

performing video appearance editing (e.g., stylization, object appearance replacement, etc.), these31

methodologies fall short in editing video motion (e.g., replacing the movement of playing guitar with32

waving), hampered by a lack of motion priors and limited control over inter-frame dependencies,33

underscoring a critical gap in video editing capabilities.34

Previous attempts [65, 44] at video motion editing through fine-tuning a pre-trained generator on35

the given source video and then editing motion through text guidance. Although effective, they36

necessitate a delicate balance between the generative prowess of the model and the preservation of37

the source video’s content. This compromise often leads to restricted motion diversity and unwanted38

content variations, indicating a pressing need for a more robust solution.39

In response, our work aims to explore a tuning-free framework that adeptly navigates the complexities40

of editing both the motion and appearance of videos. To achieve this, we identify three technical41

challenges: 1) it is non-trivial to incorporate the text-guided motion into the source content, as directly42

applying video appearance editing [46, 18] or image editing [5] schemes leads to undesirable results43

(as shown in Fig. 5); 2) preserving the non-edited content of the source video; 3) inheriting the spatial44

structure of the source video during appearance editing.45

Our solution, UniEdit, harnesses the power of a pre-trained text-to-video generator (e.g., LaVie [63])46

within an inversion-then-generation framework [42], tailored to overcome the identified challenges.47

Particularly, we introduce three key innovations: 1) To inject text-guided motion into the source48

content, we highlight the insight that the temporal self-attention layers of the generator encode49

the inter-frame dependency. Acting in this way, we introduce an auxiliary motion-reference branch50

to generate text-guided motion features, which are then injected into the main editing path via51

temporal self-attention layers. 2) To preserve the non-edited content of the source video, motivated52

by the image editing technique [5], we follow the insight that the spatial self-attention layers of the53

generator encode the intra-frame dependency. Therefore, we introduce an auxiliary reconstruction54

branch, and inject the features obtained from the spatial self-attention layers of the reconstruction55

branch into the main editing path. 3) To retain the spatial structure during the appearance editing, we56

replace the spatial attention maps of the main editing path with those in the reconstruction branch.57

To our best knowledge, UniEdit represents a pioneering leap in text-guided, tuning-free video58

motion editing. In addition, its unified architecture not only facilitates a wide array of video59

appearance editing tasks, as shown in Fig. 1, but also empowers image-to-video generators for60

zero-shot text-image-to-video generation. Through comprehensive experimentation, we demonstrate61

UniEdit’s superior performance relative to existing state-of-the-art methods, highlighting its potential62

to significantly advance the field of video editing.63

2 Related Works64

2.1 Video Generation65

Researchers have achieved video generation with generative adversarial networks [58, 51, 61],66

language models [69, 71], or diffusion models [28, 52, 25, 23, 3, 60, 72, 19, 63, 8, 47]. To make the67

generation more controllable, recent endeavors have also incorporated additional structure guidance68

(e.g., depth map) [16, 10, 74, 11, 20, 64], or conducted customized generation [65, 67, 34, 75, 59, 41].69
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These models have generally learned real-world video distribution from large-scale data, and achieved70

promising results on text-to-video or image-to-video generation. Based on their success, we leverage71

the learned prior in the pre-trained model to achieve tuning-free video motion and appearance editing.72

2.2 Video Editing73

Video editing aims to produce a new video that is aligned with the provided editing instructions74

(e.g., text) while maintaining the other characteristics of the source video. It can be categorized into75

appearance and motion editing.76

For appearance editing [70, 15, 17, 35, 12], like turn a video into the style of Van Gogh, the main77

challenge is to achieve temporal-consistent generation across different frames. Early attempts [6, 37,78

46, 7, 33, 62] leveraged text-to-image models with inter-frame propagation to ensure consistency.79

For instance, Pix2Video [6] replaces the key and value of the current frame with those of the80

first and previous frame. Video-P2P [39] achieved local editing via video-specific fine-tuning and81

unconditional embedding optimization [43]. Follow-up studies [18, 70, 45] also leveraged the edit-82

then-propagate framework with neatest-neighbor field [18], estimated optical flow [70], or temporal83

deformation field [45]. Despite the promising results, due to the constraint on the source video84

structure, these approaches are specialized in appearance editing and can not be applied to motion85

editing directly.86

Recent studies have also explored video motion editing with text guidance [65, 44], user-provided87

motion [32, 54, 15], or specific motion representation [55, 36, 22]. For example, Dreamix [44]88

proposed fine-tuning a pre-trained text-to-video model with mixed video-image reconstruction89

objectives for each source video. Then the editing is realized by conditioning the fine-tuned model90

on the given target prompt. MoCA [68] decoupled the video into the first-frame appearance and91

the optical flow, and trained a diffusion model to generate video conditioned on the first frame and92

the text. However, it struggled to preserve the non-edited motion (e.g., background dynamics) as93

it generates the entire motion from the text. Different from the aforementioned approaches that94

require fine-tuning or user-provided motion input, we are the first to achieve tuning-free motion and95

appearance editing with text guidance only.96

3 Preliminaries: Video Diffusion Models97

Our proposed UniEdit is built upon video diffusion models. Therefore, we first recap the architecture98

that is used in common text-guided video diffusion models [63, 2].99

Overall Architecture Modern text-to-video (T2V) diffusion models typically extend a pre-trained100

text-to-image (T2I) model [49] to the video domain with the following adaptations. 1) Introducing101

additional temporal layers by inflating 2d convolutional layers to 3d form, or adding temporal102

self-attention layers [57] to model the correlation between video frames. 2) Due to the extensive103

computational resources for modeling spatial-temporal joint distribution, these works typically104

first train video generation models on low spatial and temporal resolutions, and then upsampling105

the generated results with cascaded models. 3) Other improvements like efficiency [1], training106

strategy [19], or additional control signals [16], etc. During inference, given standard Gaussian107

distribution zT ∼ N (0, 1), the denoising UNet is used to perform T denoising steps to obtain the108

outputs [26, 53]. If the model is trained in latent space [49], a decoder is employed to reconstruct109

videos from the latent domain.110

Attention Mechanisms In particular, for each block of the denoising UNet, there are four basic111

modules: a convolutional module, a spatial self-attention module (SA-S), a spatial cross-attention112

module (CA-S), and a temporal self-attention module (SA-T). Formally, the attention operation [57]113

can be formulated as:114

attn(Q,K, V ) = softmax(
QKT

√
d

)V, (1)

where Q (query), K (key), V (value) are derived from inputs, and d is the dimension of hidden states.115

Intuitively, CA-S is in charge of fusing semantics from the text condition, SA-S models the intra-116

frame dependency, SA-T models the inter-frame dependency and ensures the generated results are117

temporally consistent. We leverage these intuitions in our designs as elaborated below.118
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Figure 2: Overview of UniEdit. It follows an inversion-then-generation pipeline and consists of a
main editing path, an auxiliary reconstruction branch and an auxiliary motion-reference branch. The
reconstruction branch produces source features for content preservation, and the motion-reference
branch yields text-guided motion features for motion injection. The source features and motion
features are injected into the main editing path through spatial self-attention (SA-S) and temporal
self-attention (SA-T) modules respectively (Sec. 4.1). We further introduce spatial structure control
to retain the coarse structure of the source video (Sec. 4.2).

4 UniEdit119

Method Overview. As shown in Fig. 2, our main editing path is based on an inversion-then-120

generation pipeline: we use the latent after DDIM inversion [53] as the initial noise zT 1, then perform121

denoising process starting from zT with the pre-trained UNet conditioned on the target prompt Pt. For122

motion editing, to achieve source content preservation and motion control, we propose to incorporate123

an auxiliary reconstruction branch and an auxiliary motion-reference branch to provide desired source124

and motion features, which are injected into the main editing path to achieve content preservation and125

motion editing (as shown in Fig. 3). We propose the pipeline of motion editing and appearance editing126

in Sec. 4.1 & Sec. 4.2 respectively. To further alleviate the background inconsistency, we introduce127

a mask-guided coordination scheme in Sec. 4.3. We also extend UniEdit to text-image-to-video128

generation (TI2V) in Sec. 4.4.129

4.1 Tuning-Free Video Motion Editing130

Content Preservation on SA-S Modules. One of the key challenges of editing tasks is to inherit131

the original content (e.g., textures and background) in the source video. To this end, we introduce132

an auxiliary reconstruction branch. The reconstruction path starts from the same inversed latent133

zT similar to the main editing path, and then conducts the denoising process with the pre-trained134

UNet conditioned on the source prompt Ps to reconstruct the original frames. As verified in image135

editing [56, 24, 5], the attention features in the denoising model during reconstruction contain the136

content of the source video. Hence, we inject attention features of the reconstruction path into the137

main editing path on spatial self-attention (SA-S) layers for content preservation. At denoising step t,138

the attention operation of the l-th SA-S module in the main editing path is formulated as:139

SA-Sl
edit :=

{
attn(Q,K, V r), t < t0 and l > L,

attn(Q,K, V ), otherwise,
(2)

where Q, K, V are features in the main editing path, V r refer to the value feature of the corresponding140

SA-S layer in the reconstruction branch, t0 = 50 and L = 10 are hyper-parameters following previous141

work [5]. By replacing the value of spatial features, the video synthesized by the main editing path142

retains the non-edited characters (e.g., identity and background) of the source video, as exhibited143

in Fig. 7a. Unlike previous video editing works [37, 29] which introduces a cross-frame attention144

mechanism (i.e., using the key and value of the first/last frame), we implement Eq. 2 frame-wisely to145

better tackle source video with large dynamics.146

1For real source video, we set source prompt to null during both forward and inversion process to achieve
high-quality reconstruction [43].
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Motion Injection on SA-T Modules. After implementing the content-preserving technique intro-147

duced above, we can obtain an edited video with the same content in the source video. However, it148

is observed that the output video could not follow the text prompt Pt properly. A straightforward149

solution is to increase the value of L so that balancing between the impact of injected information and150

the conditioned text prompt. Nevertheless, this could result in a content mismatch with the original151

source video in terms of structures and textures.152

To obtain the desired motion without sacrificing content consistency, we propose to guide the main153

editing path with reference motion. Concretely, an auxiliary motion-reference branch (which also154

starts from the inversed latent zT ) is involved during the denoising process. Different from the155

reconstruction branch, the motion-reference branch is conditioned on the target prompt Pt, which156

contains the description of the desired motion. To transfer the motion into the main editing path, our157

core insight here is that temporal layers model the inter-frame dependency of the synthesized video158

clip (as shown in Fig. 6). Motivated by the observations above, we design the attention map injection159

on temporal self-attention layers of the main editing path:160

SA-Tl
edit := attn(Qm,Km, V ) (3)

where Qm and Km refer to the query and key of the motion-reference branch, note that we replace161

the query and key of SA-T modules in the main editing path with those in the motion-reference162

branch on all layers and denoising steps. It’s observed that the injection of temporal attention maps163

can effectively facilitate the main editing path to generate motion aligned with the target prompt.164

To better fuse the motion with the content in the source video, we also implement spatial structure165

control (refer to Sec. 4.2) on the main editing path and motion-reference branch in the early steps.166

4.2 Tuning-Free Video Appearance Editing167

Figure 3: Detailed illustration of the relation-
ship between the main editing path, the auxiliary
reconstruction branch and the auxiliary motion-
reference branch. The content preservation, motion
injection and spatial structure control are achieved
by the fusion of Q (query), K (key), V (value) fea-
tures in spatial self-attention (SA-S) and temporal
self-attention (SA-T) modules.

In Sec. 4.1, we introduce the pipeline of UniEdit168

for video motion editing. In this subsection,169

we aim to perform appearance editing (e.g.,170

style transfer, object replacement, background171

changing) via the same framework. In general,172

there are two main differences between appear-173

ance editing and motion editing. Firstly, ap-174

pearance editing does not require changing the175

inter-frame relationships. Therefore, we remove176

the motion-reference branch and corresponding177

motion injection mechanism from the motion178

editing pipeline. Secondly, the main challenge179

of appearance editing is to maintain the struc-180

tural consistency of the source video. To address181

this, we introduce spatial structure control be-182

tween the main editing path and the reconstruc-183

tion branch.184

Spatial Structure Control on SA-S Modules.185

Previous approaches on video appearance editing [70, 18] mainly realize spatial structure control186

with the assistance of additional network [73]. When the auxiliary control model fails, it may result187

in inferior performance in preserving the structure of the original video. Alternatively, we suggest188

extracting the layout information of the source video from the reconstruction branch. Intuitively,189

the attention maps in spatial self-attention layers encode the structure of the synthesized video, as190

verified in Fig. 6. Hence, we replace the query and key of SA-S module in the main editing path with191

those in the reconstruction branch:192

SA-Sl
edit :=

{
attn(Qr,Kr, V ), t < t1,

attn(Q,K, V ), otherwise,
(4)

where Qr and Kr refer to the query and key of the reconstruction branch, t1 is used to control the193

extent of editing. It is worth mentioning that the effect of spatial structure control is distinct from the194

content preservation mechanism in Sec. 4.1. Take stylization as an example, the proposed structure195

control in Eq. 4 only ensures consistency in terms of each frame’s composition, while enabling the196

model to generate the required textures and styles based on the text prompt. On the other hand,197
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the content preservation technique inherits the textures and style of the source video. Therefore,198

we use structure control instead of content preservation for appearance editing. In addition, using199

the proposed structure control technique in motion editing can make the layout of the output video200

similar to the source video (shown in Fig. 11b in Appendix). Users have the flexibility to adjust the201

consistency between the edited video and the source video layout based on their specific requirements.202

4.3 Mask-Guided Coordination (Optional)203

To further improve the editing performance, we suggest leveraging the foreground/background204

segmentation mask M to guide the denoising process [14, 13]. There are two possible ways to obtain205

the mask M : the attention maps of CA-S modules with a threshold [24]; or employing an off-the-shelf206

segmentation model [38] on the source and generated videos. The obtained segmentation masks can207

be leveraged to 1), alleviate the indistinction in foreground and background; 2), improve content208

consistency between edited and source videos. To this end, we leverage mask-guided self-attention in209

the main editing path to coordinate the editing process. Formally, we define:210

m-attn(Q,K, V ;M) = softmax(
QKT

√
d

+M)V. (5)

Then the mask-guided self-attention:211

SAmask := m-attn(Q,K, V ;Mf )⊙Mm + m-attn(Q,K, V ;M b)⊙ (1−Mm), (6)

where Mf ,M b ∈ {−∞, 0} indicate the foreground and background masks in the editing path212

respectively, Mm ∈ {0, 1} denotes the foreground mask from the motion-reference branch, and ⊙ is213

Hadamard product. In addition, we leverage the mask during the content preservation and motion214

injection for the features obtained from the reconstruction branch and the motion-reference branch215

(e.g., we replace Qm with Mm ⊙Qm + (1−Mm)⊙Q).216

4.4 T2V Models are Zero-Shot TI2V Generators217

To make our framework more flexible, we further derive a method to incorporate images as input218

and synthesize high-quality video conditioned on both image and text-prompt. Different from some219

image animation techniques [2], our method allows the user to guide the animation process with text220

prompts. Concretely, we first achieve image-to-video (I2V) generation by: 1) transforming input221

images with simulated camera movement to form a pseudo-video clip [44] or 2) leveraging existing222

image animation approaches (e.g., SVD [2], AnimateDiff [21]) to synthesis a video with random223

motion (which may not consistent with the text prompt). Then, we perform text-guided editing with224

UniEdit on the vanilla video to obtain the final output video.225

5 Experiments226

5.1 Comparison with State-of-the-Art Methods227

Implementation Details UniEdit is not limited to specific video diffusion models. In this section,228

we build UniEdit upon LaVie [63] as an instantiation to verify the effectiveness of our method. To229

demonstrate the flexibility of UniEdit across different base models, we also implement the proposed230

method on VideoCrafter2 [9] and exhibit the editing results in Appendix B.1. For each input video,231

we follow the pre-processing step in LaVie to the resolution of 320× 512. Then, the pre-processed232

video is fed into the UniEdit to perform video editing. It takes 1-2 minutes to edit on an NVIDIA233

A100 GPU for each video. More details can be found in Appendix A.234

Baselines. To evaluate the performance of UniEdit, we compare the editing results of UniEdit235

with state-of-the-art motion and appearance editing approaches. For motion editing, due to the236

lack of open-source tuning-free (zero-shot) methods, we adapt the state-of-the-art non-rigid image237

editing technique MasaCtrl [5] to a T2V model [63] (denoted as MasaCtrl∗ in Fig. 5) and a one-shot238

video editing method Tune-A-Video (TAV) [65] as strong baselines. For appearance editing, we239

use the latest methods with strong performance, including FateZero [46], TokenFlow [18], and240

Rerender-A-Video (Rerender) [70] as baselines.241

Evaluation Set. The evaluation set consists of 100 samples, including: a) 20 randomly sampled242

video clips from the open-source LOVEU-TGVE-2023 [66] dataset, along with their corresponding243

80 text prompts, and b) 20 videos from online sources (www.pexels.com and www.pixabay.com),244

with manually designed prompts, as the baseline methods do not have an open-source evaluation set.245
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Figure 4: Examples edited by UniEdit. For each case, the upper frames come from the source video,
and the lower frames indicate the edited results with the target prompt. We encourage the readers to
watch the videos and make evaluations.

Qualitative Results. We present editing examples of UniEdit in Fig. 1, Fig. 4 (additional examples246

in Fig. 16-21 of Appendix B.8). Please visit our project page for more videos. UniEdit demonstrates247

the ability to: 1) edit in various scenarios, including motion-changing, object replacement, style248

transfer, and background modification; 2) align with the target prompt; and 3) maintain excellent249

temporal consistency. Additionally, we compare UniEdit with state-of-the-art methods in Fig. 5250

(further comparisons in Fig.13,14,15 of Appendix B.7). For a fair comparison, we also migrated251

all baselines to LaVie [63], using the same base model as our method. The results are presented252

in Fig. 15. For appearance editing, we showcase two scenarios: non-rigid object replacement and253

stylization. In object replacement, our method outperforms baselines in terms of prompt alignment254

and background consistency. In stylization, UniEdit excels in preserving content. For example, the255

grassland retains its original appearance without any additional elements. In motion editing, UniEdit256

surpasses baselines in aligning the video with the target prompt and preserving the source content.257

Quantitative Results. We quantitatively evaluate our method using two approaches: 1) CLIP258

scores and user preference, as employed in previous work [65]; and 2) VBench [31] scores, a recently259

proposed benchmark suite for T2V models. The summarized results are in Tab. 1. Following previous260

work [65], we assess the effectiveness of our method in terms of temporal consistency and alignment261

with the target prompt. Additionally, we conducted a user study involving 10 participants who rated262

the edited videos on a scale of 1 to 5. We also utilize the recently proposed VBench [31] benchmark263

to provide a more comprehensive assessment, which includes ‘Frame Quality’ metrics and ‘Temporal264

Quality’ metrics. UniEdit outperforms the baseline methods across all metrics. Furthermore, the265

mask-guided coordination technique introduced in Sec. 4.3 further enhances performance (see266

Appendix B.3). For more detailed quantitative results, please refer to Appendix B.2&B.3&B.5.267

5.2 Ablation Study and Analysis268

How UniEdit Works? To better understand how UniEdit works and reveal our insight on the269

spatial and temporal self-attention layers, we visualize the features in the SA-S and SA-T modules270

and compare them with the magnitude of optical flow between adjacent frames in Fig. 6a. It is evident271

that, in comparison to the spatial query maps (2nd row), the temporal cross-frame attention maps (3rd272

row) exhibit a notably higher degree of overlap with the optical flow (4th row). This indicates that the273

temporal self-attention layers encode inter-frame dependencies and facilitate motion injection, while274

content preservation and structure control are carried out in the spatial self-attention layers.275
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Figure 5: Comparison with state-of-the-art methods for both video appearance and motion editing. It
shows that UniEdit achieves better source content preservation, and outperforms baselines in motion
editing by a large margin.

Table 1: Quantitative comparison with state-of-the-art video editing techniques.

Method

Frame Consistency Textual Alignment Frame Quality Temporal Quality

CLIP
Score

User
Pref.

CLIP
Score

User
Pref.

Aesthetic
Quality

Imaging
Quality

Subject
Consistency

Motion
Smoothness

Temporal
Flickering

TAV [65] 95.39 3.74 27.89 3.30 51.97 49.60 93.10 93.27 91.48
MasaCtrl∗ [5] 97.61 4.31 25.58 3.17 54.58 58.72 93.04 95.70 94.29
FateZero [46] 96.72 4.48 27.30 3.48 53.77 56.99 93.55 94.80 93.42
Rerender [70] 97.18 4.16 27.94 3.55 54.59 57.97 93.08 95.57 94.36
TokenFlow[18] 97.02 4.50 28.58 3.34 52.60 60.65 91.97 95.04 93.50

UniEdit 98.35 4.72 31.43 4.79 58.25 62.94 95.73 97.30 96.74
UniEdit-Mask 98.36 4.73 31.50 4.90 58.77 63.12 95.86 97.28 96.79

Output Visualization of the Two Auxiliary Branches. Recall that to perform motion editing,276

we propose to transfer the targeted motion from the motion-reference branch and realize content277

preservation via feature injection from the reconstruction branch. To verify the effectiveness, we278

visualized the output of each branch in Fig. 6b. It is observed that the motion-reference branch279

(4th row) generates video with the target motion, and effectively transfers it to the main path (3rd280

row); meanwhile, the main path inherits the content from the reconstruction branch (2nd row), thus281

enhancing the consistency of unedited parts.282
Table 2: Impact of various components.

Content
Preservation

Motion
Injection

Structure
Control

Frame
Similarity

Textual
Alignment

Frame
Consistency

90.54 28.76 96.99
! 97.28 29.95 98.12

! ! 91.30 31.48 98.08
! ! 96.11 31.37 98.12
! ! ! 96.29 31.43 98.09

The Effectiveness of Each Component. To283

demonstrate that all the designed feature injection284

techniques in Sec. 4.1 & 4.2 contribute to the final285

results, we make a quantitative evaluation on 15286

motion editing cases, as we utilize all three com-287

ponents in motion editing. To assess the similarity288

between the edited video and the source video (e.g.,289

background and identity), we introduce the ‘Frame290

Similarity’, which is the average frame cosine similarity between the source frame embedding and291

the edited frame embedding. As shown in Tab. 2, editing with content preservation results in high292

frame similarity, suggesting that replacing value features in SA-S modules can effectively retain the293

content of the source video. The use of motion injection and structure control significantly enhances294

‘Textual Alignment’, indicating successful transfer of the targeted motion to the main editing path.295

Ultimately, the best results are achieved through the combined use of all components.296
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(a) Visualization of attention features. (b) Visualization of each branch’s output.

Figure 6: (6a): Visualization of spatial query in SA-S (second row), cross-frame temporal attention
maps in SA-T (third row), and the magnitude of optical flow (fourth row). (6b): Visualization of the
video output of the main editing path, the reconstruction branch and the motion-reference branch.

(a) Ablation study on t0 in Eq. 2. (b) Ablation study on t1 in Eq. 4.

Figure 7: Ablation study on hyper-parameters.

Ablation on Hyper-parameters. We utilize content preservation in Eq. 2 to maintain the original297

content from the source video. By varying the feature injection steps in Fig. 7a, we observe that298

replacing the value features at a few steps introduces inconsistencies in the background (footprints299

on the beach). In practice, we adhere to the hyper-parameter selection outlined in [5] (last row).300

Simultaneously, we note that adjusting the blend layers and steps in Eq. 4 can effectively regulate301

the extent to which the edited image adheres to the original image. For instance, in the stylization302

demonstrated in Fig. 7b, injecting the attention map into fewer (15) steps yields a stylized output that303

may not retain the same structure as the input, while injecting into all 50 steps results in videos with304

nearly identical textures but less stylization. Users have the flexibility to adjust the blended steps to305

achieve their preferred balance between stylization and fidelity.306

6 Conclusion and Limitations307

In this paper, we design a novel tuning-free framework UniEdit for both video motion and appearance308

editing. By leveraging a motion-reference branch and a reconstruction branch and injecting features309

into the main editing path, it is capable of performing motion editing and various appearance310

editing. There are nevertheless some limitations. Firstly, we observe performance degradation when311

performing both types of editing simultaneously. Secondly, since our work is based on T2V models,312

the proposed method also inherits some of the shortcomings of the existing models, such as inferior313

performance in understanding complex prompts. We exhibit the failure cases in Appendix B.6.314
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Supplementary Materials

We organize the Appendix as follows:536

• Appendix A: detailed descriptions of experimental settings.537

• Appendix B: more experimental results, including:538

• Editing results on different T2V model (Appendix B.1).539

• Quantitative ablation on hyper-parameter selection (Appendix B.2).540

• Ablation study on mask-guided coordination (Appendix B.3).541

• Observation and analysis on the proposed components (Appendix B.4).542

• Analysis and comparison on inference time (Appendix B.5).543

• Failure cases visualization (Appendix B.6).544

• More Comparisons with baseline methods (Appendix B.7).545

• More Editing results of UniEdit (Appendix B.8).546

• Appendix C: Broader Impacts.547

We encourage the readers to watch the videos on our project page.548

A Detailed Experimental Settings549

Base T2V Model. We instantiate the proposed method on LaVie [63], which is a pre-trained550

text-to-video generation model that produces consistent and high-quality videos. To achieve a fair551

comparison, we only leverage the base T2V model in LaVie and load the open-source pre-trained552

weights for video editing tasks in the experiments. Note that the edited video clip could further be553

seamlessly fed into the temporal interpolation model and the video super-resolution model to obtain554

video with a longer duration and higher resolution.555

Video Preprocessing. For each input video, we resize it to the resolution of 320× 512, followed by556

normalization, which is consistent with the training configuration of LaVie. Then, the pre-processed557

video is fed into the base model of Lavie to perform video editing. To maximize the generation power558

of LaVie, we set all input videos to 16 frames. For a source video, it takes 1-2 minutes to edit on an559

NVIDIA A100 GPU.560

Configurations. For real source videos, we inverse them with 50 DDIM inversion steps and perform561

DDIM deterministic sampling with 50 steps for generation. For the generated videos, we use the562

same start latent of synthesizing the source video as the initial noise zT for the main editing path and563

two auxiliary branches. We use the commonly used classifier-free guidance technique [27] with a564

scale of 7.5.565

Details of User Study. As a text-guided editing task, in addition to CLIP scores, it is crucial to566

evaluate results through human subjective assessment. To achieve this, we utilized MOS (Mean567

Opinion Score) as our metric and collected feedback from 10 experienced volunteers. We randomly568

selected 20 editing samples and permuted results from different models. Volunteers were then tasked569

to evaluate the results based on two perspectives: frame consistency and textual alignment. They570

provided ratings for these aspects on a scale of 1-5. Specifically, frame consistency measures the571

smoothness of the video, aiming to avoid dramatic jittering and ensure coherence between the content572

of each frame. Textual alignment assesses whether the editing results adhere to the text guidance and573

maintain the content of the source video. In the end, we computed the average user ratings for each574

method as our final results.575
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As illustrated in Tab. 1, UniEdit shows the best performance on frame consistency. Regarding textual576

alignment, UniEdit significantly outperforms all other baselines, demonstrating its capacity to support577

diverse editing scenarios.578

Baselines. We implement all baseline methods with their official repositories. For MasaCtrl [5],579

we adapt it to video editing by first setting the base model to a T2V model [63], then performing580

MasaCtrl on all frames of the source video. Moreover, since most baselines use StableDiffusion (SD)581

as the base model, we resize the source video to 512× 512 to align with the default configuration of582

SD, then feed it into the denoising model, which can maximize the power of SD.583

B Additional Experimental Results and Analysis584

B.1 Results on Different T2V Model585

We additionally implement our method on VideoCrafter2 [9], a concurrent work on T2V generation586

to demonstrate the flexibility of UniEdit. The results are shown in Fig. 8.587

Figure 8: Editing results with UniEdit on VideoCrafter2 [9].

B.2 Quantitative Ablation on Hyper-parameter Selection588

In practice, we empirically found set these values to fixed values, i.e., t0 = 50, L = 10 (same as589

MasaCtrl [5]) and t1 = 25 can achieve satisfying results on most cases, and we further perform a590

quantitative study when applying different hyper-parameters in Tab. 3&4.

Table 3: Quantitative comparison on hyper-parameter selection.
Metric Frame Similarity Textual Alignment Frame Consistency

t0 = 20, L = 10 94.33 31.57 98.09
t0 = 50, L = 10 96.29 31.84 98.12
t0 = 50, L = 8 96.76 31.25 98.11

591

Table 4: Quantitative comparison on hyper-parameter selection.
Metric Frame Similarity Textual Alignment Frame Consistency

t1 = 20 96.21 30.92 98.06
t1 = 25 96.29 31.43 98.09
t1 = 30 96.50 31.04 98.08
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B.3 Ablation Study on the Impact of Mask-Guided Coordination592

To investigate the impact of mask-guided coordination, we begin by visualizing masks obtained593

from 1) the attention map in CA-S modules; 2) the off-the-shelf segmentation model SAM [38],594

followed by presenting both qualitative and quantitative results of implementing UniEdit with or595

without mask-guided coordination.596

As verified by previous work [24], the attention maps in CA-S modules contain correspondence597

information between text and visual features. The underlying intuition is that the attention maps598

between each word and the spatial features at point (i, j) indicate ‘how similar this token is to599

the spatial feature at this location’. We visualize the text-image cross attention map alongside the600

synthesized frame in Fig. 9. We observe spatial correspondences that align with the video output from601

the attention map. For instance, areas with higher values of the token ‘man’ and ‘NYC’ correspond602

to the foreground and background, respectively. We further employ a fixed threshold (0.4 in practice)603

to derive binary segmentation maps from the attention maps. For comparison, we also display the604

segmentation mask obtained by point prompt on SAM. It’s observed that the cross-attention mask is605

generally accurate and could serve as a reliable proxy in practice when an external segmentor is not606

available.607

We examine the impact of mask-guided coordination through both qualitative and quantitative results608

across 4 settings: {w/o UniEdit, UniEdit w/o mask, UniEdit with mask from CA-S, UniEdit with609

mask from SAM}. Qualitatively, shown in Fig. 10, the implementation of UniEdit significantly610

enhances the consistency between the edited videos and the original video. The application of the611

mask-guided coordination technique further improves the consistency of unedited areas (e.g., color612

and texture). The quantitative results in Tab. 5 align coherently with this analysis.613

Table 5: Ablation on the proposed mask-guided coordination.
Metric Textual Alignment Frame Consistency

TAV 27.89 95.39
MasaCtrl∗ 25.58 97.61
FateZero 27.30 96.72
Rerender 27.94 97.18
TokenFlow 28.58 97.02

UniEdit (w/o mask) 31.43 98.35
UniEdit (w CA-S mask) 31.49 98.33
UniEdit (w SAM mask) 31.50 98.36

Figure 9: Visualization of attention maps and masks in mask-guided coordination (Sec. 4.3). The top
row are attention maps corresponding to different tokens in CA-S modules, (a) is the final output
frame, (b) and (c) are the foreground/background binary mask obtained by employing a threshold on
the attention map of ‘Man’ token and point prompt segmentation with SAM, respectively.
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Figure 10: Qualitative editing results across 4 settings: w/o UniEdit (2nd row), UniEdit w/o mask
(3rd row), UniEdit with mask from CA-S (4th row), UniEdit with mask from SAM (5th row).
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B.4 More Observation and Analysis on the Proposed Components614

Difference Between QK and V Features in SA-S Modules To comprehend why we can have615

inhomogeneous QK and V and their differences, we visualized the results of swapping different616

features (QK or V) in SA-S modules during style transfer tasks on the source video in Fig. 11a. As617

can be seen, compared to editing with no feature replacement (2nd row), replacing QK in the 3rd row618

results in the edited video adopting the same spatial structure as the source video. Simultaneously,619

replacing V eradicates the style information in the 4th row, meaning the texture details from the620

source video are utilized to replace the style depicted by the target prompt. To summarize, the query621

and key features (in SA-S modules) dictate the spatial structure of the generated video, while the622

value features tend to influence the texture, including details such as color tones.623

Influence of Spatial Structure Control in Motion Editing We explored the role of spatial control624

in motion editing. The proposed method synthesizes videos with larger modifications when removing625

the spatial control mechanism on both the motion-reference branch and the main editing branch. We626

visualized the results in Fig. 11b. It can be observed that although the motion-reference branch can627

still generate the target motion without the control of spatial structure, the layout deviates significantly,628

for example, the raccoon assumes a different pose and location. We regard this as a suboptimal629

solution because, compared to the results presented in the 3rd row, the results w/o spatial structure630

control modifies the object position of the source video, leading to a decrease in consistency between631

the edited result and the source video.632

(a) Replacing different features in SA-S modules. (b) Motion editing w/ or w/o structure control.

Figure 11: Ablation on the proposed feature injection techniques. (11a): comparison of appearance
editing without feature replacement (2nd row), with QK replacement (3rd row), with V replacement
(4nd row); (11b): comparison of motion editing with and without the designed spatial structure
control mechanism.
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B.5 Analysis and Comparison on Inference Time633

We conduct a theoretical analysis of the additional cost of UniEdit and an empirical comparison with634

baseline methods in terms of inference speed.635

Theoretically, our method primarily involves feature replacement operations in attention modules,636

achieved through forward hook registration and introducing minimal additional computation. There-637

fore, the main difference between synthesizing a video from random noise and editing a video638

with UniEdit lies in the batch size of the denoising process (i.e., vanilla generation: batchsize=1,639

appearance editing: batchsize=2, motion editing: batchsize=3), and this process could be further640

accelerated through multi-GPU parallel processing techniques. Additionally, we utilize LaVie [63] as641

the base T2V model in the paper, which takes approximately 45 seconds to synthesize a 16-frame642

video. Our method can be even faster when adapted to more efficient base models.643

Empirically, UniEdit demonstrates comparable speed with baseline methods. The comparison of644

inference time on a single 16-frame source video clip with a resolution of 320x512 on 1 NVIDIA645

A100 GPU is as follows:646

Table 6: Quantitative comparison on inference time of editing a single 16-frame video clip.

Method TAV MasaCtrl∗ FateZero Rerender TokenFlow UniEdit
(appearance editing)

UniEdit
(motion editing)

Inference time ∼10min ∼90s ∼130s ∼110s ∼100s ∼95s ∼125s

B.6 Failure Cases Visualization647

We exhibit failure cases in Fig. 12. Fig. 12a showcase when editing multiple elements simultaneously,648

and we observe a relatively large inconsistency with the source video. A naive solution is to perform649

editing with UniEdit multiple times. Fig. 12b visualizes the results when editing video with complex650

scenes, and the model sometimes could not understand the semantics in the target prompt, resulting651

in incorrect editing. This may be caused by the base model’s limited text understanding power,652

as discussed in [30]. It could be alleviated by leveraging the reasoning power of MLLM [30], or653

adapting approaches in complex scenario editing [40].654

(a) Edit multiple elements simultaneously. (b) Complex scene editing.

Figure 12: Visualization of failure cases.

B.7 More Comparison with State-of-the-Art Methods655

Please refer to Fig. 13 and Fig. 14 for more comparison with the state-of-the-art methods. For a fair656

comparison, we also migrated all baselines to LaVie [63], using the same base model as our method.657

The results are presented in Fig. 15, and they are found to be inferior compared to those in Fig. 5658

(based on Stable Diffusion).659

B.8 More Results of UniEdit660

More edited results of UniEdit are provided in Fig. 16-21. Examples of TI2V generation are provided661

in Fig. 22.662

20



Figure 13: More comparison with state-of-the-art methods.

Figure 14: More comparison with state-of-the-art methods.
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Figure 15: More comparison with state-of-the-art methods. We adapt the baseline methods to the
text-to-video model LaVie [63] and compare with our method (also based on LaVie).
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Figure 16: More appearance editing results of UniEdit.
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Figure 17: More appearance editing results of UniEdit.
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Figure 18: More appearance editing results of UniEdit.

25



Figure 19: More appearance editing results of UniEdit.
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Figure 20: More motion editing results of UniEdit.
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Figure 21: More motion editing results of UniEdit.

Figure 22: Results of text-image-to-video synthesis in Sec. 4.4.
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C Broader Impacts663

UniEdit is a tuning-free approach and is intended for advancing AI/ML research on video editing.664

We encourage users to use the model responsibly. We discourage users from using the codes to665

generate intentionally deceptive or untrue content or for inauthentic activities. It is suggested to add666

watermarks to prevent misuse.667
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NeurIPS Paper Checklist668

1. Claims669

Question: Do the main claims made in the abstract and introduction accurately reflect the670

paper’s contributions and scope?671

Answer: [Yes]672

Justification: In this work, we present UniEdit, a tuning-free framework that supports673

both video motion and appearance editing by harnessing the power of a pre-trained text-674

to-video generator within an inversion-then-generation framework.Extensive experiments675

demonstrate that UniEdit covers video motion editing and various appearance editing676

scenarios, and surpasses the state-of-the-art method.677

Guidelines:678

• The answer NA means that the abstract and introduction do not include the claims679

made in the paper.680

• The abstract and/or introduction should clearly state the claims made, including the681

contributions made in the paper and important assumptions and limitations. A No or682

NA answer to this question will not be perceived well by the reviewers.683

• The claims made should match theoretical and experimental results, and reflect how684

much the results can be expected to generalize to other settings.685

• It is fine to include aspirational goals as motivation as long as it is clear that these goals686

are not attained by the paper.687

2. Limitations688

Question: Does the paper discuss the limitations of the work performed by the authors?689

Answer: [Yes]690

Justification: We discussed the potential limitations of the method in Sec. 6 and presented691

failed cases in Appendix B.6.692

Guidelines:693

• The answer NA means that the paper has no limitation while the answer No means that694

the paper has limitations, but those are not discussed in the paper.695

• The authors are encouraged to create a separate "Limitations" section in their paper.696

• The paper should point out any strong assumptions and how robust the results are to697

violations of these assumptions (e.g., independence assumptions, noiseless settings,698

model well-specification, asymptotic approximations only holding locally). The authors699

should reflect on how these assumptions might be violated in practice and what the700

implications would be.701

• The authors should reflect on the scope of the claims made, e.g., if the approach was702

only tested on a few datasets or with a few runs. In general, empirical results often703

depend on implicit assumptions, which should be articulated.704

• The authors should reflect on the factors that influence the performance of the approach.705

For example, a facial recognition algorithm may perform poorly when image resolution706

is low or images are taken in low lighting. Or a speech-to-text system might not be707

used reliably to provide closed captions for online lectures because it fails to handle708

technical jargon.709

• The authors should discuss the computational efficiency of the proposed algorithms710

and how they scale with dataset size.711

• If applicable, the authors should discuss possible limitations of their approach to712

address problems of privacy and fairness.713

• While the authors might fear that complete honesty about limitations might be used by714

reviewers as grounds for rejection, a worse outcome might be that reviewers discover715

limitations that aren’t acknowledged in the paper. The authors should use their best716

judgment and recognize that individual actions in favor of transparency play an impor-717

tant role in developing norms that preserve the integrity of the community. Reviewers718

will be specifically instructed to not penalize honesty concerning limitations.719

3. Theory Assumptions and Proofs720
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Question: For each theoretical result, does the paper provide the full set of assumptions and721

a complete (and correct) proof?722

Answer: [NA]723

Justification: This paper aims to design a simple-and-effective video editing method named724

UniEdit, without focusing on theoretical results.725

Guidelines:726

• The answer NA means that the paper does not include theoretical results.727

• All the theorems, formulas, and proofs in the paper should be numbered and cross-728

referenced.729

• All assumptions should be clearly stated or referenced in the statement of any theorems.730

• The proofs can either appear in the main paper or the supplemental material, but if731

they appear in the supplemental material, the authors are encouraged to provide a short732

proof sketch to provide intuition.733

• Inversely, any informal proof provided in the core of the paper should be complemented734

by formal proofs provided in appendix or supplemental material.735

• Theorems and Lemmas that the proof relies upon should be properly referenced.736

4. Experimental Result Reproducibility737

Question: Does the paper fully disclose all the information needed to reproduce the main ex-738

perimental results of the paper to the extent that it affects the main claims and/or conclusions739

of the paper (regardless of whether the code and data are provided or not)?740

Answer: [Yes]741

Justification: This paper provides detailed information on the models, parameters, hyper-742

parameter selection, computational resources in Sec. 5 and Appendix A to ensure repro-743

ducibility.744

Guidelines:745

• The answer NA means that the paper does not include experiments.746

• If the paper includes experiments, a No answer to this question will not be perceived747

well by the reviewers: Making the paper reproducible is important, regardless of748

whether the code and data are provided or not.749

• If the contribution is a dataset and/or model, the authors should describe the steps taken750

to make their results reproducible or verifiable.751

• Depending on the contribution, reproducibility can be accomplished in various ways.752

For example, if the contribution is a novel architecture, describing the architecture fully753

might suffice, or if the contribution is a specific model and empirical evaluation, it may754

be necessary to either make it possible for others to replicate the model with the same755

dataset, or provide access to the model. In general. releasing code and data is often756

one good way to accomplish this, but reproducibility can also be provided via detailed757

instructions for how to replicate the results, access to a hosted model (e.g., in the case758

of a large language model), releasing of a model checkpoint, or other means that are759

appropriate to the research performed.760

• While NeurIPS does not require releasing code, the conference does require all submis-761

sions to provide some reasonable avenue for reproducibility, which may depend on the762

nature of the contribution. For example763

(a) If the contribution is primarily a new algorithm, the paper should make it clear how764

to reproduce that algorithm.765

(b) If the contribution is primarily a new model architecture, the paper should describe766

the architecture clearly and fully.767

(c) If the contribution is a new model (e.g., a large language model), then there should768

either be a way to access this model for reproducing the results or a way to reproduce769

the model (e.g., with an open-source dataset or instructions for how to construct770

the dataset).771

(d) We recognize that reproducibility may be tricky in some cases, in which case772

authors are welcome to describe the particular way they provide for reproducibility.773

In the case of closed-source models, it may be that access to the model is limited in774
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some way (e.g., to registered users), but it should be possible for other researchers775

to have some path to reproducing or verifying the results.776

5. Open access to data and code777

Question: Does the paper provide open access to the data and code, with sufficient instruc-778

tions to faithfully reproduce the main experimental results, as described in supplemental779

material?780

Answer: [No]781

Justification: Due to company policy reasons, we are currently unable to upload the code.782

The code will be publicly available after the paper is published.783

Guidelines:784

• The answer NA means that paper does not include experiments requiring code.785

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/786

public/guides/CodeSubmissionPolicy) for more details.787

• While we encourage the release of code and data, we understand that this might not be788

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not789

including code, unless this is central to the contribution (e.g., for a new open-source790

benchmark).791

• The instructions should contain the exact command and environment needed to run to792

reproduce the results. See the NeurIPS code and data submission guidelines (https:793

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.794

• The authors should provide instructions on data access and preparation, including how795

to access the raw data, preprocessed data, intermediate data, and generated data, etc.796

• The authors should provide scripts to reproduce all experimental results for the new797

proposed method and baselines. If only a subset of experiments are reproducible, they798

should state which ones are omitted from the script and why.799

• At submission time, to preserve anonymity, the authors should release anonymized800

versions (if applicable).801

• Providing as much information as possible in supplemental material (appended to the802

paper) is recommended, but including URLs to data and code is permitted.803

6. Experimental Setting/Details804

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-805

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the806

results?807

Answer: [Yes]808

Justification: This paper provides detailed information on the models, parameters, hyper-809

parameter selection, computational resources in Sec. 5 and Appendix A to ensure repro-810

ducibility.811

Guidelines:812

• The answer NA means that the paper does not include experiments.813

• The experimental setting should be presented in the core of the paper to a level of detail814

that is necessary to appreciate the results and make sense of them.815

• The full details can be provided either with the code, in appendix, or as supplemental816

material.817

7. Experiment Statistical Significance818

Question: Does the paper report error bars suitably and correctly defined or other appropriate819

information about the statistical significance of the experiments?820

Answer: [No]821

Justification: The common practice in video editing does not including error bars, and we822

follow the previous papers.823

Guidelines:824

• The answer NA means that the paper does not include experiments.825
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-826

dence intervals, or statistical significance tests, at least for the experiments that support827

the main claims of the paper.828

• The factors of variability that the error bars are capturing should be clearly stated (for829

example, train/test split, initialization, random drawing of some parameter, or overall830

run with given experimental conditions).831

• The method for calculating the error bars should be explained (closed form formula,832

call to a library function, bootstrap, etc.)833

• The assumptions made should be given (e.g., Normally distributed errors).834

• It should be clear whether the error bar is the standard deviation or the standard error835

of the mean.836

• It is OK to report 1-sigma error bars, but one should state it. The authors should837

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis838

of Normality of errors is not verified.839

• For asymmetric distributions, the authors should be careful not to show in tables or840

figures symmetric error bars that would yield results that are out of range (e.g. negative841

error rates).842

• If error bars are reported in tables or plots, The authors should explain in the text how843

they were calculated and reference the corresponding figures or tables in the text.844

8. Experiments Compute Resources845

Question: For each experiment, does the paper provide sufficient information on the com-846

puter resources (type of compute workers, memory, time of execution) needed to reproduce847

the experiments?848

Answer: [Yes]849

Justification: This paper provides detailed information on the computational resources in850

Sec. 5 and Appendix A and inference time comparison in Tab. 6.851

Guidelines:852

• The answer NA means that the paper does not include experiments.853

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,854

or cloud provider, including relevant memory and storage.855

• The paper should provide the amount of compute required for each of the individual856

experimental runs as well as estimate the total compute.857

• The paper should disclose whether the full research project required more compute858

than the experiments reported in the paper (e.g., preliminary or failed experiments that859

didn’t make it into the paper).860

9. Code Of Ethics861

Question: Does the research conducted in the paper conform, in every respect, with the862

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?863

Answer: [Yes]864

Justification: The research strictly adheres to the NeurIPS Code of Ethics in every respect.865

Guidelines:866

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.867

• If the authors answer No, they should explain the special circumstances that require a868

deviation from the Code of Ethics.869

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-870

eration due to laws or regulations in their jurisdiction).871

10. Broader Impacts872

Question: Does the paper discuss both potential positive societal impacts and negative873

societal impacts of the work performed?874

Answer: [Yes]875

Justification: The broader impacts are discussed in Appendix C.876
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Guidelines:877

• The answer NA means that there is no societal impact of the work performed.878

• If the authors answer NA or No, they should explain why their work has no societal879

impact or why the paper does not address societal impact.880
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that a generic algorithm for optimizing neural networks could enable people to train890

models that generate Deepfakes faster.891
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11. Safeguards900

Question: Does the paper describe safeguards that have been put in place for responsible901

release of data or models that have a high risk for misuse (e.g., pretrained language models,902

image generators, or scraped datasets)?903

Answer: [NA]904

Justification: This paper poses no such risks.905
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• The answer NA means that the paper does not release new assets.948

• Researchers should communicate the details of the dataset/code/model as part of their949

submissions via structured templates. This includes details about training, license,950

limitations, etc.951
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• Depending on the country in which research is conducted, IRB approval (or equivalent)982

may be required for any human subjects research. If you obtained IRB approval, you983

should clearly state this in the paper.984

• We recognize that the procedures for this may vary significantly between institutions985

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the986

guidelines for their institution.987

• For initial submissions, do not include any information that would break anonymity (if988

applicable), such as the institution conducting the review.989
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