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Abstract

In this paper, we introduce the Akan Conver-001
sation Emotion (ACE) dataset, the first multi-002
modal emotion dialogue dataset for an African003
language, addressing the significant lack of re-004
sources for low-resource languages in emo-005
tion recognition research. ACE, developed006
for the Akan language, contains 385 emotion-007
labeled dialogues and 6,162 utterances across008
audio, visual, and textual modalities, along009
with word-level prosodic prominence annota-010
tions. The presence of prosodic labels in this011
dataset also makes it the first prosodically an-012
notated African language dataset. We demon-013
strate the quality and utility of ACE through ex-014
periments using state-of-the-art emotion recog-015
nition methods, establishing solid baselines for016
future research. We hope ACE inspires further017
work on inclusive, linguistically and culturally018
diverse NLP resources.019

1 Introduction020

Emotion Recognition in Conversation (ERC) is021

a rapidly evolving subfield of Natural Language022

Processing (NLP) that focuses on detecting or clas-023

sifying the emotional states expressed by speakers024

in multi-turn conversations (Poria et al., 2019). Un-025

like traditional emotion recognition tasks that aim026

to identify emotions from isolated text or speech027

snippets or speech utterances such as (Zahiri and028

Choi, 2018), ERC seeks to leverage contextual cues029

from prior dialogue, speaker relationships, and con-030

versational flow to infer emotional states more ac-031

curately (Poria et al., 2019).032

In recent years, ERC has garnered significant033

attention within the NLP community, driven by034

its growing relevance to a range of real-world ap-035

plications. Notable examples include empathetic036

chatbot systems (Fragopanagos and Taylor, 2005),037

call-center dialogue systems (Danieli et al., 2015),038

and mental health support tools (Ringeval et al.,039

2018). These systems rely on ERC to capture the040

Figure 1: An example of a dialogue showing conversa-
tional context and emotion labels.

evolving emotional dynamics of conversations, en- 041

abling more contextually appropriate and emotion- 042

ally aware responses. Developing robust ERC sys- 043

tems often requires multimodal data integration 044

(Poria et al., 2018), which is challenging due to the 045

need to jointly model diverse inputs like scene con- 046

text, discussion topics, conversational history, and 047

speaker personalities (Shen et al., 2020; Hazarika 048

et al., 2018a; Wu et al., 2024b). However, compre- 049

hensive multimodal ERC dialogue datasets remain 050

scarce, with benchmark resources like IEMOCAP 051

(Busso et al., 2008), MSP-IMPROV (Busso et al., 052

2016), MELD (Poria et al., 2018), and M³ED (Zhao 053

et al., 2022a) being notable exceptions. 054

A major limitation of existing ERC datasets is 055

their focus on high-resource languages, particularly 056

English (IEMOCAP, MSP-IMPROV, MELD) and 057

Chinese (M³ED). This lack of linguistic diversity 058

hinders the development of ERC systems for low- 059

resource languages, especially in Africa. To our 060

knowledge, no multimodal ERC dataset exists for 061

any African language, despite the continent being 062

home to approximately 3,000 of the world’s 7,000 063

languages (Leben, 2018) and 18.3% of the global 064

population (Mo Ibrahim Foundation, 2023). 065

To address this gap, we introduce the Akan Con- 066

versation Emotion (ACE) dataset, a multimodal 067
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emotion dialogue dataset for Akan, a major West068

African language spoken by about 20 million peo-069

ple (Peterson et al., n.d.). Akan is the most widely070

spoken language in Ghana, with around 80% of the071

population using it as a first or second language,072

and approximately 44% identifying as native Akan073

speakers. It is also natively spoken in parts of Ivory074

Coast and Togo. The language primarily comprises075

three main dialects: Asante, Akuapem, and Fante.076

ACE contains 385 emotion-labeled dialogues077

from 21 Akan movies, covering diverse scenes and078

topics. It includes 6,162 utterances from 308 speak-079

ers (155 male, 153 female), ensuring a gender-080

balanced dataset. As a tonal language, Akan’s081

prosodic features are crucial for emotion recog-082

nition, so ACE includes word-level prosodic promi-083

nence annotations to support research on prosody084

in ERC. Our baseline experiments validate the085

dataset’s quality and utility for low-resource and086

cross-cultural emotion recognition research. Our087

main contributions are:088

1. We introduce ACE, the first multimodal emo-089

tion dialogue dataset for an African language,090

enabling cross-cultural emotion research1.091

2. We validate ACE through experiments with092

state-of-the-art ERC methods, establishing a093

strong baseline and detailed analysis.094

3. We provide word-level prosodic prominence095

annotations, making ACE the first prosodi-096

cally annotated dataset for an African lan-097

guage, facilitating research on prosody’s role098

in ERC and tonal language processing.099

2 Related work100

2.1 Related Datasets101

ERC and Speech Emotion Recognition (SER)102

datasets are essential for developing models to un-103

derstand and classify emotions in speech. These104

datasets can be grouped into three main cate-105

gories. Table 1 compares ACE with other discussed106

datasets.107

Single-modality datasets focus exclusively on a108

single modality, such as text, including EmoryNLP109

(Zahiri and Choi, 2018), EmotionLines (Chen et al.,110

2018), and DailyDialog (Li et al., 2017). These are111

useful for text-based emotion recognition but lack112

the multi-modal richness needed for comprehen-113

sive analysis involving vocal or visual cues.114

Multi-modal datasets combine text, audio, or115

video, such as CMU-MOSEI (Zadeh et al., 2018),116

1Our data and code are available at this anonymous repo.

AFEW (Dhall et al., 2012), MEC (Li et al., 2018), 117

and CH-SIMS (Yu et al., 2020). While offering 118

richer features, they are not conversational and miss 119

the dynamic, context-dependent expressions seen 120

in natural dialogues. 121

Conversational multi-modal datasets integrate 122

text, audio, and video with conversational context, 123

such as IEMOCAP (Busso et al., 2008), MSP- 124

IMPROV (Busso et al., 2016), MELD (Poria et al., 125

2018), and M³ED (Zhao et al., 2022a). But these 126

datasets mainly focus on high-resource languages, 127

leaving gaps for low-resource languages. 128

Existing datasets lack resources for low-resource 129

languages, such as Akan, and prosodic annotations 130

critical for tonal languages. ACE fills this gap by of- 131

fering a multi-modal resource with prosodic labels 132

and conversational data, enabling robust SER for 133

Akan and advancing cross-cultural SER research. 134

2.2 Related Methods 135

Conversational emotion recognition (ERC) has 136

evolved through various approaches addressing 137

contextual modeling, multimodal integration, and 138

speaker dependencies. Early works used hierarchi- 139

cal LSTMs (Poria et al., 2017) and Conversational 140

Memory Networks (CMN) (Hazarika et al., 2018b) 141

to capture context and inter-speaker influences, im- 142

proving sentiment classification but struggling with 143

generalization and sparse contexts. 144

DialogueRNN (Majumder et al., 2019) and Hi- 145

GRU (Jiao et al., 2019) refined speaker-specific 146

emotion tracking and attention-based modeling 147

but faced challenges with subtle distinctions and 148

multimodal integration. Knowledge-enriched mod- 149

els (Zhong et al., 2019) leveraged commonsense 150

knowledge for emotion detection but struggled with 151

closely related emotions and low-resource settings. 152

Graph-based methods such as ConGCN (Zhang 153

et al., 2019) and DialogueGCN (Ghosal et al., 154

2019) modeled multi-speaker dependencies effec- 155

tively but relied heavily on textual features. Mul- 156

timodal transformers like MulT (Tsai et al., 2019) 157

and MMGCN (Hu et al., 2021) advanced cross- 158

modal fusion but faced scalability issues due to 159

dataset alignment and computational demands. 160

Recent transformer-based models like DialogXL 161

(Shen et al., 2021) and EmoBERTa (Kim and 162

Vossen, 2021) improved ERC with dialog-aware at- 163

tention and speaker-aware features but lacked mul- 164

timodal capabilities. M2FNet (Chudasama et al., 165

2022) addressed multimodal fusion, effectively in- 166

tegrating text, audio, and visual data, though it 167
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Dataset Dialogue Modalities Prosodic Annotations Sources Mul-label Emos Spks Language Utts
EmoryNLP (Zahiri and Choi, 2018) Yes t No Friends TV Yes 9 – English 12,606
EmotionLines (Chen et al., 2018) Yes t No Friends TV No 7 – English 29,245
DailyDialog (Li et al., 2017) Yes t No Daily No 7 – English 102,979
CMU-MOSEI (Zadeh et al., 2018) No a, v, t No YouTube No 7 1000 English 23,453
AFEW (Dhall et al., 2012) No a, v No Movies No 7 330 English 1,645
MEC (Li et al., 2018) No a, v No Movies, TVs No 8 – Mandarin 7,030
CH-SIMS (Yu et al., 2020) No a, v, t No Movies, TVs No 5 474 Mandarin 2,281
IEMOCAP (Busso et al., 2008) Yes a, v, t No Act No 5 10 English 7,433
MSP-IMPROV (Busso et al., 2016) Yes a, v, t No Act No 5 12 English 8,438
MELD (Poria et al., 2018) Yes a, v, t No Friends TV No 7 407 English 13,708
M³ED (Zhao et al., 2022a) Yes a, v, t No 56 TVs Yes 7 626 Mandarin 24,449
ACE (Ours) Yes a, v, t Yes 21 Movies No 7 308 Akan 6,162

Table 1: Comparison of existing benchmark datasets. a, v, t refer to audio, visual, and text modalities respectively.

struggled with imbalanced datasets. Recent meth-168

ods leverage LLMs to enhance performance, refor-169

mulating emotion recognition as a generative task170

(Lei et al., 2023), incorporating acoustic features171

(Wu et al., 2024a) and contextual information (Xue172

et al., 2024; Fu, 2024; Zhang et al., 2023).173

Despite these advancements, existing methods174

often lack robust solutions for underrepresented175

languages and datasets. Our work bridges these176

gaps by introducing a multimodal dataset and a177

focus on low-resource settings, enabling more com-178

prehensive and inclusive ERC research.179

3 ACE Dataset180

We construct the ACE dataset by collecting and181

annotating dialogues from Akan-language movies,182

with examples illustrated in Figure 1. The dataset183

includes transcriptions with speaker identifications,184

emotion labels, and word-level prosodic promi-185

nence annotations. Table 1 compares ACE with186

other discussed datasets.187

3.1 Data Selection188

The dataset consists of 21 Akan movies that were189

downloaded from the Internet Archive. To ensure190

that the movies included within this dataset were191

of high quality we ensured that each of the movies192

selected to be a part of the dataset fulfilled the193

following criteria: (1) the movie must be complete194

and not truncated in any section, (2) the speech of195

the actors within the movie should be intelligible,196

(3) the facial expressions of the actors within movie197

should be clear.198

3.2 Annotators and Annotation Process199

The annotation task was carried out by Akan data200

annotation professionals contracted through an in-201

stitute of linguistics and bible translation in Ghana.202

The annotators consisted of five men and two203

women, all native Akan speakers. Of these seven204

annotators, three were employed to work full-time 205

while the rest worked part-time. One of the full- 206

time annotators opted to annotate seven movies, 207

whereas the other two full-time annotators each 208

chose to annotate five movies. The remaining four 209

part-time annotators annotated one movie each. 210

The movies were randomly assigned to their re- 211

spective annotators. 212

The data annotators recorded the desired data 213

by watching the movies and simultaneously record- 214

ing the necessary information into Microsoft Excel 215

sheets. All resulting sheets were then collated into 216

one Excel sheet, where all redundant entries were 217

eliminated and annotation errors were corrected. 218

3.3 Text and Speaker Annotation 219

Even though there have been recent advances in 220

Akan Automatic Speech Recognition (ASR), most 221

modern Akan ASR systems still generate many 222

recognition errors as a result of the dearth of train- 223

ing data available (Dossou, 2024). As a result of 224

this, all the speech utterances for each movie were 225

manually transcribed by the annotators before any 226

emotion labelling was performed. 227

Additionally, due to the lack of acoustic models 228

for Akan that could facilitate audio alignment and 229

automatically generate timestamps for each utter- 230

ance in a movie, annotators manually tracked and 231

recorded the timestamps for all utterances. 232

For the speaker annotations, the speaker for 233

each utterance was identified by a unique identi- 234

fier which consists of a combination of the order 235

in which the speaker first appeared in the current 236

dialogue and their gender. For instance, a possi- 237

ble label that would be assigned to a man who is 238

the first speaker in the current dialogue of a scene 239

within a movie is ‘speaker one man’. 240

To ensure the high quality of the utterance tran- 241

scriptions, a professional Akan linguist from the 242

same institute was employed to peruse all of the 243
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transcriptions provided by the annotators and cor-244

rect any identified errors.245

3.4 Emotion Annotation246

The emotion demonstrated for each utterance247

within a dialogue was annotated using one of seven248

possible emotion labels: Sadness, Fear, Anger,249

Surprise, Disgust, Happy and Neutral. Six250

out of these emotions (i.e Sadness, Fear, Anger,251

Surprise, Happy and Disgust) were proposed by252

Paul Ekman (1992) as the six universal human253

emotions. Following previous works (Poria et al.,254

2018; Busso et al., 2008; Gong et al., 2024), a neu-255

tral emotion label was added to identify utterances256

within the dataset that did not carry any pronounced257

emotional undertone.258

The annotators were instructed to assign emo-259

tion labels to each utterance while simultaneously260

viewing their assigned movies. To ensure the ac-261

curacy and reliability of annotations, a preliminary262

information session was held by a research coor-263

dinator at the aforementioned institute in Ghana.264

This session provided a comprehensive overview265

of the annotation task, clarified expectations, and266

included illustrative examples of how each target267

emotion might manifest in various scenarios. In268

cases of uncertainty, annotators were guided to269

select the emotion label they deemed most appro-270

priate for the utterance. The emotion annotation271

tutorial was designed with inspiration and refer-272

ence to established emotion annotation guidelines,273

such as Gong et al. (2024).274

3.5 Emotion Annotation Finalization275

Following the preliminary emotion annotation pro-276

cess, two annotators who demonstrated the highest277

quality in utterance transcriptions were selected278

to provide second-opinion emotion labels for ut-279

terances they had not annotated during the initial280

labelling phase. After this second round of la-281

belling, the final emotion label for each utterance282

in the dataset was determined through a majority283

voting procedure. In cases of inter-annotator dis-284

agreement regarding the appropriate emotion la-285

bel, the final decision was made by an external286

Akan-speaking consultant, recognized as an ex-287

pert in Akan Emotion Analysis. Notably, an analy-288

sis of inter-annotator agreement yielded an overall289

Fleiss’ Kappa statistic (Fleiss, 1971) of k = 0.4880.4880.488290

which is comparable to the inter-annotator agree-291

ment scores of several other popular high-quality292

speech emotion datasets such as MELD (Poria293

General Statistics Values
Total number of seconds 87441
Avg. number of seconds per movie 4163.4
Total number of movies 21
Total number of dialogs 385
Total number of words 117305
Total number of utterances 6162
Total number of turns 4477
Number of prominence words 37314
Number of non-prominence words 79991
Average number of turns per dialog 11.62
Average number of utterances per dialog 16
Average number of words per dialog 305
Average utterance length in seconds 6.701
Average number of words per utterance 19
Average duration per dialog in seconds 227.1

Table 2: General statistics of the ACE Dataset

et al., 2018) which has a score of 0.43 (Poria et al., 294

2018), IEMOCAP which has a score of 0.48 (Busso 295

et al., 2008), MSP-IMPROV which has a score of 296

0.49 (Busso et al., 2016) and M³ED which has a 297

score of 0.59 (Zhao et al., 2022b). 298

3.6 Prosodic Prominence Annotation 299

The annotation strategy used for prosodic promi- 300

nence closely mirrored the approach employed for 301

emotion labelling. The same two annotators re- 302

sponsible for assigning emotion labels to the ut- 303

terances were selected for this task. Before start- 304

ing the prosodic prominence annotations, they re- 305

ceived detailed instructions outlining the concept of 306

prosodic prominence and the steps involved in per- 307

forming the task. Additionally, they were presented 308

with examples of prosodic prominence annotations 309

deemed accurate by consulted linguists to ensure a 310

clear understanding of the expectations. 311

For the annotation task, the annotators were in- 312

structed to listen to the audio of each utterance in 313

the dataset and assign a value of 1 to words they 314

deemed prosodically prominent and 0 to words they 315

considered non-prominent. All annotations were 316

conducted using Excel sheets. This approach to 317

prosodic prominence annotation was inspired by a 318

similar approach leveraged in Cole et al. (2017). 319

At the time of writing, prosodic prominence la- 320

bels from one annotator are complete and included 321

in this paper. The second round of annotation is 322

ongoing and will be incorporated into future ver- 323

sions of the dataset to enhance reliability through 324

inter-annotator agreement analysis. 325
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Emotion Labels Values
Neutral 2941
Sadness 806
Anger 1107
Fear 134
Surprise 364
Disgust 162
Happy 568

Table 3: Distribution of emotions in the ACE dataset

Speaker statistics Values
Number of speakers 308
Number of male speakers 155
Number of female speakers 153

Table 4: Distribution of speakers in the ACE Dataset

3.7 Dataset Statistics326

General Dataset Statistics Table 2 presents ba-327

sic statistics of the Akan Cinematic Emotions328

(ACE) Dataset. It contains 385 dialogues, 4477329

turns and 6162 utterances, which contain an aver-330

age of 19 words. With respect to prosodic promi-331

nence, 37314 words were annotated to be prosodi-332

cally prominent whereas 79991 words were anno-333

tated to be non-prominent.334

Emotion Distribution Table 3 illustrates the dis-335

tribution of emotions in the ACE Dataset. Neu-336

tral emotion had the highest frequency, appearing337

in 2,941 instances, while Fear had the lowest fre-338

quency, occurring only 134 times.339

Speaker Gender Distribution The number of340

speakers in the ACE dataset is 308, of which 155341

are men and 153 are women, as shown in Table 4.342

4 Experiments and Analysis343

We conduct a series of experiments to establish344

baseline performance for emotion recognition on345

ACE using unimodal and multimodal approaches.346

We first evaluate text, audio, and vision separately347

with state-of-the-art models, then explore modality348

combinations through feature concatenation and349

transformer-based fusion. These results serve as350

a foundation for future research on multimodal351

emotion recognition in Akan.352

4.1 Experiment Setup353

Each movie in our dataset is segmented into train-354

ing, testing, and validation sets using a 7:1.5:1.5355

ratio. Following a comprehensive data cleaning356

process that removed invalid utterances – specifi- 357

cally those with erroneous timestamps or annota- 358

tions – the final dataset comprised 3,888 utterances 359

for training, 816 for validation, and 834 for testing. 360

Segmentation for both audio and video modali- 361

ties is based on the timestamps associated with each 362

utterance. The audio recordings, originally sam- 363

pled at 44 kHz, are resampled to 16 kHz to meet the 364

input requirements of the Whisper (Radford et al., 365

2022) model. Video frames are extracted at two 366

distinct rates – 1 frame per second and 5 frames per 367

second – to evaluate the impact of temporal resolu- 368

tion on emotion detection. Additionally, MTCNN 369

(Zhang et al., 2016) is employed to extract faces 370

from each frame, capturing crucial facial cues es- 371

sential for effective emotion recognition. 372

We conduct our experiments on an RTX A6000 373

GPU. To ensure a reliable assessment of model per- 374

formance, we use weighted F1 and macro F1 scores 375

instead of accuracy, as the latter can be misleading 376

in imbalanced scenarios. 377

4.2 Text Experiments 378

For our text experiments, we employ the Ghana- 379

NLP/abena-base-asante-twi-uncased (Alabi et al., 380

2020) model from Hugging Face, a variant of mul- 381

tilingual BERT (mBERT) fine-tuned specifically 382

for the Akan language. The model is initially 383

trained on the Twi subset of the JW300 (Agić and 384

Vulić, 2019) dataset, which primarily consists of 385

the Akuapem dialect of Twi, and is later fine-tuned 386

on Asante Twi Bible data to specialize in Asante 387

Twi. To our knowledge, this remains the only avail- 388

able language model trained on this language. 389

We investigate the impact of context by compar- 390

ing two settings: one incorporating the previous 391

utterance as context and another without contex- 392

tual information. Following the context modeling 393

approach from MMML (Wu et al., 2024b), we pro- 394

cess the context and current utterance separately 395

before concatenating their feature representations, 396

rather than simply merging them at the input level. 397

The concatenated features are then passed to the 398

classifier layer. We use a learning rate of 1e-5 and 399

a batch size of 16 in both settings. 400

Setting Weighted F1 Macro F1
No Context 43.12 18.85
Context 44.58 22.29

Table 5: Text-based emotion detection results using the
Ghana-NLP/abena-base-asante-twi-uncased model.
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As shown in Table 5, our results indicate401

that incorporating context improves performance.402

Specifically, the model without context achieves a403

weighted F1 score of 43.12 and a macro F1 score404

of 18.85, while the context-aware model yields a405

weighted F1 score of 44.58 and a macro F1 score406

of 22.29. These findings highlight the benefits of407

incorporating contextual information for emotion408

detection in Akan text.409

4.3 Audio Experiments410

We conduct audio experiments using three differ-411

ent encoding methods: Whisper2, spectrogram-412

based features, and openSMILE3, where Whisper413

achieves the highest performance (Table 6). We set414

the learning rate to 1e-5 and use a batch size of 16415

for all three methods.416

OpenSMILE features are extracted using the417

ComParE 2016 feature set, incorporating Low-418

Level Descriptors (LLDs) and Functionals, result-419

ing in a 130-dimensional feature vector with a max-420

imum sequence length of 3000. These features are421

then used to train an audio transformer encoder,422

following the approach of Wu et al. (2024b). The423

model consists of three transformer encoder lay-424

ers, each with two attention heads, and positional425

encoding, followed by a fully connected linear clas-426

sifier for prediction. The model reaches a weighted427

F1 score of 13.80 and a macro F1 score 6.58. This428

low performance can be attributed to the absence429

of pretraining.430

Spectrogram features are computed with 128431

Mel-frequency bins, normalized, and truncated432

or padded to a maximum length of 1024 frames.433

These features are then used to fine-tune a pre-434

trained Audio Spectrogram Transformer (AST)435

(Gong et al., 2021) with an additional linear classi-436

fier layer. The model achieves a weighted F1 score437

of 47.89 and a macro F1 score of 23.36. We select438

AST due to its pretraining on a diverse auditory439

data, encompassing both human speech and non-440

human sounds, such as music and environmental441

noises. This broad training enables AST to effec-442

tively capture complex acoustic patterns, making it443

particularly well-suited for our ACE dataset, which444

consists of movie scenes containing a mix of dia-445

logue, background music, and ambient sounds.446

Finally, we fine-tune a Whisper-Small encoder447

without freezing its parameters, achieving the best448

2https://huggingface.co/openai/whisper-small
3https://audeering.github.io/opensmile-python/

Model Weighted F1 Macro F1
openSMILE 13.80 6.58
Spectrogram 47.89 23.36
Whisper-small 52.38 29.51

Table 6: Audio-based emotion detection results.

Model Weighted F1 Macro F1
ResNet18-1fps 40.57 20.02
ResNet50-1fps 38.19 15.1
ResNet18-5fps 42.04 17.92
ResNet50-5fps 41.76 19
Inception-Face-5fps 39.96 16.53

Table 7: Vision-based emotion detection results.

performance with a weighted F1 score of 52.38 449

and a macro F1 score of 29.51. These results in- 450

dicate that pretraining audio models on multiple 451

languages benefits speech emotion recognition in 452

low-resource target languages. However, due to 453

the imbalance in training samples for Whisper, the 454

improvement remains relatively small. This further 455

underscores the necessity of our dataset collection, 456

as it represents the first multimodal emotion dia- 457

logue dataset for an African language, addressing 458

the significant resource gap in emotion recognition 459

research for low-resource languages. 460

4.4 Vision Experiments 461

For the vision modality, we explore two main ap- 462

proaches for encoding visual information. First, 463

we use ResNet18 and ResNet50 (He et al., 2015) 464

to extract feature representations from entire video 465

frames. To evaluate the impact of temporal reso- 466

lution on emotion detection, we experiment with 467

frame sampling rates of 1 frame per second (1 468

fps) and 5 frames per second (5 fps). In addition, 469

we investigate a face-based approach where faces 470

are extracted from each frame using MTCNN and 471

then encoded with InceptionResnetV1, a model 472

pre-trained on VGGFace2 (Cao et al., 2018). All 473

vision experiments are conducted using a learning 474

rate of 1e-4 and a batch size of 16. 475

As shown in Table 7, our results indicate that 476

ResNet18 with a 5 fps sampling rate achieves the 477

highest weighted F1 score (42.04), suggesting that 478

increasing temporal resolution enhances emotion 479

recognition. However, the highest macro F1 score 480

(20.02) is observed with ResNet18 at 1 fps, indi- 481

cating that this setting may better capture underrep- 482

resented emotion classes. Interestingly, ResNet50, 483

despite being a larger model, does not consistently 484
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outperform ResNet18, possibly due to overfitting.485

Its best weighted F1 score (41.76 at 5 fps) slightly486

trails that of ResNet18-5fps.487

The face-based approach using InceptionRes-488

NetV1 underperforms compared to whole-frame489

models, achieving only 39.96 weighted F1 and490

16.53 macro F1, suggesting that facial expressions491

alone may not provide sufficient information for492

robust emotion detection in our dataset. Unlike493

datasets such as CMU-MOSEI (Zadeh et al., 2018)494

that enforce a single visible face in close-up shots,495

our dataset does not impose such constraints. As496

a result, videos may contain multiple faces, and497

the primary speaker’s face may be distant from498

the camera, adding challenges for models relying499

solely on facial features. These findings highlight500

the importance of frame selection strategies and501

suggest that balancing temporal resolution with502

model capacity is crucial for optimal vision-based503

emotion recognition.504

4.5 Multimodal Experiments505

We evaluate modality combinations using the best-506

performing unimodal models. Starting with simple507

feature concatenation as a baseline, we then apply508

transformer-based fusion to enhance cross-modal509

interactions. These experiments assess the impact510

of multimodal integration on emotion recognition.511

4.5.1 Modality Features Concatenation512

For the fusion experiments, we evaluate all possible513

combinations of the three modalities to understand514

how multimodal integration impacts ERC. We use515

the best-performing unimodal models: the con-516

textual text model (Ghana-NLP/abena-base-asante-517

twi-uncased) for text, Whisper-small for audio, and518

ResNet18-5fps for vision. Feature representations519

from each modality are concatenated and passed520

through a classifier layer to compute logits for emo-521

tion prediction. To consider distinct characteristics522

of each modality, we experiment with different523

learning rates but find that using a single learning524

rate of 1e-5 yields the most stable results.525

Our results in Table 8 show that combining526

modalities improves emotion recognition perfor-527

mance, with the best results achieved when inte-528

grating all three modalities. The multimodal model529

using text, audio, and vision achieves the highest530

weighted F1 (55.81) and macro F1 (30.97), outper-531

forming all unimodal and bimodal models.532

Among the unimodal models, audio performs533

best (52.38 weighted F1, 29.51 macro F1), indi-534

Modality Weighted F1 Macro F1
Text 44.58 22.29
Audio 52.38 29.51
Vision 40.57 20.02
Text + Audio 55.51 30.15
Text + Vision 43.33 21.15
Audio + Vision 53.84 30.42
Text + Audio + Vision 55.81 30.97

Table 8: Results of modality concatenation experiments
using the best unimodal models.

cating that speech features carry the most discrimi- 535

native information for emotion recognition in our 536

dataset. Interestingly, text alone (44.58 weighted 537

F1, 22.29 macro F1) underperforms compared to 538

audio, contrasting with trends in high-resource lan- 539

guages where text embeddings often yield the best 540

results (Zadeh et al., 2018; Yu et al., 2020). This 541

gap is likely due to the limited availability of large 542

and diverse pretraining corpora for Akan, restrict- 543

ing the effectiveness of text embeddings. Vision 544

alone performs worst (40.57 weighted F1), suggest- 545

ing that visual cues are less reliable, possibly due 546

to variations in facial visibility and camera angles. 547

In bimodal settings, text + audio (55.51 weighted 548

F1) and audio + vision (53.84 weighted F1) show 549

substantial improvements over their unimodal coun- 550

terparts, reinforcing the importance of speech infor- 551

mation in multimodal emotion recognition. How- 552

ever, text + vision (43.33 weighted F1) provides 553

only a marginal improvement over vision alone, 554

suggesting that textual and visual features may 555

not be as complementary as text and audio. Over- 556

all, these results highlight the advantages of mul- 557

timodal fusion, particularly the strong synergy be- 558

tween textual and auditory features, while also em- 559

phasizing the challenges posed by the limited avail- 560

ability of high-quality pretraining data for Akan. 561

4.5.2 Transformer Fusion 562

To further enhance multimodal fusion, we employ 563

a transformer-based cross-attention encoder to cap- 564

ture interdependencies between different modali- 565

ties. This approach enables a more nuanced inte- 566

gration of modality-specific features by projecting 567

information from one modality into the representa- 568

tional space of another. Given our bimodal results 569

indicating that text and vision do not complement 570

each other effectively, we structure our fusion pro- 571

cess around audio-centric interactions. Specifically, 572

we use a cross-attention encoder to fuse text and au- 573

dio (audio-text fusion) as well as audio and vision 574

7



Figure 2: Illustration of the transformer fusion model.

Model Weighted F1 Macro F1
Concatenation 55.81 30.97
Transformer Fusion 56.13 31.68

Table 9: Results of multimodal fusion experiments.

(audio-vision fusion).575

In this framework, we first extract features from576

each modality using the best-performing unimodal577

models. The cross-attention encoder is designed578

such that the query comes from one modality while579

the keys and values are derived from another. This580

mechanism allows each modality to selectively at-581

tend to the most relevant aspects of the other, facili-582

tating effective multimodal alignment. The encoder583

projects the hidden representations of one modality584

into the representational space of another, enhanc-585

ing cross-modal interactions.586

To structure the fusion process, we prepend a587

CLS token to the hidden states of each modality588

before applying the cross-attention mechanism. Af-589

ter audio-text fusion, we obtain two new hidden590

representations: Ta, where text features are pro-591

jected into the audio space, and At, where audio592

features are projected into the text space. Similarly,593

for audio-vision fusion, we obtain Av and Va, cor-594

responding to audio projected into the vision space595

and vice versa. For classification, we use the CLS596

token from each fused representation as features.597

Additionally, we incorporate the context feature598

from the text encoder to enrich the final representa-599

tion. These features are concatenated and passed600

through a classifier layer to predict emotion labels.601

As shown in Table 9, Transformer fusion out-602

performs simple concatenation in both weighted603

and macro F1 scores, achieving 56.13 and 31.68,604

respectively. This improvement highlights the ef- 605

fectiveness of advanced fusion mechanisms in in- 606

tegrating multimodal features for emotion recog- 607

nition. The higher macro F1 score suggests that 608

Transformer Fusion provides better balance across 609

emotion classes, likely due to its ability to capture 610

cross-modal dependencies more effectively. These 611

findings underscore the potential of attention-based 612

fusion techniques for enhancing multimodal ERC, 613

particularly in low-resource settings like Akan. 614

5 Conclusion and Future Directions 615

We introduce the Akan Conversation Emotion 616

(ACE) dataset, the first multimodal emotion dia- 617

logue dataset for an African language, addressing 618

the resource gap in ERC research for low-resource 619

languages. ACE comprises 385 emotion-labeled 620

dialogues and word-level prosodic prominence an- 621

notations, making it a valuable resource for cross- 622

cultural emotion recognition and tonal language 623

prosody research. Our experiments with state-of- 624

the-art ERC methods validate ACE’s quality and 625

establish a strong baseline for future research. 626

Looking ahead, we aim to expand to additional 627

African languages and develop culturally adaptive 628

ERC systems. Multimodal emotion recognition can 629

be improved by speech enhancement techniques 630

and pretraining models on African languages. Inte- 631

grating vision-language models for scene descrip- 632

tions can also provide richer context. Advanced fu- 633

sion techniques like graph neural networks (GNNs) 634

and hypergraphs may further refine cross-modal 635

integration. We hope ACE inspires further research 636

toward culturally adaptive, linguistically diverse 637

NLP resources. 638
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Limitations639

While the Akan Cinematic Emotions (ACE) dataset640

represents a significant advancement in multi-641

modal emotion recognition research, particularly642

for African languages, there are several limitations643

to acknowledge.644

One limitation of this work is that the dataset fo-645

cuses exclusively on the Akan language. While this646

contributes to the representation of low-resource647

languages in emotion recognition research, the648

findings may not generalize to other African lan-649

guages or cultural contexts without further adap-650

tation and testing. The emotional expressions and651

prosodic characteristics in Akan may differ sub-652

stantially from those in other languages, limiting653

cross-linguistic applicability.654

Another limitation lies in the domain of the655

dataset, which is derived from movie dialogues.656

While this ensures the presence of diverse emotions657

and rich multimodal interactions, it is likely that a658

portion of the data contains acted emotions rather659

than naturally occurring ones. Acted emotions may660

differ in intensity, expression, and prosodic features661

from emotions encountered in real-world scenarios,662

potentially introducing a bias in models trained on663

this dataset. This could affect the generalizabil-664

ity of such models to real-life applications, where665

emotional expressions might be less exaggerated666

or contextually different.667

Additionally, while the inclusion of prosodic668

annotations is a novel feature, the labelling pro-669

cess may be subject to subjective interpretations,670

particularly for ambiguous emotional expressions.671

The quality and consistency of these annotations672

could impact the performance of models relying673

on prosodic features. Further efforts to standardize674

prosodic annotation practices would benefit future675

iterations of this dataset.676

Another challenge is related to visual data. Al-677

though the dataset incorporates visual modalities,678

the quality and consistency of visual features in679

movie dialogues may vary due to differences in680

lighting, camera angles, and actor positioning.681

These variations could impact the reliability of vi-682

sual emotion recognition models trained on this683

dataset. Moreover, further exploration of vision684

features, including fine-tuned embeddings and ad-685

vanced visual annotations, may reveal additional686

insights but was not the focus of this study.687

Despite these limitations, we believe that ACE688

provides an essential foundation for advancing689

speech emotion recognition in low-resource lan- 690

guages and encourages further exploration in this 691

area. 692

Ethical Considerations 693

The potential for misuse of the ACE dataset must 694

be carefully acknowledged. While the dataset is 695

intended for research purposes, deploying models 696

trained on ACE in real-world applications without 697

proper domain adaptation and validation could re- 698

sult in inaccurate emotion predictions, particularly 699

in scenarios that deviate from cinematic dialogues. 700

As such, researchers and practitioners should exer- 701

cise caution when extending the use of this dataset 702

to other applications. 703
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