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Abstract

Text embeddings are essential for language
understanding tasks. Large language models
(LLMs) have recently become popular for text
embedding due to their ability to capture com-
plex information. Leveraging text-based adven-
ture games as a test bed, we explore the impact
of different language models on Reinforcement
Learning (RL) behavior. The results show that
contrary to common assumptions, larger em-
bedding models do not guarantee better per-
formance over smaller model sizes. Instead,
the optimal model size depends on the specific
game environment.

1 Introduction

Embedding techniques are crucial for all language-
based tasks as they convert human language into
a format that machines can understand (Kashyap
et al., 2024). This paper focuses on how language
embedding models affect reinforcement learning
performance. Text-based adventure games provide
a practical test bed for language-based RL agents.
Figure 1 illustrates such a game, where the agent
must make decisions based on its understanding
of the state information and interact with the game
environment to receive feedback. A critical step
is selecting suitable embedding models to obtain
state and action representations during RL training.

The motivation for focusing on embedding meth-
ods in RL agents in this paper is twofold: a)
Training Efficiency: Training RL agents is time-
consuming. We hypothesize that in many cases the
performance difference between small and large
models is minimal. Thus, opting for a smaller
model can optimize the trade-off between perfor-
mance and computing costs. b) Performance Im-
provement: A common approach to enhancing
agent performance is by exploring new RL algo-
rithms. However, language is semantically rich,
and sentence representation is a fundamental step
for language-based RL that enables the agent to

make decisions based on syntactic and semantic
understanding, rather than merely learning from
feedback such as rewards from game environments.
We hypothesize that selecting the right embedding
methods can improve RL agent performance with-
out modifying the RL algorithms themselves.

The contributions of this paper are:

* Our experiments compare whether the size
of the language model influences RL perfor-
mance and compare sentence embeddings to
word embeddings with GRU as different em-
bedding architectures.

* Additionally, we present the results of using
only Llama 3 (Al@Meta, 2024) for playing
the games without any RL-based training or
fine-tuning.

2 Benchmarks and Framework

2.1 Text-based Adventure Games:
Benchmarks

Jericho (Hausknecht et al., 2020) is one of the
most popular benchmarks, with major research di-
rections including action space generation (Yao
et al., 2020) and knowledge representation (Am-
manabrolu and Hausknecht, 2020; Xu et al., 2020;
Atzeni et al., 2021). One of the important works
relevant to this paper is the study by (Yao et al.,
2021), which investigates whether RL agents can
make decisions without relying on semantic under-
standing. They evaluate three variants based on
DRRN (He et al., 2016): (a) using only location in-
formation as observation, (b) hashing observations
and actions instead of using pure text, and (c) using
inverse dynamic loss-based vector representations.
Their findings indicate that RL agents can achieve
high scores for some games, even when language
semantics are not considered.

The Jiminy Cricket benchmark (Hendrycks
et al., 2021) creates an environment for text-based



State:

You turn the page to find out what’s in store for
you—only to have the letter yanked right out of
your hand. [...] If that. You debate to yourself
how to deal with her.

Action Space:

0: Grab her hand and take the letter from her.
1: 'm fast enough. I’ll just snatch the letter
from her hand.

2: Pretend the letter doesn’t matter.

Predicted Action: 0: Grab her hand and take
the letter from her.

Reward: 0, Morality: stealing: 1.0

Figure 1: An example from the game battlemage. The
RL agent receives a state from the game environment,
predicts the next action and subsequently receives re-
ward and morality scores.

adventure games to study potential immoral behav-
ior. The behaviors in these games are labeled as
Negative and Positive. A negative label indicates
that the selected action is harmful to either ’other’
individuals or the ’self’.

MACHIAVELLI (Pan et al., 2023) is the latest
benchmark focusing on the delicate balance be-
tween achieving goals (rewards) and adhering to
various facets of ethical behavior, including power,
disutility, and immorality. The major contribution
is the use of LLMs, such as GPT-4, for ethical be-
havior labeling. Their experiments demonstrate
that the GPT-4 model can independently play text-
based adventure games while tending to moral be-
haviors, but it achieves lower game scores com-
pared to an RL agent. We employ this benchmark
in our experimental section.

2.2 Problem Setting

An environment is defined as a Markov Decision
Process (MDP) M := (S, A, T,~, R), where the
set of states and actions are denoted by S and A
respectively. 7' : S x § x A — [0, 1] captures
the state transition dynamics, i.e., T'(s’ | s,a) de-
notes the probability of landing in state s’. The
reward R and terminal signal d come from the
game environment, and < is the discount factor.
The stochastic policy 7 : S — A(A) is a mapping
from a state to a probability distribution over ac-
tions, i.e., ) . 4 7(als) = 1, parameterized by a
neural network.

Deep Q-Learning is the most popular applied RL
algorithm in the text-based adventure game domain,
the Q-value is computed by the following (Sutton
and Barto, 2018):

Q(St, Ar) < Q(St, Ar)
+ al[Rip1 +ymax Q(Si11,a) — Q(S, A)]
(1)

where, Q(St, A) is the Q-value of the current state
S; and action Ay, and R;.1 is the reward from
the game environment. max, Q(St+1, a) refers to
the maximum next state-action value among all
possible actions within the action space.

The reshaped Q-value for moral behavior (Pan
et al., 2023; Hendrycks et al., 2021) is computed
by:

Q/(ct7 at) = Q(Ct7 at) - Vl[fimmoral(at) > T]‘
2
where the new reshaped Q' (ct, a;) is influenced
by the immorality score fimmorai(at), Which is
controlled by the parameter . 7 is the threshold
to indicate a moral or immoral action, and the im-
morality scores fimmoral(at) are determined using
a pre-trained large model trained on the ETHICS
benchmark (Hendrycks et al., 2020) which is not
updated during training of the RL agent.

2.3 Deep Q-Learning Architectures

Most of the previous work in the text-based adven-
ture game domain uses the deep Q-learning archi-
tecture proposed by He et al. (2016). The survey
paper by Osborne et al. (2022) summarizes vari-
ous encoder methods, highlighting that most pre-
vious work focuses on action generation or knowl-
edge representation while maintaining the same RL
agent encoder with Glove+GRU. Only a few papers
(Yin et al., 2020; Gruppi et al., 2024), introduce the
usage of a BERT-based encoder.

GloVe+GRU Representation: Most previous
work uses GloVe+GRU for learning embeddings.
GloVe (Pennington et al., 2014) encodes the in-
put text, and the GRU learns the representation of
each state element separately, which is then con-
catenated into a single vector. This new vector is
subsequently passed through a linear function to
predict the Q-value.

Transformer+GRU Representation: Instead
of using GloVe, in our experiments section, we use
transformer-based models to encode the word em-
beddings and GRU to learn the state representations
(Pan et al., 2023).



hero-of-myth battlemage cliffhanger kendrickstone sea-eternal

Roberta-Base 280.77 £23.74  156.11 £40.10  192.89 +6.85 97.61 +£27.89  218.66 £ 39.32
DeBERTa-v3-Xsmall 277.94+ 2252  213.71£47.17 233.24 £10.17 93.21 £36.57  179.04 £ 28.45
DeBERTa-v3-small 283.72£42.56  186.94£50.90 218.974+14.93  98.34 +24.31  155.79 £ 23.38
DeBERTa-v3-Base 310.52 +32.88 214.01 £22.29 21556 £24.59  101.88 £20.0 182.33 £ 32.40
DeBERTa-v3-Large 250.24 +29.14  230.92 £85.58 195.65 £37.68  93.06 £ 18.67  190.36 + 25.64
paraphrase-MiniLM  267.64 £40.92  167.64+37.76  201.39 +44.78  75.76 & 25.91 161.51 £13.44
sentence-t5-base 207.79+£20.99  183.43£27.25  156.68 £27.08  92.20 £25.64  159.04 &+ 18.20
sentence-t5-large 226.55+21.93  163.67£62.21  174.64 £42.45 62.61£19.37  149.17 £ 9.58
gtr-t5-base 307.38 £39.11  93.60 £ 29.69 172.45+£39.92  78.87+29.30 150.73+£2.73

Table 1: The average score of the last 100 episodes is shown for five repetitions of each game. The maximum
number of training steps is 500,000 for each model. (The full name of game kendrickstone is hero-of-kendrickstone )

GRU-based model Params(M)
RoBERTa-base 126
DeBERTa-v3-xsmall 71.4
DeBERTa-v3-small 142.6
DeBERTa-v3-base 185
DeBERTa-v3-large 435.5
Sentence-based model Params(M)
paraphrase-MinilM-L6-v2 22.9
sentence-t5-base 110.6
sentence-t5-large 336.1
gtr-t5-base 110.6

Table 2: The size of parameters in millions for the Q-
learning model varies with different embedding models.

Transformer-based Sentence Representation:
Recently, many embedding methods have fo-
cused on directly obtaining sentence embed-
dings(Kashyap et al., 2024). In subsequent experi-
ments, we employ a transformer to directly obtain
sentence embeddings. We then concatenate the
sentence embeddings of the state and action into
a single feature, which is subsequently fed into a
linear function to predict the g-value of each state-
action pair.

3 Experiments

3.1 Experimental Setting

The primary reason for using the Machiavelli
benchmark in this paper instead of Jiminy Cricket
or Jericho is that actions in the Machiavelli bench-
mark are typically complete sentences, rather than
‘Verb’+‘Noun’ (e.g., ’go east’) combinations. The
Machiavelli benchmark aims to identify the trade-
off between game scores and moral behavior. In
the following experiments, our primary focus is

on the game scores. The immorality score, calcu-
lated using Equation 2 as the Q-value minus a fixed
immorality score from the pre-trained model, the
constrained immoral score can be considered as
fixed value and remains unchanged during training.
Therefore, we do not focus on immorality scores in
this paper.

In our investigation of the language model’s
significance for RL performance, we examine
DeBERTa-v3 (He et al., 2021) and RoBERTa (Liu
etal., 2019) as word embedding models. DeBERTa-
v3 represents an enhanced iteration of DeBERTa.
Our experiments with DeBERTa-v3 encompass dif-
ferent model sizes, spanning from xsmall to large.
DeBERTa-v3 was used in the Machiavelli experi-
ments.

Furthermore, we present results using sentence
embedding models facilitated by sentence trans-
former (Reimers and Gurevych, 2019). We select
four models (paraphrase-MiniLM-L6-v2, sentence-
t5-base(Ni et al., 2021a) , sentence-t5-large) of
varying sizes, ranging from small to large, as well
as models of identical sizes but with distinct archi-
tectures (sentence-t5-base vs.gtr-t5-base (Ni et al.,
2021b)).

3.2 Main Findings

How does the size of the embedding model affect
RL performance? Embeddings from large models
often yield higher accuracy. For instance, DeBerta-
V3-large (He et al., 2021) outperforms DeBerta-
V3-base, small, and xsmall on benchmarks like
MNLI (Williams et al., 2018) and SQuAD (Ra-
jpurkar et al., 2018). However, large embeddings
also lead to increased memory and computational
demands, which can be problematic, especially
since RL itself is time-consuming. Training an



agent to play a game requires running hundreds
of episodes, which further amplifies these issues.
The results from Table 1 indicate that using a large
model will not guarantee that the agent achieves
higher game scores as compared to using smaller
models. The large model only achieves the highest
average scores in the game battlemage, yet it also
exhibits the highest standard deviation, indicating
its unstable performance.

For the games battlemage and cliffhanger, the
DeBERTa-v3-xsmall model achieves higher aver-
age game scores compared to the DeBERTa-v3-
small model. In cliffhanger, the DeBERTa-v3-
xsmall model even outperforms the base model.
In SQuAD tasks, the DeBERTa-v3-xsmall model
achieves better scores than the DeBERTa-v3-small
model, despite having only half the parameters.
The possible reason suggested by He et al. (2021)
is that DeBERTa-v3-xsmall possesses deeper lay-
ers, enabling more effective extraction of semantic
features.

Is it possible to use the sentence-embedding
architecture as an alternative?

Although the results show that
Transformer+GRU-based models still gener-
ally perform better, the advantage of using
sentence-embedding models lies in their simpler
architecture compared to GRU-based models.
These models directly obtain sentence embeddings
from sentence-transformer models and use linear
functions to predict scores. As shown in Table 2,
sentence-embedding models generally have fewer
parameters than GRU-based models. Similar to
the GRU-based model, the large embedding model
will not yield better results. Surprisingly, the
Paraphrase-MiniLM model, despite its extremely
small parameter size, achieves average game
scores that are comparable to other models.

Overall, our key findings are:

* In the text-based adventure games domain, no
single embedding model can guarantee the
best performance. This is in line with results
by Muennighoff et al. (2022) who show that
there is no universal embedding model suit-
able for all tasks such as classification, clus-
tering or reranking.

* DeBERTa-v3-Base, in general, has better and
more stable performance than other models.

* Considering the size of parameters, the
DeBERTa-v3-xsmall and paraphrase-MiniLM

Games Average Max
Heroes-of-myth 297 405
Battlemage 128 310
Cliffanger 104 130
hero-of-kendrickstone 76 120
sea-eternal 185 250

Table 3: Llama3 results: LM agent runs five times with
the maximum step of 1000. The Max column lists the
maximum score over five runs.

models are extremely small. However, for
most of the games, their results are compara-
ble to those of the base and large models.

3.3 Llama3 for Text-based Adventure Games

Another option is to use an LLM directly, without
RL, to play the games. Here, we use Llama3 (Tou-
vron et al., 2023), execute each game five times,
and compute the average game score. While the
original Machiavelli paper used GPT-3.5 and GPT-
4 (Achiam et al., 2023) for game play, they did
not provide individual game results. We have repli-
cated these findings using Llama3. As shown in
Table 3, on average, Llama3 fails to achieve higher
scores than an RL agent across all games, mirror-
ing the conclusions drawn in the Machiavelli paper.
Notably, the limitation of the LLM-only agent lies
in its inability to interact with game environments,
hallucination, and knowledge boundaries (Wang
et al., 2024; Zhao et al., 2023).

4 Conclusion and Future Work

In this paper, we investigate the effectiveness of
embedding methods in RL agents. Significant po-
tential remains to enhance RL agents using bench-
marks like Machiavelli. Based on our findings, one
promising direction for future research is to inte-
grate the strengths of both RL and LLMs. For ex-
ample, using an extremely small embedding model
for RL to learn from game environments, while
seeking guidance from advanced LLMs such as
Llama3 or GPT-4. There are still unresolved ques-
tions regarding how well embedding methods cap-
ture semantic meaning, similar to most NLP tasks.
A possible approach could involve saving the trajec-
tories during RL training and then using post-hoc
interpretation techniques, such as probing (Hewitt
and Liang, 2019; Wu and Xiong, 2020), to under-
stand the decision-making process.



Limitations

The objective of this paper is to comprehend the im-
pact of embedding on RL performance. Employing
a broader range of language models will strengthen
and enhance the persuasiveness of our findings. Ad-
ditionally, We have not yet evaluated RL techniques
aimed at constraining immoral behavior, which rep-
resents an important area for future research. For
instance, this could involve developing constrained
RL to address ethical considerations. Bridging the
gap between NLP and RL is imperative for advanc-
ing the field.
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A Plotting Results

Figure 2 shows the results of Transformer+GRU
representation and Transformer-based sentence rep-
resentation for each game. The shaded areas repre-
sent the standard deviations.

B Llama3 for text-based adventure games

We conducted our Llama3 experiments using the
ollama open-source platform. Following the Machi-
avelli experiments, we provided the same prompt to
the Llama3 model. These prompts focused solely
on selecting actions that would maximize the game
score, without considering any moral constraints.

Each game is run for five episodes, Table 4
shows the average game point and point of each
episode.

C Deep Q-Learning Architectures Details

Input representation: Following Pan et al. (2023),
the state s comprises three elements: observa-
tion, inventory, and description at the current time
step. For Transformer+GRU Representation, the
text of these elements in the state and the ac-
tion is tokenized and encoded by a large-language
model. Then, separate GRUs are employed to learn
the state and actions embeddings. Notably, for
Transformer-based Sentence Representation, tok-
enization is not necessary. Sentence-transformer
can directly encode the text of these three elements
and then concatenate the three representations.

Policy Neural networks After the input repre-
sentation learning, the policy neural network in-
cludes two linear layers with hidden dimensions
D; = 128, each hidden layer connects with the
ReLU activation function, and the categorical dis-
tribution is on top to ensure that the sum of action
probabilities is one. The policy update at each step.
The hyperparameters followed the previous DRRN
model and our experiments were run on the GPU
DGX-100.
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Games Average Game Scores

Heroes-of-myth 297 270, 405, 220, 375, 215
Battlemage 128 50, 50, 140, 310, 90
hero-of-kendrickstone 76 45, 11, 60, 45, 120
Cliffanger 104 130, 90, 120, 90, 90
sea-eternal 250 250, 200, 150, 150, 175
i-cyborg 121 126, 108, 127, 121, 123

Table 4: Llama3 results
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Figure 2: Last100 Scores: Transformer+GRU represe%tation vs. Transformer-based sentence representation



