
Adapting Large Language Models for Movie Domain with Narrative
Understanding Tasks

Siqi Shen
University of Michigan
shensq@umich.edu

Amanmeet Garg
Amazon Inc.

amanmega@amazon.com

Abstract

Large language models (LLMs) have been de-
ployed in a wide spectrum of domains and ap-
plications due to their strong language under-
standing capabilities obtained through pretrain-
ing. However, their performance on specific
domain is usually suboptimal due to limited
exposure to domain-specific tasks. Adapting
LLMs to the movie domain poses unique chal-
lenges due to complex narratives that cannot
be fully captured through subtitles or scripts
alone. In this paper, we decompose movie un-
derstanding capability into a suite of narrative
understanding tasks based on narrative theory.
We construct a dataset for these tasks based on
resources in the movie domain, and use it to
examine the effect of different domain adapta-
tion strategies. Our experiment results show
the effectiveness of our approach in improving
the narrative understanding of LLMs and high-
light the trade-offs between domain-specific
and general instruction capabilities.

1 Introduction

Large language models have revolutionized natural
language processing with their ability to understand
and generate text across diverse domains (Radford
and Narasimhan, 2018). However, these models of-
ten struggle with specialized tasks in domains that
are underrepresented in their training data, such as
cinematic content. While domain adaptation has
shown success in fields such as medicine (Yang
et al., 2023), finance(Wu et al., 2023), and law(Cui
et al., 2024), adapting LLMs to understand movie
narratives remains an underexplored challenge de-
spite cinema’s widespread cultural impact.

Adapting an LLM to the movie domain, on the
other hand, remains underexplored despite movies
and TV shows having such a large audience. An
adapted LLM could potentially enable and benefit
many movie-related tasks, be it a better summa-
rization of movie content or more accurate content
moderation.

Figure 1: Different stages of adapting a generic LLM to
the movie domain.

Understanding text in the movie domain, how-
ever, pose its unique set of challenges. Movie sub-
titles lack visual context and contain fragmented
dialogues with interruptions, incomplete sentences,
and repetitions. In addition, understanding a line
sometimes requires knowledge of the story setups
or the background of the characters. Existing work
on domain adaptation of general-use LLMs gener-
ally falls into the following three categories. The
first uses a domain-specific corpus C directly for
pretraining without specifying domain tasks (Wu
et al., 2023, 2024) referred to as Domain Adap-
tative Pretraining (DPT), which is only effective
when substantial domain knowledge is unseen dur-
ing the model’s pretraining stage. The second cate-
gory focuses on a single domain task t, for example,
question answering, while generalization to unseen
tasks U is not a main consideration(Wu et al., 2024;
Singhal et al., 2025). The last category compiles a
set of domain-related tasks T and uses all of them
during training, aiming to broaden the coverage
of domain use cases (Cui et al., 2024; Liu et al.,
2023).

A narrative consists of two key components: the
story elements (characters, events, and settings)



and how these elements are presented (discourse).
In movies, for example, a story includes both what
happens (a detective solving a crime) and how it is
told (revealing clues gradually to build suspense).
This framework, established by Chatman (Chat-
man, 1980), provides a systematic way to analyze
movie narratives by breaking them down into these
fundamental components. Understanding these ele-
ments is crucial for teaching LLMs to comprehend
movie content effectively.

We build the instruction dataset with movie text
that focuses on narrative understanding capabili-
ties. Our narrative understanding tasks T include
predicting the main action or place of a movie clip,
inferring the characters along with their interac-
tions and relations, summarizing the subtitle, and
segmenting the story according to plots. We control
the quality of the dataset by sourcing from various
datasets and databases in the domain, and curate
instruction samples with both a suite of designed
rules and LLM-based judges.

Using this dataset, we conduct domain adapta-
tion with instruction finetuning on both narrative
understanding and general instructions. We exam-
ine the effect of the training schema as well as data
mixture, and illustrate that LLM can be effectively
adapted to the movie domain with a trade-off be-
tween general instruction following. We also show-
case the interplay of domain instruction finetun-
ing with pretraining on movie text and in-domain
downstream tasks.

Overall, our work offers insight on how to adapt
an LLM to the movie domain and a better under-
standing of the effect of the adaptation procedure,
with the following main contributions: (1) We pro-
pose a suite of tasks for adapting LLM to the movie
domain based on narrative theory. (2) We collected
an instruction dataset consisting of narrative un-
derstanding tasks with various quality control mea-
sures. (3) We conduct systematic experiments that
analyze the effect of adapting LLMs on narrative
understanding tasks, showing that adaptation also
helps in the movie domain.

2 Related works

Instruction finetuning Instruction fine-tuning en-
ables large language models (LLMs) to follow user
instructions across various tasks by exposing them
to diverse task instructions. Early works on instruc-
tion datasets, such as T0-SF (Sanh et al., 2021)
and NaturalInstructions (Wang et al., 2022b) were

mostly compiled by humans. It shows the potential
of instruction finetuning in zero-shot and few-shot
scenarios, particularly in generalization across un-
seen tasks (Wei et al., 2021; Chung et al., 2024).
Methods like Self-Instruct (Wang et al., 2022a)
that automatically generate new tasks have become
popular alternatives to human annotation. It in-
creases the diversity of tasks based on seed tasks
in a bootstrapping way that drives the success of
many open-source models (Taori et al., 2023; Xu
et al., 2023; Peng et al., 2023).

Domain Adaptation Deploying an off-the-shelf
LLM on domain tasks usually leads to suboptimal
performances, thus there are attempts on adapting
them to various domains. BloombergGPT (Wu
et al., 2023) mixes the proprietorial finance text
corpus with the general text corpus and is trained
with the regular LLM pre-training task. Finetuning
on domain-specific tasks is a more common and
efficient solution for most application scenarios.
FinGPT (Yang et al., 2023) adapts to the finance
domain with a new task to predict the change in
stock price, and sees improvement in in-domain
tasks such as portfolio management. ChatLaw (Cui
et al., 2024) construct a legal dataset comprising
10 major categories including case classification,
statute prediction, and test its performance with
Unified Qualification Exam for Legal Professionals.
ChipNeMo (Liu et al., 2023) adopts LLM for chip
design by training it in chip design documents and
code. These existing works suggest that training
general LLM on a selection set of domain-specific
tasks can increase the model’s general capability
tasks in that domain.

3 Narrative Understandings in Movie
Domain

3.1 Definition of Narrative

Narratives can be defined as stories in which a
series of events or experiences unfold over time.
Novel, fable, opera, and film are all good exam-
ples of narratives in different formats. Narratives
are built upon different constituents, such as agent,
scene, with the events organized in a particular or-
der, and that structure is called the narrative struc-
ture. Despite the fact that narratology scholars have
no consensus on what a narrative structure is, they
offer different ways to comprehensively understand
a narrative. In our work, we adopt the version of
the narrative structures of Seymour Chatman (Chat-
man, 1980) as shown in Figure 5, with Story and



Task Input Output
subtitle_action Look, see that? It’s on. It worked.

What do you mean it worked? Everything’s off.
Shutdown tripped the circuit breakers.
Turn them back on, reboot a few systems

smoke, watch screen,
press button

subtitle_place The defendant, please. court (inside)
synopsis_event "Ron tries to sell medicine to the gay men from the support group

he attended before. Nobody buys, and Ron leaves."
selling

synopsis_place same as above meeting room
subtitle_character PersonA: Here is a support group that meets daily in Draddy

Auditorium. I suggest you try it out and maybe go talk about your
feelings, your concerns.
PersonB: I’m dying. You telling me to go get a hug from a bunch
of fag*ots?

PersonA: Eve;
PersonB: Ron Woodroof

subtitle_interaction same as above suggests, rebukes
subtitle_relation How you doing, Miss Clark?

All right, Henry. Thank you. How you doing?
If God is willing, Miss Clark.
That’s good.

acquaintance

short_subtitle_synopsis subtitle of a clip synopsis of the clip
long_subtitle_synopsis subtitle of a story part synopsis of the story part
synopsis_turning_point (37) Later, Zira gets close to Taylor’s cage and he grabs her note

book and pencil.(38) Julius, (Buck Kartalian), the gorilla guard,
enters the cage to beat up Taylor and retrieves the stolen items...

(41)

Table 1: Examples of narrative understanding tasks

Discourse as its two main constituents.

Story The Story of a narrative is the content oc-
curring in the narrative, including events and exis-
tents. Events is also traditionally referred as plot,
capturing key information about what is going on
in a movie clip or a paragraph of text. That in-
cludes actions originating from characters such as
“fell on to the ground” or things happening with
other objects such as “It is raining here.” Existents,
on the other hand, instantiate events with concrete
characters and settings. For example, the character
who fell can be “Indiana Jones” and the setting can
be “in a rainforest", and that immediately brings
up the image of muddy ground and the thrill of
treasure hunting to our mind.

Discourse Segments of content scattered around
on their own do not give us anything interesting
or thought-provoking, as they need to be delivered
with some arrangements to make sense. That is
done by the Discourse of a narrative, which is about
the way to express the content. The discourse is in
charge of both temporal and spatial arrangements.
The temporal arrangement is more straightforward,
for example, how does that events chronologically
revolve and if there is non-linear storytelling etc.
The spatial arrangement is more about the focus of

spatial attention, maneuvering what the audience
sees through the camera eye, and figuratively in
verbal narratives.

3.2 Movie Narrative Understanding Tasks
Movie as a form of narrative consists of informa-
tion in different modalities, including text, audio,
and visual information. However, a lot of informa-
tion can be inferred from the text alone. Taking
a simple one-word line “Order!” One can guess
that the setting of the story is probably in court or
parliament. Also, if a host is announcing “Shari
and Prakash are so happy that so many of you are
here today joining in holy matrimony,” then it is
likely that Shari and Prakash are new spouses. It is
expected that LLMs’ capabilities on different nar-
rative elements can help them adapt to the movie
domain with better language understanding. We
restrain our scope to the text modality, nonetheless,
our general framework can be extended to a multi-
modal setting with Vision-Language models and
visual narrative understanding tasks.

To better facilitate LLMs’ narrative understand-
ing on the movie domain, we propose a comprehen-
sive array of tasks shown in Table 1, which cover
each key element of a narrative at both the story
level or discourse level.

For the Story element, we include several pre-



diction tasks on the events including actions and
happenings, as well as the existents of characters
and settings. The tasks of event and place predic-
tion from the synopsis take the summarized text de-
scription of the movie clip and answer the question
based on that. It improves the model on extracting
information about essential narrative components
from the summarization. These prediction tasks are
also conducted with subtitles as the input. Since
subtitle is not as concise and well-formatted as the
synopsis, this set of tasks is considered more diffi-
cult and often involves making inferences between
the conversation lines. As character is another cen-
terpiece making the content, we include a character
disambiguation task that predicts the correspond-
ing speaker given the subtitle and the story back-
ground. Story background is needed in this case
to match the speaker to names, as there is usually
no direct mention of it unless some speaker calls
others’ names. The character interaction prediction
and character relation prediction go a step further
and require the model to understand the dynamics
between multiple characters.

At the Discourse level, we include a turning
point prediction task as well as two summariza-
tion tasks. The turning points are crucial narrative
moments that segment a movie into thematic story
parts (Papalampidi et al., 2019). The story part is a
larger unit than the scene, where a movie usually
consists of several parts for setting up, complica-
tions of the plot, etc., and predicting the turning
points requires an overall understanding of long
and complex narratives. Summarization based on
subtitles of a movie clip or a whole story part is
also introduced, which requires correctly capturing
the plot progression.

4 Movie Domain Adaptation

We discuss the sample collection procedures for
each narrative understanding task in § 4.1 and the
quality control measures in § 4.2. We discuss the
method to perform domain adaptation in § 4.3.

4.1 Data Collection

We construct our samples around the subtitle and
synopsis since they are the most available textual
sources for movies. Among all our proposed narra-
tive understanding tasks, most of them do not have
a straightforward way to get labels directly from
the subtitle only. Therefore, we look at existing
human-annotated datasets on the movie domain

for our need, as they may offer better fidelity than
relying on synthesized data alone.

More specifically, we collect the place and ac-
tion tags for movie scenes from MovieNet (Huang
et al., 2020) for action prediction and place predic-
tion based on subtitles. Each movie scene is further
divided into movie shots in MovieNet, we aggre-
gate the subtitles of movie shots that belong to the
same scene, and match the place or action tag as its
label. We collect the same information from (Vicol
et al., 2018) with the difference that the event and
place now match the synopsis of the clip instead of
the subtitle, which is a short descriptive sentence in
natural language. For tasks centered on characters,
we collect characters occurring within a movie clip
from MovieGraphs, and obtain their relations and
interactions as well. We also keep a record of the
corresponding subtitles and timestamps for all sam-
ples. The turning point prediction task is based on
the segmentation of the story parts in MovieNet
by tracking the sentence index where the synopsis
turns into a new story part. The clip summarization
and story summarization tasks are constructed by
matching the subtitle with its synopsis at a clip and
story part level correspondingly.

Instruct prompt construction We manually con-
struct a prompt template for each narrative under-
standing task and use the collected labels to instan-
tiate training samples. We specify the requirement
for each individual task in the user prompt and
use a format aligned with the Alpaca (Taori et al.,
2023). The specific prompts that we used can be
found in Table 8.

4.2 Sample Refinement

The multimodal nature of the MovieNet and
MovieGraphs datasets presents challenges for text-
only analysis. For instance, when aggregating sub-
titles from consecutive shots, redundant dialogues
may appear, particularly in scenes with minimal
conversation. For example, a subtitle can some-
times occur in multiple consecutive movie shots in
MovieNet, which can introduce repeated utterances
when aggregated into a movie clip. That usually
happens when the main characters are not having a
lot of conversation and the subtitle lingers for more
than intended.

There are also many noises in the annotated sam-
ples. For example, a lot of subtitles contain very
few verbal exchanges in MovieGraphs, since the
annotation is at the clip level, which is usually less



than one minute in length. Also, the subtitles are
split by timestamps with no information of speak-
ers available, which makes it more difficult to make
sense of whether it is the same speaker talking.

Besides, a common issue with most tasks is that
textual data alone does not contain sufficient in-
formation to infer the desired answer, especially
for clips with multiple labels. For example, infer-
ring multiple locations like [desert, doorway, living
room, yard (outside)] for a single scene would be
very hard, and it is a problem rooted in scene pars-
ing of the datasets we use. It is the same case for
character labels, there are labels such as brides-
maid #4, which sometimes just appear in the clip
without saying anything. All these issues require
more careful preprocessing and sample selection
as follows to curate a useful dataset.

Rule-based filtering To avoid samples with too
much ambiguity, we enforce some restrictions on
the labels. For character-related tasks, we keep
samples with exactly two named characters and
remove samples with more than one interaction and
relationship. The order of the character is tracked
as there are relationships such as “parent”, which
are not mutual. We also keep only samples with
one place and event label, as that corresponds to
correctly segmented scenes. For actions, we keep
the actions that are salient in the clip with a duration
of more than 4 seconds.

Introducing script information Since subtitles
are noisy and lack information of the speakers at
an utterance level, we decide to use the dialogue in
the script to replace the subtitle. Using a clip from
the movie Indiana Jones and the Last Crusade as
an example (Table 10), it is apparent that the script
provides richer information, including the descrip-
tion of each scene and the speaker information for
all the dialogues. We use all scripts on The Inter-
net Movie Script Database (IMSDb)1 , and use the
TMDB API 2 to get the meta-information for each
title. The labels from MovieNet and MovieGraphs
are based on the IMDB ID, so we get the map-
ping from IMDB to TMDB ID, and then map the
samples to the corresponding script files.

Note that subtitle does not strictly follow the di-
alogue provided in the script, and is more like an
improvisation from the actors. Therefore, finding
the corresponding segment of script for a subtitle

1https://imsdb.com/
2https://www.themoviedb.org/

itself is a long-text retrieval task. We use fuzzy
string match for each utterance in the subtitle to
an utterance in the script based on editing distance.
An utterance in the script may be split into multi-
ple utterances in the subtitle, so we use a partial
ratio match, which matches the shorter utterance
with substrings of the same length in the script
utterance. We add dummy tokens to the script ut-
terance to make sure it is the longer one, and cut
off with a match score of 90. We then collect the
matched utterance from the script to replace the
original subtitles for our tasks. Our method expects
high precision with lower recall compared with
the embedding-based retrieval method for ignoring
sentences with the same semantics, which meets
our requirement for data filtering.

Modified character prediction task It usually
does not make much sense to predict a named char-
acter from the subtitle alone unless there is a name
called out in the clip, while providing a synopsis
makes it a named entity recognition task without
making an inference. Therefore, we modify the
character prediction task and let the model match
the character to the speakers. This task requires an
understanding of the synopsis and dialogue, and
can have samples constructed without any human
labeling.

4.2.1 LLM-based sample selection
We take the common assumption that verifying
an answer is easier than generating one, and we
do another round of filtering using LLM for all
tasks other than summarization tasks and turning
point prediction. We provide the LLM with data
samples and ask whether the expected output can
be inferred from the subtitle as well as the synopsis
for some tasks. We also ask the model to give an
explanation for the decision. The prompts that we
use for sample filtering can be found in Table 7. We
only keep samples that are deemed to be inferable
from the input and use them in both training and
testing. We also provide the explanation at the
training time so that the model generates the label
corresponding to the task and gives an explanation.

4.3 Domain Adaptation with Instruction
Finetuning

We adapt LLM to the movie domain following the
instruction finetuning paradigm (Shi et al., 2024;
Zhang et al., 2023a). Instruction finetuning is an
approach that finetune pretrained LLMs on a va-



riety of prompts and tasks in the form of natural
language, such that the model learns the desired
capability while being able to follow different in-
structions for practical use. To maintain models’
instruction-following capability, we mix the movie
domain-specific tasks with samples from general
instruction dataset. We train the model in a regular
supervised finetuning setup using causal language
model loss, with the difference that we mask out
the loss on the instruction. That encourages the
model to learn the narrative understanding tasks
itself given the input rather than completing the in-
put, which sometimes consists of movie text much
longer than the expected output.

5 Experiments & Results

5.1 Experimental Setup

Dataset We split the samples for each task by
movie titles using the train-test split from the
MovieNet and MovieGraphs datasets. This pre-
vents any information leakage from the model see-
ing the same movie content from different samples
during the training run. We train models with a
mixture of narrative understanding tasks and gen-
eral instructions from LIMA (Zhou et al., 2024)
and GPT-4-LLM (Peng et al., 2023). General in-
structions are sampled from these two datasets to
the specified amount, with the order of the sam-
ples shuffled randomly. The number of samples for
each individual task group can be found in Table 6.

Models We conducted the experiments on the
instruction-finetuned version of the LLama3 and
LLama3.1 family (Dubey et al., 2024), as it gen-
erally leads to better performance for continued
instruction fine-tuning (Zhang et al., 2023b). We
use a standard setting for fine-tuning and train each
model for 3 epochs with a learning rate of 1e-5 and
a weight decay of 1e-2 following AlpaGasus (Chen
et al., 2023). We used a total batch size of 64 on
8 A100 GPUs with DeepSpeed Stage3 3. We keep
multiple checkpoints for each setting for evalua-
tion, as loss in the evaluation set is a poor indicator
of the quality of text generation (Zhou et al., 2024).

Evaluation Metrics Story elements tasks that
predict events (interaction, action) and existent
(character, place) expect output that is usually a
word or a phrase for the corresponding element.
We use exact match to check if the ground-truth

3https://github.com/microsoft/DeepSpeed

label is correctly generated by the model while ig-
noring the generated explanation. For interaction
prediction, we extract the lemma of the root verb
in the output and ground truth before matching.

For discourse tasks, we report traditional genera-
tion metrics including BLEU (Papineni et al., 2002)
and ROUGE (Lin, 2004) for clip and story summa-
rization. We report the average distance from the
predicted index to the ground truth for the turning
point prediction.

5.2 Domain Instruction Finetuning (DIT)
Training Method for DIT We first investigate
what LLMs’ zero-shot capability is on different nar-
rative understanding tasks T . We also examine how
different training methods affect the domain adap-
tation procedure, including the parameter-efficient
training (PEFT) method LoRA (Hu et al., 2021)
and instruction embedding noise NEFTune (Jain
et al., 2023). We show the average metrics for the
story tasks and the discourse tasks in Table 2. The
metrics for the individual tasks are available in the
Appendix.

Model
Story Discourse
Acc. BLEU-2 RougeL

LLAMA3.1-8B 0.151 0.092 0.169
LLAMA3.1-70B 0.214 0.124 0.194

Finetune 0.321 0.150 0.194
LoRA-8-16 0.273 0.146 0.193

w/o NEFTune 0.304 0.147 0.191
LLAMA3-8B-Finetune 0.310 0.147 0.191

Table 2: Narrative tasks metrics for different ablations

Our results show that fine-tuning on narrative
understanding tasks greatly improves models’ per-
formance on all training tasks. For LoRA finetun-
ing, we test different LoRA rank and alpha with
a dropout equal to 0.01 and a learning rate of 3e-
4 following Alpaca-LoRA4. The LoRA finetuned
model shows lower average accuracy on story tasks
and generation metrics for the summarization tasks.
Increasing the rank and alpha does not increase the
results correspondingly either. Removing the em-
bedding noise NEFTune from the instruction hurts
the performance, so we keep it in all our following
experiments.

We also compare the Llama3.1-8B model with
the 70B version and its earlier variant Llama3. Al-
though the 70B variant has a stronger zero-shot
performance than the 8B model, it has a much

4https://github.com/tloen/alpaca-lora



Model
Story Discourse
Acc. BLEU-2 Rouge-L Distance

Zero-shot 0.151 0.092 0.169 3.08
+Discourse 0.036 0.148 0.193 3.02
+Story 0.312 0.053 0.128 4.68
+Domain 0.317 0.149 0.193 2.79
+Domain +General 0.322 0.150 0.194 2.52

Table 3: Effect of data composition for Domain Instruc-
tion Finetuning

lower performance than the finetuned model. The
Llama3 model appears to be a little worse than the
more recent Llama3.1 after the same finetuning.

Effect of Data Composition for DIT We then
look into what is the best data composition for the
instruction finetuning. We finetune the model with
all narrative understanding tasks from our dataset
combined with general instructions and examine
whether a different mix ratio affects the outcomes.
To examine whether learning some narrative under-
standing tasks helps the others, we also trained the
model with either the tasks for the story element or
discourse.

Figure 2: Story narrative understanding tasks perfor-
mance trained with different data mixtures

Table 3 shows the model’s average metrics on
story element tasks and discourse tasks respectively,
and the accuracies on individual prediction tasks
are shown in Figure 2. While the general LLM
fails to predict actions or places from the subtitle
out-of-the-box, training only on discourse worsens
the accuracy to close to zero. This suggests that
training on story tasks or discourse tasks does not
generalize to the other category of tasks since the
model overfits to the specific input format and tasks.
Finetuning on all movie domain tasks increases the
performance across all tasks in both categories of
tasks, while adding generation instructions bene-
fits the model’s performance as well. However, as
shown in Figure 4, oversampling general instruc-

tions does not improve the model’s training task
performance any further.
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Figure 3: Effect of General/Domain instructions Ratio
on narrative understanding tasks performance

Generalization on unseen tasks with DIT We
check the performance on three out-of-distribution
benchmarks to see how the finetuned model gener-
alizes to unseen tasks U or maintains its original
capability.
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Figure 4: Models performance on out-of-domain tasks
with different General/Domain instruction Ratio. The
most left value are the base model without domain in-
struction finetuning.

Hellaswag (Zellers et al., 2019) and the English
part of xStoryCloze (Lin et al., 2022) both test the
model’s commonsense natural language inference
capability by letting it choose a sentence to fin-
ish a passage or story. Meanwhile, IFEval (Zhou
et al., 2023) focuses mainly on the ability to follow
various instructions. We obtain benchmarking re-
sults with the lm-evaluation-harness library from
EleutherAI 5. Figure 4 shows that the performance
of xStoryCloze remains intact as a text comple-
tion task without complex formatting, while the
performance on Hellaswag and IFEval drops dras-

5https://github.com/EleutherAI/lm-evaluation-harness



Model Story Acc. BLEU-2 Rouge-L HellaSwag xStoryCloze IFEval
Baseline 0.151 0.092 0.169 0.755 0.807 0.723

DIT 0.322 0.150 0.194 0.397 0.803 0.360
DPT+DIT 0.331 0.144 0.187 0.277 0.772 0.349

Table 4: Effects of Domain Pretraining on Domain Instruction Finetuning. The metrics for narrative understanding
tasks are the averaged results.

Model NarrativeQA Hate Speech Political LGBTQ Religious
Zero-shot 0.190 0.771 0.450 0.692 0.839

SFT 0.373 0.931 0.922 0.923 0.934
DIT-SFT 0.375 0.928 0.915 0.922 0.934

DPT-DIT-SFT 0.369 0.934 0.925 0.920 0.933

Table 5: Results on downstream task supervised finetuning. BLEU-2 for narrativeQA. Accuracy for harmful content
detection datasets.

tically after the instruction finetuning. The model
regains some of the instruction-following capabil-
ity with an increased amount of general instruc-
tions, but is not able to recover to the original level.
This suggests the necessity of a high-quality and
large enough general instruction dataset, for do-
main adaptation while maintaining the instruction-
following capability. The reinforcement learning
from human feedback stage could also potentially
help.

5.3 Interplay of Domain Adaptation Stages

Impact of DPT on domain and unseen tasks
We also examine whether DPT influences the ef-
fectiveness of subsequent domain instruction fine-
tuning as in Wu et al. (2023). We train the LLM on
all the movie scripts as a text completion task for
one epoch, before conducting the same instruction
finetuning as in previous setups.

The results in Table 4 show that although pre-
training increases the accuracy of story element
prediction, it decreases the performance on the dis-
course tasks, and it is detrimental to model’s gen-
eral instruction-following capability. This aligns
with the results of studies in other domains (Wu
et al., 2024).

Impact of domain adaptation on downstream
tasks We further investigate whether the domain
adaptation uniformly improves the model’s perfor-
mance on downstream tasks in the movie domain.

We compare the supervised finetuning results on
several tasks in the movie domain with the same
training setups, based on the baseline models (SFT)
or the domain-adapted models respectively. We
train the model using an internal dataset to clas-
sify harmful content from subtitles, including hate

speech, references to political, LGBTQ, or reli-
gious content. We also train the model on Narra-
tiveQA (Kočiský et al., 2018), which is a long-form
generative QA based on the full text of a book or
movie script. Example prompts for downstream
tasks can be found in Table 9.

As suggested in Table 5, the performances on
all tasks are effectively improved by supervised
finetuning compared to the zero-shot setting, that
includes the accuracy for story tasks and BLEU
or Rouge for discourse tasks. However, the addi-
tional stages of domain instruction finetuning and
pretraining do not bring a consistent improvement
across all tasks. And it is still an open research
question on how to effectively measure the correla-
tion between different domain tasks and provide a
wider coverage through the domain adaptation.

6 Conclusion

In this paper, we construct a movie-domain instruc-
tion dataset consisting of a suite of narrative under-
standing tasks inspired by Narrative Theory, and
use it to analyze the effect of different domain adap-
tation stages.

We demonstrate that instruction finetuning on
the movie domain effectively increases the model’s
performance on all narrative understanding tasks,
but comes with trade-offs between general instruc-
tion finetuning capability. Additionally, we exam-
ine the interaction of instruction finetuning with
domain pretraining and domain downstream tasks,
revealing the benefits and limitations of adaptation
approaches. Our findings provide insights into how
LLMs can be effectively adapted to domains with
complex storytelling structures, paving the way for
future advancements in cinematic AI applications.



7 Limitations

We rely on existing annotated datasets as our source
data. Despite quality control measures, there can be
noise in the sample that we constructed, including
mislabeling, etc. We run our experiments mainly
on the Llama family of models, and the results can
be further validated on other models. The train-
ing data may contain offensive content and is not
examined by the authors.
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Task samples
LIMA 1000
GPT-4-LLM 52002
subtitle place 328
subtitle action 214
subtitle character 367
synopsis place 795
synopsis event 928
subtitle relationship 233
subtitle interaction 165
Total Story 3030
clip subtitle synopsis 1017
story subtitle synopsis 1218
synopsis turning point 2217
Total Discourse 4452

Table 6: Statistics of instruction datasets used. The
general instructions are sampled from LIMA and GPT-
4-LLM

Figure 6: Discourse narrative understanding tasks per-
formance trained with different data mixtures



Prompt
You are an expert in film theory and film criticism, with a deep understanding of cinema from
various genres, eras, and cultures. You are good at analyzing films by examining narrative structure,
cinematography, sound design, and thematic content. You can draw inferences from subtitles,
should demonstrate a deep understanding of film as an art form. Focus on character development,
plot progression, subtext, and cultural context. Provide objective and impartial analysis, avoiding
personal biases.
You will be provided with {task-specific label name} and {task-specific input format}. Please
determine if {task-specific label name} is implied or can be inferred from the {task-specific input
format} and explain why.
Label: {label}
Input: {input}

Table 7: Prompt for LLM sample filtering. The task-specific input format includes the subscript, synopsis,and
subtitle. The task-specific label name can be place, event, etc.



Task Prompt
story_subtitle_synopsis Your input will consist of subtitles from a scene in a movie. Please provide

a concise synopsis that summarizes the content of the whole clip in a few
sentences.
### Input:
Subtitle:
{subtitle}
### Response:
{synopsis}

subtitle_action You will be provided with subtitles of a shot from a movie and a background
description of the story as the input. Try your best to imagine the plot of the
movie shot, and predict the actions involved by the characters. Respond with
the actions as a list of verb phrases.
### Input:
Subtitle:
{script}
### Response:
{actions}

subtitle_character You will be provided with subtitles and a list of characters of a movie clip,
and a synopsis describing the background. Try your best to identify how the
speakers correspond to the characters provided. Response with a json format
with character as the key and corresponding speaker as the value.
### Input:
Synopsis:
{synopsis}
Characters:
{character}
Subtitle:
{masked_script}
### Response:
{label}

synopsis_turning_point You will be provided with a synopsis of a part of a movie with each sentence
indexed. Predict the turning point between two story parts provided based on
the plot. Answer with the sentence index only.
### Input:
Synopsis:
{synopsis}
### Response:
{turning_point}

Table 8: Prompts used for different narrative understanding tasks. The content in brackets is replaced with the
content from each sample. The rest of tasks use prompt similar to the provided ones with some adjusts on the
wording.



Task Prompt
narrativeQA You will be given the synopsis of a movie and a question whose answer can

be found in the movie. Answer the question concisely with a phrase or a short
sentence.
### Input: Question: {question}
Synopsis: {synopsis}
### Response: {answer}

hate speech You will be given the caption of a movie clip. Determine if there it contains
hate speech, answer either positive or negative.
### Input: Caption: {caption}
### Response: {final_label}

Table 9: Example prompts used for downstream classification. The content in the brackets are replaced with the
content from each sample.

Subtitle Script
00:00:13.502 –>00:00:14.662
Well, yes, sir.
00:00:14.736 –>00:00:16.260
It’s right here.
00:00:16.338 –>00:00:17.999
I’m glad to see that...
00:00:18.073 –>00:00:21.008
because the rightful
owner of this cross
00:00:21.076 –>00:00:24.068
won’t press charges
if you give it back.
00:00:24.146 –>00:00:27.638
He’s got witnesses,
five or six of them.

INDY
Well, yes, sir. It’s right here!
SCENE
INDY shows the CROSS, more or less handing it to the SHERIFF
to make his point. The Sheriff takes it casually.
SHERIFF
I’m glad to see that... because the rightful owner of this Cross
won’t press charges, if you give it back.
FEDORA enters the house, followed by ROSCOE, ROUGH RIDER
and HALFBREED. He politely removes his hat and holds it in his
hand. He nods at INDY in a friendly manner.
SHERIFF
He’s got witnesses, five or six of them.

Table 10: Comparison of Subtitle and Script for the same movie clip

Task Dataset LLM kept ratio Samples
subtitle_action MovieNet 46.2% 1604
subtitle_place MovieNet 46.0% 2031
subtitle_character MovieGraphs 81.1% 3804
subtitle_interaction MovieGraphs 87.8% 836
subtitle_relation MovieGraphs 73.4% 712
synopsis_event MovieGraphs 85.0% 4276
synopsis_place MovieGraphs 78.3% 3937
short_subtitle_synopsis MovieGraphs - 4705
long_subtitle_synopsis MovieNet - 2366
synopsis_turning_point MovieNet - 2226

Table 11: Statistics on train tasks


