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ABSTRACT

Prompt tuning has become a key mechanism for adapting pre-trained Graph Neu-
ral Networks (GNNs) to new downstream tasks. However, existing approaches
are predominantly supervised, relying on labeled data to optimize the prompting
parameters and typically fine-tuning a task-specific prediction head—practices
that undermine the promise of parameter-efficient adaptation. We propose Un-
supervised Graph Prompting Problem (UGPP), a challenging new setting where
the pre-trained GNN is kept entirely frozen, labels on the target domain are un-
available, the source data is inaccessible, and the target distribution exhibits co-
variate shift. To address this, we propose UGPROMPT, the first fully unsuper-
vised GNN prompting framework. UGPROMPT leverages consistency regular-
ization and pseudo-labeling to train a prompting function, complemented with
diversity and domain regularization to mitigate class imbalance and distribution
mismatch. Our extensive experiments demonstrate that UGPROMPT consistently
outperforms state-of-the-art supervised prompting methods with access to labeled
data, demonstrating the viability of unsupervised prompting as a practical adapta-
tion paradigm for GNNs.

1 INTRODUCTION AND RELATED WORK

Prompt tuning Li & Liang (2021); Lester et al. (2021) has driven many recent developments for
Large Language Models (LLMs). These methods optimize external prompting parameters to guide
a model’s responses. The goal is to avoid fine-tuning the model’s vast number of internal parameters
for adaptation to new downstream tasks, keeping the core pre-trained knowledge intact Zheng et al.
(2025); Han et al. (2024); Liu et al. (2023a). However, prompting becomes more challenging for
graphs because: First, there is a wide range of graph tasks; thus, unlike general language tasks Devlin
et al. (2019); Radford & Narasimhan (2018), task unification is difficult in graphs. Subsequently, it
restricts the opportunities of collecting large amounts of data easily from available resources such as
the internet Radford et al. (2019) and causes bottlenecks to pre-train large Graph Neural Networks
(GNNs) for general purposes. Second, because of the limited reasoning capabilities of GNNs Morris
et al. (2024); Mao et al. (2024a) it is non-trivial to constitute instructive graph prompts by the human
(natural) language Fatemi et al. (2024).

A few recent studies have adopted prompting for GNNs to align the objectives of pre-training
on source data and fine-tuning on target data, mostly following the “pre-train, prompt, fine-tune”
pipeline Sun et al. (2022). These works design unified tasks that allow optimizing a GNN with se-
mantically similar objectives on the pretext and downstream tasks Sun et al. (2022); Huang et al.
(2023); Liu et al. (2023b); Fang et al. (2023); Sun et al. (2023); Yu et al. (2024b). However, the cur-
rent GNN prompting paradigm suffers from two key limitations that hinder its efficiency compared
to its LLM counterparts. First, the existing methods rely heavily on labeled data—which is costly
to obtain—to achieve competitive performance. Second, they require training new projection heads
for each downstream task, a form of lightweight fine-tuning Li & Liang (2021). These dependencies
on additional parameters and labeled data (especially in scenarios where the original source data is
inaccessible, e.g., due to privacy) prevent GNNs from being used as truly frozen models. This gap
motivates our work to establish a more practical and efficient prompting paradigm for GNNs.

To directly address these limitations, we first introduce the Unsupervised Graph Prompting Problem
(UGPP), a rigorous novel problem formulation. The UGPP setup evaluates a method under four key
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conditions: the GNN’s parameters are frozen, there is a covariate shift in the target data distribution,
no target labels are available for adaptation, and the source data is inaccessible. While this setup
shares similarities with Unsupervised Source-Free Domain Adaptation (SFDA) Li et al. (2024), it
differs in a crucial aspect: UGPP requires the entire pre-trained GNN to be frozen, whereas SFDA
methods Mao et al. (2024b); Zhang et al. (2024) rely on fine-tuning the model’s parameters. This
setting firmly places our work within the paradigm of parameter-efficient prompting, rather than full
model adaptation.

Within this challenging setup, we propose UGPROMPT, the first fully unsupervised GNN prompting
framework. UGPROMPT trains a prompting function using consistency regularization and confident
pseudo-labeling, enabling the frozen GNN to adapt its knowledge to the new target distribution. To
ensure robustness, we introduce two additional regularization techniques: one to counteract predic-
tion bias from class imbalance and another to make the prompted graphs close to the original data
distribution. Our extensive experiments show that UGPROMPT, despite being fully unsupervised,
consistently outperforms state-of-the-art (SOTA) prompting methods that have the advantage of full
access to labeled data. Our major contributions are summarized as follows.

• Problem formulation. We propose UGPP, a challenging problem setup that isolates the
true effectiveness of a prompting function by disallowing any updates to the pre-trained
GNN’s parameters.

• Novel unsupervised methodology. We propose UGPROMPT, the first fully unsupervised
GNN prompting method that leverages consistency regularization and pseudo-labeling to
adapt a frozen GNN to new data distributions.

• Empirical analysis. We demonstrate that UGPROMPT substantially outperforms super-
vised SOTA methods on node and graph classification tasks, validating the effectiveness of
unsupervised adaptation in this novel and more practical setting.

2 BACKGROUND & PROBLEM FORMULATION

Previous studies on adapting prompt tuning for GNNs use lightweight fine-tuning Li & Liang (2021);
Lester et al. (2021) with supervision which has been addressed widely in different domains such as
computer vision van den Oord et al. (2018); Chen et al. (2020); Zhuang et al. (2021) and NLP Devlin
et al. (2019); Ruder et al. (2019). Specifically, recent works have followed the “pre-train, prompt,
fine-tune” setup Sun et al. (2022); Liu et al. (2023b); Sun et al. (2023); Fang et al. (2023). In this
section, we first introduce this setting and discuss its limitations, then we introduce our proposed
problem setting which addresses these limitations.

2.1 PRE-TRAIN, PROMPT, FINE-TUNING

This pipeline aims to bridge the generalization gap of pre-trained GNNs being applied to the down-
stream tasks that semantically differ from the pretext tasks. Unlike the traditional supervised and
“pre-training, fine-tuning” methods, this pipeline employs a task unification step before pre-training
and fine-tuning. This is essential as it helps align the pretext and downstream objectives to optimize
a pre-trained model on new datasets. The steps are as follows.

(1) Pre-train. Formally, given a set of tuples S = {(Ti,Di)}Ns
i=1, with Ns samples, from pretext task

Ti and dataset Di, first all the tasks are unified to task Tu and the corresponding changes apply for
their associated datasets to make a new set Su = {(T i

u ,Di
u)}

Ns
i=1. Then a GNN encoder g(.; θg) is

pre-trained on Su using a unsupervised approach such as contrastive learning You et al. (2020); Xia
et al. (2022). For downstream tasks, by adding a projection head h(.; θh) after the encoder, a model
ψ = h◦g is formed of which the encoder parameters θg are frozen, and only the head parameters θh
will be trained. (2) Prompting. At this stage, a prompting function f(., θf ) is employed to construct
a prediction model φ. The prompting function is either a prefix module, i.e., φ = h ◦ g ◦ f , or a
postfix one, i.e., φ = f ◦ h ◦ g. (3) Fine-tuning. In the final step, the set of parameters {θh, θf} of
φ are optimized for every unified downstream task Tu with the new labeled samples.

Limitations. A deeper look at the “pre-train, prompt, fine-tune” pipeline reveals that although the
current methods impose less trainable parameters compared to full fine-tuning (fine-tuning both pre-
trained feature encoder and decoder), they involve partial (lightweight) fine-tuning Han et al. (2024);
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Figure 1: Overview of UGPROMPT. A) A non-parametric algorithm generates a weak augmentation
Gw and a strong augmentation Gs from an unlabeled graph G. B) The learnable prompting function
f generates a prompted graph Gp from Gs. C) The base GNN with frozen parameters scores Gp and
Gw. A discriminator taking input from the latent representation (zGa for Gw and zGp for Gp) of the
GNN’s encoder regularizes the model to adapt to the input distribution.

Li & Liang (2021); Lester et al. (2021), as they also train the GNN’s decoder (projection head)
along with the new parameters of the prompting function. Subsequently, labels become essential
for this partial fine-tuning, and they are unable to leverage unlabeled data from large datasets when
collecting labeled data is challenging Radford et al. (2019). Also, fine-tuning a large model that is
pre-trained on large datasets may inject noisy information when the labeled downstream datasets are
small Bousquet et al. (2004); Shalev-Shwartz & Ben-David (2014). Therefore, it reduces the model
generalization when it comes to diverse applications Brown et al. (2020).

2.2 OUR PROBLEM SETTING

To address the above limitations, we first need a suitable problem setting that offers insights into how
well a prompting method performs when there is lack of labeled data. It is also crucial to evaluate if
the method generalizes across tasks without fine-tuning the base GNN model parameters.

Unsupervised Graph Prompting Problem (UGPP). Suppose a GNN model φ(.; θg, θh) =
h(.; θh)◦g(.; θg) is given, where g and h are its encoder and decoder. Also, φ is pre-trained for task
T on a labeled source dataset Ds = {(xis, yis) : xis ∼ Ps

X , y
i
s ∼ Ps

Y |X}
Ns
i=1, where xis is a sample

(e.g., a graph or node), and yis is its associated label. The problem is to train a prompting module
f(.; θf ) on an unlabeled target dataset Dt = {xjt : xjt ∼ Pt

X}
Nt
j=1, s.t. Ps

X ̸= Pt
X , to enhance the

performance of φ for task T on Dt, assuming θg and θh are fixed and Ds is unobservable. Further,
assume Pt

Y |X is unobserved but Pt
Y |X = Ps

Y |X .

This problem, UGPP, focuses on prompting without labeled data. A prompting method performing
well in this setting has three advantages: First, it is model and task agnostic, i.e., this method works
for conventional GNNs (e.g., GCN, GAT) and tasks (e.g., node/graph classification). Second, it is
unsupervised, so a large number of datasets can be utilized to improve generalization. Third, this
setting does not depend on the source data. This is particularly beneficial when the source data is
inaccessible, e.g. due to privacy issues.

It is noteworthy that our setting fundamentally differs from conventional Unsupervised SFDA set-
tings. While SFDA typically involves fine-tuning the parameters of the source-trained model, our
setting mandates that the pre-trained GNN remains entirely frozen. All adaptation is achieved ex-
clusively by optimizing the external prompt parameters. Please find additional discussions on the
UGPP definition in Appendix A.4. Nevertheless, we compare our proposed method (described next)
against recent graph SFDA methods in Appendix A.6.3.

3 OUR METHOD: UGPROMPT

Here, we introduce UGPROMPT, an unsupervised GNN prompting method, to address UGPP.
Motivation. We aim to design an unsupervised prompting framework that helps a pre-trained GNN
make robust predictions while its parameters are frozen. To achieve this, we take advantage of
pseudo-labeling Lee (2013); Xie et al. (2020) and consistency regularization Sajjadi et al. (2016);
Laine & Aila (2017). To train a prompting function in a fully unsupervised manner, UGPROMPT
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first obtains randomly augmented graphs from the target dataset. Then we employ consistency
regularization Zhang et al. (2021); Wang et al. (2023), where certain predictions of the base GNN
are filtered by a confidence threshold and exploited as pseudo-labels for optimization. Indeed, the
knowledge learned from the source dataset is used to reduce prediction entropy and handle distribu-
tion shifts by relying on the GNN’s confident predictions for unlabeled target data. The prompting
module enhances target input samples by adding key information to make them more similar to
source samples. Empirical evidence to support this claim is in the Appendix A.6.4. We describe our
framework (Figure 1) for graph-level tasks. Note that it also generalizes to node-/edge-level tasks.

Overview of UGPROMPT.Our framework to address UGPP has a training and an inference step.
The training step involves two components: consistency-based prompting and prompt regulariza-
tion. Consistency-based prompting starts with augmenting each input graph twice, with one of them
being modified by a prompting function. Next, the GNN scores both samples. The objective is
to train the prompting function such that the GNN produces “consistent prediction scores” for both
samples of this pair with a certain confidence. In prompt regularization we introduce two regulariza-
tion techniques: one to tackle biased predictions caused by a class imbalance in the data and another
to prevent generating out-of-distribution (OOD) prompted graphs. During inference, a test graph is
fed to the prompting function without augmentation and its output goes to the GNN. We discuss a
task unification step to generalize on other graph tasks, e.g. node-classification, in Appendix A.5.3.

3.1 THE CONSISTENCY-BASED PROMPTING

Our prompting method is designed to reduce the discrepancy of the base GNN predictions over
random augmentations of the same input graphs. We achieve this without labels by utilizing an al-
gorithmic augmentation step, and then generating pseudo-labels out of the unlabeled augmentations
when their assigned scores by the GNN meet a certain confidence threshold. We provide the details
of these two stages below.

Algorithmic augmentation. Consistency regularization techniques Zhang et al. (2021) train strong
augmentations of samples using the pseudo-labels derived from their weak augmentations. Since
our focus is on optimizing the prompting module rather than fine-tuning the base GNN, we adopt
this technique as follows. We use a random non-parameterized augmentation algorithm (we use
random feature masking in our experiments). More specifically, we mask a group of features with a
certain probability. We augment an input graph G to create a weak augmentation Gw with masking
probability pw and also a strong augmentation Gs with probability ps, where ps > pw. We pass Gs
through a learnable prompting function f(.; θf ) to obtain a prompted graph Gp = f(Gs; θf ). We
keep Gw unchanged and call it a non-prompted augmentation graph.

Learnable prompting. We use a prefix prompting module to transform input samples for the base
GNN. Our approach is generic enough to allow the integration of different prompting functions.
For our experiments, we choose a function f that enriches the feature vectors of nodes since this
particular design aligns with our augmentation technique of random feature masking. This way of
adding learnable parameters is used in GPF-Plus Fang et al. (2023).

Specifically, we learn a prompting function f with parameter set θf = {t∗j : t∗j ∈ Rd}N∗

j=1. For input
graph G ofN nodes with nodes features setX = {xi : xi ∈ Rd}Ni=1, the function f makes prompted
graph Gp with feature set Xp = {xi + ti : xi ∈ X, xi, ti ∈ Rd}Ni=1 such that ti =

∑nt

j=1 αi,jt
∗
j and

αi,j =
exp(xT

i t∗j )∑nt
l=1 exp(xT

i t∗l )
.

Consistency-based Objective. We optimize θf to minimize the discrepancy between the GNN’s
prediction scores for the non-prompted augmented graph Gw and the prompted graph Gp. This would
lower the entropy of the GNN’s scores for the target unlabeled data. Intuitively, a well-trained frozen
GNN model φ makes accurate predictions for samples close to the source distribution. Therefore,
as training proceeds and φ scores different random perturbations of the same samples, we utilize its
confident predictions as pseudo-labels for optimization, as this helps f to capture the distribution
shift and make the predictions robust. We achieve this by passing Gp and Gw to φ for prediction as:

p̃Gφ(y) = δ(h(za; θh)) p̂Gφ(y) = δ(h(zp; θh)) (1)
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where zGa = g(Gw; θg) and zGp = g(Gp; θg), δ(.) denotes the softmax function, p̃Gφ(y), p̂
G
φ(y) ∈ RC ,

and C is the number of classes. Pseudo-labels are made as pG
φ(y) = argmax p̃Gφ(y), and finally, the

consistency loss is:

Lc =
1

|B|
∑
G∈B

1(max(p̃Gφ(y)) > τ)CE(pG
φ(y), p̂

G
φ(y)) (2)

where CE(.,.) is the cross-entropy function, B = {Gi}|B|
i=1 is a sample batch, and τ is a confidence

threshold. τ excludes low-certainty predictions (samples less aligned with the source data distribu-
tion) and can be fixed or class-dynamic (see Appendix A.5.3)

3.2 PROMPT REGULARIZATION

Diversity. Due to the class imbalance, only reducing the consistency loss may cause biased predic-
tions and trivial solutions such that every sample is assigned to the same class to reduce the overall
entropy. To mitigate this, inspired by Liang et al. (2020a), we regularize the model to maximize the
entropy of the scores’ expected value over a batch, and encourage diverse predictions.

Ldiv = −H(q̂) = 1⊤(q̂⊙ log q̂); q̂ =
1

|B|
∑
G∈B

p̂Gφ(y) (3)

Here H(.) is the entropy function, and ⊙ is the Hadamard product.

Domain Adaptation.While the prompting function f minimizes the discrepancy of predictions for
the same sample, it may also create OOD prompted graphs. However, even without access to the
source data samples, the knowledge learned from these samples is preserved in the frozen parameters
θφ. We utilize this information to mitigate the OOD issue. To achieve this, we train an adversarial
discriminator d(.; θd)—e.g. a simple feedforward network with trainable parameters θd—to distin-
guish a prompted graph Gp from a non-prompted augmented graph Gw. Formally, we optimize the
discriminator as follows:

θ⋆d = argmin
θd

− 1

2|B|
∑
G∈B

[log σ(d(zGa ; θd)) + log(1− σ(d(zGp , θd)))] (4)

where σ(.) is the sigmoid function. We normalize the sum by 1
2|B| since every graph has two

samples. Note that, Ld is only used to optimize the discriminator and does not appear in the final
objective. Nevertheless, we regularize f with the following objective to make g’s representations
for prompted graphs closer to the non-prompted augmented graphs.

Ladv = − 1

|B|
∑
G∈B

log σ(d(zGp ; θ
⋆
d)) (5)

3.3 FINAL OBJECTIVE & COMPLEXITY ANALYSIS

Our unsupervised objective approach involves three parts. Eq. 2 encourages consistency across GNN
predictions to handle distribution shift and exploit the GNN’s learned knowledge from source data.
Eq. 3 and Eq. 5 handle class imbalance and avoid generating OOD prompted graph respectively.
The final objective to optimize θf becomes:

θ⋆f = argmin
θf

L; L = Lc + λ1Ldiv + λ2Ladv (6)

where λ1, λ2 are hyper-parameters. We bring empirical evidence supporting the logic behind adding
each of the regularization objectives terms in the Appendix A.6.5.

During inference, the augmentation step is skipped, allowing the prompting module to produce a
prompted graph directly from an input graph to align it with the pre-trained model’s knowledge. This
prompted graph is passed to the pre-trained GNN for prediction. The pseudocode of UGPROMPT for
both the training and inference are presented in Algorithms 1 and 2 respectively (see the Appendix).
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Table 1: Graph classification results on target datasets (for GCN and GAT base models) show our
unsupervised UGPROMPT largely outperforming competitors that use 25% labeled data.

Base
GNN Method %Label ENZYMES PROTEINS DHFR BBBP BACE

F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

GCN

BaseModel 0 47.7±5.7 - 51.8±7.0 - 75.5±6.3 - 87.3±1.2 - 58.5±3.3 -

Fine-Tuning

25

46.4±0.1 -2.7 47.5±0.7 -8.3 76.8±0.1 1.7 88.3±1.2 1.1 64.0±0.7 1.1
GraphPrompt 38.1±1.4 -20.1 50.8±1.4 -1.9 71.7±1.1 -5.0 81.9±1.2 -6.2 64.3±0.7 9.9
GraphPrompt+ 23.5±2.5 -50.7 44.7±5.1 -13.7 64.9±6.2 -14.0 82.0±1.2 -6.1 61.0±3.1 8.4
All-In-One 45.8±1.9 -4.0 38.1±13.4 -26.4 79.1±0.6 4.6 85.7±1.2 -1.8 52.5±6.1 -10.3
GPF-Plus 48.3±1.8 1.3 53.8±2.6 3.9 76.9±0.3 1.9 88.0±1.2 0.8 63.4±1.2 8.4

UGPROMPT 0 49.1±0.6 2.9 56.0±1.5 8.1 77.0±2.4 2.0 88.3±0.2 1.1 64.6±1.9 10.4

GAT

BaseModel 0 44.1±6.4 - 51.5±8.1 - 77.3±3.5 - 87.7±1.2 - 46.4±1.2 -

Fine-Tuning

25

42.9±0.0 -2.7 50.2±0.8 -2.5 76.5±0.0 -1.0 88.4±0.1 0.8 46.4±0.7 -2.7
GraphPrompt 29.3±1.0 -33.6 49.5±1.1 -3.9 72.8±0.8 -5.8 83.4±0.3 -4.9 57.9±0.5 0.0
GraphPrompt+ 25.7±4.6 -41.7 48.7±7.7 -5.4 57.2±9.1 -26.0 82.4±2.0 -6.0 64.2±3.7 10.9
All-In-One 39.5±2.5 -10.4 31.5±14.8 -38.8 76.0±2.0 -1.7 86.5±0.4 -1.4 57.9±3.9 -9.8
GPF-Plus 42.9±2.0 -2.7 54.9±1.9 3.7 77.3±0.9 0.0 88.3±0.3 0.7 65.8±0.9 13.6

UGPROMPT 0 45.9±2.2 4.1 56.4±2.0 9.5 78.2±0.9 1.2 87.8±0.2 0.1 66.1±0.2 14.2

The time complexity of a regular GNN (e.g. GCN), is O(NLd2 +L|E|d), where N ,E, L, and d are
the number of nodes, edges, GNN layers, and the dimensionality of node embeddings respectively.
A common graph augmentation algorithm like feature masking requires O(Nd) operations. The
complexity of the prompting method used in our experiments is NdN∗, where N∗ is the number of
trainable prompting vectors. Thus, the overall complexity isO(NLd2+L|E|d+NdN∗). We com-
pare our training and test times against the baselines in Appendix A.6.8 and show that UGPROMPT
is more efficient than average at the test time.

4 EXPERIMENTS

Datasets and Code. We experiment on six standard datasets for graph and node classification. We
use ENZYMES Schomburg et al. (2004), PROTEINS Borgwardt et al. (2005), DHFR Sutherland
et al. (2003), BBBP and BACE Wu et al. (2017) datasets for graph classification, which have con-
tinuous or discrete features. For node classification, we use Cora, CiteSeer, PubMed Yang et al.
(2016), Flickr Zeng et al. (2020), Cornell, Texas, Wisconsin Pei et al. (2020). Please find more
details in Appendix A.5.1. The code is available at https://anonymous.4open.science/
r/UGPrompt-6C3E.

Distribution Shift in Datasets. Our problem definition (UGPP) requires evaluating a pre-trained
GNN on target datasets that exhibit a covariate shift from the source data. To implement this, our
main experiments induce shifts based on fundamental graph properties. For graph classification,
we generate datasets with varying edge homophily ratios Zhu et al. (2020), a property known to
intrinsically affect GNN information aggregation Gilmer et al. (2017). For node classification, we
use PageRank Bazhenov et al. (2023) to create a popularity-based shift, which provides a challenging
evaluation scenario Bazhenov et al. (2023). Further details on the generation of these distributions
are in Appendix A.5.2, and additional experiments on other shifts (e.g., graph density, clustering
coefficient) are in Appendix A.6.1.

Evaluation Setting. All datasets are split in half to create source and target sets with shifted dis-
tributions. We train a base GNN on the source set and evaluate it on the target set. Since baseline
prompting methods rely on supervised training, we allow only the baselines to access labeled data
for training in four setups of 25%, 50%, 75%, and 100% (full supervision). Please find experi-
ments on 50%, 75% and 100% labeled data in Appendix A.6.11. We report F1-score, and F1-score
improvement, referred to as IMP, compared to the BaseModel baseline.

Baselines. We consider several types of baselines.
(1) BaseModel. The base GNN without prompting and fine-tuning, which is expected to be out-
performed by prompting methods. We use GCN Kipf & Welling (2017) and GAT Veličković et al.
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Table 2: Node classification results on target datasets for GCN as the base model. Compared to
baselines given 25% of labeled data, UGPROMPT generally achieves better results without labels.

Base
GNN Method %Label Cora CiteSeer PubMed Flickr Cornell Texas Wisconsin

F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

GCN

BaseModel 0 53.8±2.4 - 44.1±1.5 - 57.1±0.8 - 16.5±0.4 - 19.1±6.2 - 23.6±10.3 - 25.2±10.2 -

Fine-Tuning

25

51.7±0.5 -3.9 40.0±0.3 -9.3 54.3±3.4 -4.9 10.4±0.1 -37.0 19.1±0.0 0.0 26.4±0.0 11.9 27.1±0.1 7.5
GPPT 47.8±3.5 -11.2 38.4±0.5 -12.9 51.6±4.8 -9.6 13.5±0.5 -18.2 15.1±3.0 -20.9 25.6±8.6 8.5 23.4±0.1 -7.1
GraphPrompt 53.8±0.4 0.0 41.6±0.3 -5.7 56.9±0.1 -0.4 13.0±0.1 -21.2 10.9±1.4 -42.9 4.8±0.4 -79.7 10.5±0.1 -58.3
GraphPrompt+ 49.8±0.3 -7.4 39.9±0.3 -9.5 62.0±0.4 8.6 14.8±0.6 -10.3 11.5±2.1 -39.8 4.8±0.3 -79.9 12.0±0.1 -52.3
All-In-One 50.5±1.1 -6.1 38.3±1.0 -13.2 42.1±0.9 -26.3 13.8±0.3 -16.4 13.0±0.8 -31.9 21.7±1.6 -8.1 21.4±0.1 -15.1
GPF-Plus 56.5±0.6 5.0 45.6±0.6 3.4 59.1±0.4 3.5 13.3±0.3 -19.4 22.0±0.5 15.2 25.2±1.4 6.8 26.7±0.1 6.0

UGPROMPT 0 57.3±0.4 6.5 45.7±0.4 3.6 61.2±0.3 7.2 17.5±0.4 6.1 23.2
±0.5

21.5 26.8±0.8 13.6 28.0±0.1 11.1

GAT

BaseModel 0 47.7±1.3 - 41.2±2.4 - 60.0±1.1 - 17.0±0.2 - 18.6±0.2 - 28.1±0.2 - 19.9±6.9 -

Fine-Tuning

25

43.5±0.6 -8.8 38.8±0.3 -5.8 55.6±2.7 -7.3 10.9±0.2 -35.9 18.2±0.0 -2.2 21.2±0.0 -24.6 21.8±0.0 9.5
GPPT 31.5±3.9 -34.0 34.3±1.8 -16.7 51.7±4.6 -13.8 12.9±0.1 -24.1 17.2±4.5 -7.5 28.2±5.5 0.4 21.5±4.1 8.0
GraphPrompt 44.2±0.6 -7.3 39.2±0.4 -4.9 60.1±0.1 0.2 13.4±0.3 -21.1 14.3±1.3 -23.1 1.4±0.0 -95.0 15.4±1.5 -22.6
GraphPrompt+ 41.2±0.9 -13.6 37.8±0.7 -8.3 64.0±1.1 6.7 17.5±0.6 2.9 13.5±2.0 -27.4 1.4±0.0 -95.0 17.1±2.4 -14.1
All-In-One 34.3±2.1 -28.1 27.6±1.4 -33.0 22.7±3.2 -62.2 13.3±0.2 -21.8 13.5±0.2 -27.4 21.2±0.7 -24.6 16.9±0.9 -15.1
GPF-Plus 47.6±1.5 -0.2 42.1±0.6 2.2 60.1±0.3 0.2 13.8±0.2 -18.8 17.9±1.1 -3.8 30.4±0.7 8.2 21.7±1.2 9.0

UGPROMPT 0 48.8±0.9 2.3 42.3±0.5 2.7 60.2±0.1 0.3 17.6±0.3 3.5 21.8±1.5 17.2 29.5±1.0 5.0 22.2±1.1 11.6

(2018) as the base GNN. More experiments with recent advanced GNNs are in Appendix A.6.2.
(2) Fine-Tuning. The base GNN model when we fix its encoder and just fine-tune its projection
head. The goal is to verify the claim that fine-tuning on new dataset with labels does not necessarily
improve performance Sun et al. (2022); Fang et al. (2023); Sun et al. (2023).
(3) GNN Prompting Methods. Our work is the first attempt for graph prompting without labels and
updating the base GNN’s parameters. Thus, we compare with all the SOTA GNN prompting methods
used in the recent benchmark Zi et al. (2024), namely All-In-One Sun et al. (2023) and GPF-Plus
Fang et al. (2023), GraphPrompt Liu et al. (2023b), GraphPrompt+ Yu et al. (2024a), and GPPT
Sun et al. (2022). We do not allow these methods to update the GNN’s parameters and only their
prompting modules are supposed to be learned on the target dataset. We use the codebases from the
corresponding papers.

4.1 RESULTS ON GRAPH CLASSIFICATION

For graph classification, 50% of graphs are randomly sampled as the source dataset, with graphs of
higher homophily having a greater chance of selection; the remaining 50% form the target dataset.
Please see experiments with graph density distribution shift in Table 6 (see the Appendix). The base
GNN is trained on the source dataset. We repeat the experiments for two base GNNs (GCN and
GAT) to show how the models generalize over different architectures. Note that GPPT is limited to
node classification so we exclude it from this experiment.

Table 1 presents graph classification results, where baselines use 25% labeled data, while our
method, UGPROMPT, uses 0%. Two key observations highlight UGPROMPT’s contribution: first, it
consistently surpasses the BaseModel, validating it as a reliable, non-detrimental prompting method.
Second, and most notably, UGPROMPT’s use of no labels offers broad applicability to diverse un-
labeled datasets, marking a step towards graph foundation models. Interestingly, evaluations with
UGPP setting reveal that baselines often fail to improve performance and sometimes make it worse.
Most of the graph prompting methods, except for GPF-Plus, perform poorly with both GNN archi-
tectures. Although GPF-Plus has the same prompting function as UGPROMPT’s, it struggles with
adapting to distribution shifts. Conversely, UGPROMPT leverages source data knowledge and gener-
ates pseudo-labels from highly confident predictions, learning effectively from samples that closely
match the source distribution. This ensures consistent improvement across all cases.

4.2 RESULTS ON NODE CLASSIFICATION

First, we compute PageRank (PR) for all nodes of each dataset. We sample 50% of nodes for the
source dataset according to the normalized PR such that graphs with higher PR are more likely
included in the source dataset. The rest are assigned to the target dataset. A 2-hop neighborhood
of each node is extracted as a subgraph for task unification to graph classification and it inherits
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Table 3: UGPROMPT performance on under different augmentation rates ps for the prompted aug-
mented graph. Higher values of ps provide more variation in masked feature groups and generally
helping with capturing distribution shifts better.

ps
ENZYMES PROTEINS DHFR Cora CiteSeer PubMed

F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

0.0 47.7 - 55.7 - 76.8 - 56.3 - 44.9 - 57.2 -

0.1 49.1 2.9 55.7 0.0 77.0 0.3 56.7 0.7 44.9 0.0 58.6 2.4
0.2 48.9 2.5 55.9 0.4 76.8 0.0 56.8 0.9 45.0 0.2 59.7 4.4
0.3 48.1 0.8 56.0 0.5 76.2 -0.8 57.1 1.4 45.2 0.7 60.4 5.6
0.4 46.9 -1.7 55.6 -0.2 75.7 -1.4 57.3 1.8 45.7 1.8 61.2 7.0

the main node’s label. More experiments with distribution shift of type clustering coefficient are
provided in Table 7 (see the Appendix).

Node classification results are in Table 2. UGPROMPT outperforms on all datasets except PubMed
(where it is second-best) and, notably, uses no labeled data, unlike the baselines. Additionally, the
GNN’s performance degrades on target data across all datasets after fine-tuning its projection head
(the Fine-Tuning baseline) with 25% of labels. This verifies that fine-tuning a model on a small-
sized labeled dataset may introduce noisy information when the downstream data distribution does
not align with the model’s learned knowledge Bousquet et al. (2004); Shalev-Shwartz & Ben-David
(2014); Brown et al. (2020). We also verify UGPROMPT maintains high performance on the source
domain, and does not impose forgetting the learned knowledge, unlike the other baselines; please
find the experiments in Appendix A.6.6. An important advantage of an unsupervised method—
such as ours—is that it allows utilizing large-scale unlabeled datasets. It is important to emphasize
that UGPROMPT achieves the best results on Flickr, the largest dataset, and second best with high
margins from other baselines on PubMed, the second largest dataset, which indicates UGPROMPT
can perform well on large data.

4.3 ABLATION STUDY

4.3.1 THE EFFECT OF REGULARIZATION

To evaluate the regularization effect, UGPROMPT is trained in four scenarios: (1) without regular-
ization (“w/o”), (2) with only domain adaptation regularization (“domain”), (3) with only diversity
regularization (“diversity”), and (4) with both regularizations (“domain + diversity”). Settings (2),
(3), and (4) are compared to (1), with Figure 2 showing IMP improvements. If a regularization term
fails to enhance the model, IMP is set to zero meaning it can be neutralized (setting λ1 or λ2 to
zero) in Equation 6. Results show that both regularization factors have positive effects across the
majority of datasets; however, their combination is not always superior to individual application.
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Figure 2: The effect of regularization objectives on UG-
PROMPT with GCN as the base model.

Domain adaptation regularization is
beneficial across all graph classifica-
tion datasets. We conjecture that the
distributions of node classification
datasets are more likely to be densely
populated, whereas graph datasets of-
ten exhibit scattered hollow spaces
in the latent space between classes,
increasing the likelihood of generat-
ing OOD-prompted graphs. There-
fore, domain adaptation regulariza-
tion would be more beneficial. More-
over, a key finding of this experiment
is the importance of adding diversity regularization. More specifically, when we have severe class
imbalance for example in PROTEINS, Cora, and CiteSeer, “diversity” empowers the base GNN sig-
nificantly, which supports our claims. Appendix A.6.5 provides more discussion on the effect of
these objectives.

4.3.2 THE EFFECT OF AUGMENTATION

We mask node features in weakly augmented graphs (Gw) for pseudo-labeling with probability pw
and in strongly augmented graphs Gs for prompting with probability ps. Since Gs resembles a
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Table 4: Evaluation of UGPROMPT ’s performance in a few-shot setting using GCN as the base
GNN under homophily and PR distribution shifts. Results indicate considerable gains with labeled
data, particularly in node classification tasks.

Method %Label ENZYMES PROTEINS DHFR Cora CiteSeer PubMed

F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

BaseModel 47.7 - 51.8 - 75.5 - 53.8 - 44.1 - 57.1 -

UGPROMPT
(ours)

25 49.1 2.9 56.2 8.5 77.2 2.3 58.2 8.2 47.0 6.6 63.5 11.2
10 49.0 2.7 56.1 8.3 77.0 2.0 57.6 7.1 46.2 4.8 62.1 8.8
5 49.1 2.9 56.1 8.3 77.1 2.1 57.5 6.9 46.0 4.3 62.1 8.8
0 49.1 2.9 56.0 8.1 77.0 2.0 57.3 6.5 45.7 3.6 61.2 7.2

distribution shift from Gw, a higher ps allows learning from distribution shifts across more feature
groups offering potentially more robustness. Here, we fix pw = 0.1 and evaluate the impact of
varying ps. The IMP for all ps values is compared to no augmentation ps = 0.

The results in Table 3 support our intuition that augmenting, confidence pseudo-labeling, and con-
sistency training are advantageous. Higher ps yields better performance, over PROTEINS, Cora,
CireSeer, and PubMed because augmentation by feature masking—replacing a group of feature val-
ues with 0.0—is semantically more aligned with the discrete and binary features of these datasets;
however, for ENZYMES and DHFR with continuous features, this augmentation is not as effective
and higher values of ps may be detrimental and cause learning from noise. Additional experiments
on evaluating the effect of augmentation type (e.g. modifying graph structure) are in Appendix
A.6.10. Besides, we show the versatility and generalization of our framework in Appendix A.6.9
using All-In-One’s prompting function as a choice of function f (see Section 3.1).

4.4 FEW-SHOT LEARNING FOR UGPROMPT

UGPROMPT is an unsupervised GNN prompting method. However, it can potentially utilize la-
beled data efficiently when it is available. Assuming every batch B is composed of a set of labeled
samples Sl and unlabeled samples Su s.t. B = Sl ∪ Su, we can replace Lc in Equation 2 by
Lc = 1

|B| (Ll + λ3Lu) in which Ll =
∑

G∈Sl
CE(yG , p̂Gφ(y)) is the supervised objective term and

Lu =
∑

G∈B 1(max(p̃Gφ(y)) ≥ τ)CE(pG
φ(y), p̂

G
φ(y)) is the unsupervised term.

Here we evaluate UGPROMPT in a few-shot setting. Table 4 presents the results using GCN as
the base GNN under homophily and PR distribution shifts. UGPROMPT significantly performs
better when labels are provided. For node classification datasets, IMP of the 25% labels setting
is notably more than that of the unsupervised case (0% labels), while improvements on PROTEINS
and DHFR are smaller. Meanwhile, performance on ENZYMES remains comparable in the absence
of labels, likely due to a significant covariate shift between source and target datasets, which makes
learning from highly heterophilic data challenging even with labels. The key takeaway from this
experiment emerges by comparing Table 4 with Tables 1 and 2, showing that with 25% of labeled
data, UGPROMPT outperforms all baselines on most datasets except DHFR. Notably, its superiority
is also evident in the 0% label setting.

5 CONCLUSIONS

In conclusion, we have introduced UGPROMPT, a novel unsupervised prompting framework for
GNNs that overcomes the limitations of existing prompting methods, particularly in scenarios where
labeled data is unavailable. UGPROMPT eliminates the need for updating the base GNN’s parameters
on new downstream tasks. By leveraging techniques inspired by consistency regularization and
pseudo-labeling, UGPROMPT enhances the generalization of the base pre-trained GNNs without
supervision. Experimental results over various datasets validate the effectiveness of UGPROMPT
which outperforms the state-of-the-art prompting methods that rely on labeled data on both graph
and node classification tasks in many settings.

Limitations & Future Work. Since we do not involve training the projection head of the pre-
trained GNN for the downstream tasks, UGPROMPT is unable to handle label distribution shift.
Consequently, our framework is also unable to employ multi-task/meta learning unless we allow
the projection head to be optimized—which necessitates labeled data. Another interesting future
direction would be to design a method that selects high-quality pseudolabels in case of a severe
covariate distribution shift.
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REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our findings, we have made our code and experimental procedures
fully accessible. All experiments were conducted over 50 iterations, comprising 10 dataset pertur-
bations with 5 distinct model initializations each, to ensure robust results. In Appendix A.1, we
provide a link to an anonymous repository containing the complete source code, environmental con-
figurations, and the specific setups required to replicate our results across all datasets. Further details
on our dataset selection, experimental design, and implementation are available in Appendix A.5.
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A APPENDIX

A.1 REPRODUCIBILITY.

We have made the codebase and other implementation details available in this anonymous link:
https://anonymous.4open.science/r/UGPrompt-6C3E

A.2 ADDITIONAL RELATED WORK

Prompting for LLMs. The promising results of early LLMs Radford & Narasimhan (2018); De-
vlin et al. (2019) have inspired prompt tuning approaches to benefit from LLMs’s reasoning capabil-
ity with minimal parameter tuning. These modular methods Li & Liang (2021); Lester et al. (2021)
integrate trainable prompting prefixes with LLMs, while their parameters are frozen, offering re-
markable performance across various tasks and reducing complexity. Besides, Radford et al. (2019)
suggested pre-training on a large and diverse corpus (WebText), demonstrating strong zero-shot
performance across various tasks. Following that, Brown et al. (2020) coined the term in-context
learning, which is the effort to help models, particularly LLMs, generalize to new tasks without any
parameter training and only by constructing informative prompts with task descriptions, examples,
and instructions. The approaches propose specific language hints to guide the reasoning process,
for example, by providing fine-grained and conditioning instructions Mishra et al. (2022) or en-
couraging the LLM to sequential reasoning with Wei et al. (2022) or without Kojima et al. (2022)
examples. Additionally, some methods iteratively score, evaluate, and update prompts in refinement
loops Zhou et al. (2023); Yang et al. (2024a).

Prompting for GNNs. A few studies have also adopted prompt tuning for GNNs. Specifically, the
main track of these works starts with the “pre-train, prompt, fine-tune” paradigm proposed by Sun
et al. (2022); they addressed the common issue of discrepancy between train and test objectives that
causes performance drop on the downstream application. They design a pre-training task, specifi-
cally edge prediction, that can align with the downstream task. Nonetheless, their approach is only
applicable to node classification. Later, GraphPrompt Liu et al. (2023b) and GraphPrompt+ Yu et al.
(2024a) propose subgraph similarity detection as a more general task unification for different graph
tasks to pre-train a GNN encoder. Their prompting method involves task-specific trainable readout
functions. Similarly, PRODIGY Huang et al. (2023) makes prompts as a combination of example
subgraphs, which are connected to label nodes, and query subgraphs, which are waiting to be con-
nected to label nodes, and they pre-train with a neighborhood matching task. Unification to subgraph
classification is also proposed by GPF-Plus Fang et al. (2023) and ALL-In-One Sun et al. (2023).
However, these methods resemble LLM prompting methods more from the perspective that they
prompt input graphs before a frozen GNN encoder. Specifically, the former adds trainable prompt-
ing parameters to the feature matrix of an input graph, and the latter combines a subgraph with a
trainable feature matrix and structure with the input. Additionally, prompting GNNs for dynamic
graphs has also been studied lately Yu et al. (2025).

There are two shortcomings with the above GNN prompting methods. First, all of them require
labeled data for training their prompting functions or at test time. Second, they mostly train a new
projection head/decoder for the pre-trained GNN along with the prompting parameters. However,
we propose a fully unsupervised prompting method that does not involve any fine-tuning and shows
its promising performance even when the competitors have access to a full or a portion of the labels.

Consistency Regularization and Pseudo-labeling. In the context of Semi-Supervised Learning
(SSL), pseudo-labeling Lee (2013); Xie et al. (2020) and consistency regularization Bachman et al.
(2014); Sajjadi et al. (2016); Laine & Aila (2017) for training neural network models when labeled
data are scarce. The first technique augments the labeled set of datasets with the model’s prediction
on the unlabeled set, and the second one aims to minimize the discrepancy of a model’s predictions
on random perturbations of the same samples, which are generated by augmentation and dropout
layers. Particularly, these methods have been applied for domain adaptation to mitigate the distri-
bution shift between source and target datasets Liang et al. (2020b); Kim et al. (2021). A widely
studied approach to integrating pseudo-labeling and consistency regularization is to first generate
random weakly and strongly augmented instances from the same samples of a dataset and then
make pseudo-labels from the weakly augmented samples whenever the model makes confident pre-
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dictions for them. Models are trained by these pseudo-labels as labels for the strongly augmented
samples, along with labeled data if available. To select confident samples, some methods use a fixed
certainty threshold Sohn et al. (2020) while others set dynamic class-wise thresholds Zhang et al.
(2021); Wang et al. (2023).

Unlike previous work utilizing consistency regularization and pseudo-labeling, we are not interested
in training a model or fine-tuning it. Therefore, our novelty is interpreting a prompted graph as
a strongly augmented instance and utilizing the pseudo-labels of weak augmentation to train the
prompting parameters.

A.3 ALGORITHM

Algorithm 1 presents our method’s prompting procedure at training time. In line 1, we initiate the
base GNN’s model with the pre-trained parameters tuned on the source dataset, the target dataset,
the augmentation and prompting functions, and the hyperparameters of the method. We initialize
the prompting parameter and fix the base GNN’s parameters in lines 3-4. Line 6 shows sampling of
a batch of graphs and in line 7 a strong and a weak augmentation is generated from each graph in
the batch. Next, the strongly augmented graph is prompted in line 8. This prompted graph, along
with the weakly augmented graph, is encoded by the GNNs encodes as in line 9. In line 10, the
representation of the prompted and weakly augmented graphs is used to optimize the discriminator.
Finally, in lines 9-10, the GNN’s projection head (decoder) decodes the representation, and the
diversity, domain adaptation, and consistency objective functions are used to optimize the prompting
parameters. Algorithm 2 shows the inference stage of our method. At inference time, a test sample is
passed directly to the prompting function without augmentation, and the GNN scores the prompted
graph.

Algorithm 1 UGPROMPT (Training)

1: Input: Target unlabeled dataset D = {Gi}Nt
i=1, confidence threshold τ , GNN model φ =

h(.; θh) ◦ g(.; θg), number of trainable prompting parameters np, augmentation function
aug(.; p), weak augmentation probability pw, and strong augmentation probability ps.

2: Output: Prompting function f(.; θf ) with optimized parameters θ⋆.

3: Initialize prompting parameters θf .
4: Freeze the parameters θg and θh of the base GNN.
5: while not converged do
6: Sample batch of graphs B = {Gi}|B|

i=1 ⊂ D.
7: For every graph G ∈ B make a weak augmentation Gw ← aug(G, pw) and a strong augmen-

tation Gs ← aug(G, ps).
8: Prompt every strongly augmented graph as Gp ← f(Gs; θf ).
9: Using encoder g, encode every weakly augmented graph as zGa = g(Gw; θg) and every

prompted graph as zGp = g(Gp; θg).
10: Pass all encodings zGa and zGp to domain discriminator and optimize its parameters θd by

Equation (4).
11: Using decoder h, compute prediction scores for all encodings zGa and zGp as in Equation (1).
12: Optimize for the prompting parameters θf by Equation (6).
13: end while
14: return f(.; θ⋆).

A.4 REMARK ON UGPP DEFINITION.

Firstly, our problem setting differs from out-of-distribution (OOD) generalization methods Li et al.
(2023); Fan et al. (2024); Yang et al. (2024b). In OOD generalization, given samples of dataset
D = {(xi, yi)}Ni=1 drawn from training distribution Ptrain(X,Y ), the goal is to train an opti-
mal model f(.; θ) to have the best generalization to the test samples drawn from the distribution
Ptest(X,Y ), where Ptrain(X,Y ) ̸= Ptest(X,Y ). This differs from our problem setting, as our goal
is to propose a prompting method for GNNs that follows the in-context learning setting of LLMs. As
discussed, LLM prompting methods commonly 1) do not retrain or fine-tune the LLM, 2) do not nec-
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Algorithm 2 UGPROMPT (Inference)

1: Input: Target unlabeled dataset D = {Gi}Nt
i=1, confidence threshold τ , freezed pretrained GNN

φ = h(.; θh) ◦ g(.; θg), optimized prompting function f(.; θ⋆f )
2: Output: Prediction score set PREDD = {φ(f(Gi; θ⋆f ); θh, θg);Gi ∈ D}

Nt
i=1

3: Initialize empty set PRED = {}.
4: for Gi ∈ D do
5: Directly pass G to f and make a prompted graph as Gp ← f(G; θ⋆f ).
6: Score the prompted graph using the pre-trained GNN as pφ(y) = φ(Gp; θh, θg)
7: Add G’s score to the to the prediction set as PRED← PRED ∪ {pGφ(y)}
8: end for
9: return PRED.

essarily use labeled data, and 3) do not assume access to the data used for training the LLM. UGPP
directly encourages these properties. We assume the GNN φ(.; θg, θh) is first trained on distribution
Ps
XPs

Y |X and Ds has the same train and test distributions, i.e. Pstrain

X,Y = Pstest
X,Y = Ps

XPs
Y |X , while

this model is aimed to be used onDt with unlabeled training distributionPttrain

X,Y and test distribution
Pttest
X,Y , such that Pttrain

X = Pttest
X ̸= Ps

X , but Pttrain

Y |X = Pttest
Y |X = Ps

Y |X and Pttrain

Y |X is not available.
So far, this assumption of UGPP makes it close to the unsupervised domain adaptation (UDA) prob-
lem You et al. (2019); Farahani et al. (2021) and satisfies unsupervised learning on Dt, the second
property of LLM in-context learning methods discussed above. For the third property, we assume
the source dataset Ds is unobservable after training, which is known as source-free domain adap-
tation (SFDA) Yang et al. (2021); Li et al. (2024). For the first property, we assume all the trained
GNN’s parameters (θg, θh) are fixed and we do not fine-tune them on dataset Dt, analogous to LLM
in-context learning. So, our work also differs from SFDA methods, which allow fine-tuning all or
a portion of the parameters on Dt. In summary, our problem setting differs from UDA, SFDA, and
OOD generalization, and it encourages evaluating and designing generalized prompting methods for
GNNs.

A.5 ADDITIONAL DETAILS ON EXPERIMENTAL SETUP

A.5.1 DATASETS STATISTICS

In this work, we use datasets with different tasks and types of features. For graph classification,
we evaluate on bioinformatics and molecular datasets, specifically ENZYMES Schomburg et al.
(2004) for multi-class classification and DHFR Sutherland et al. (2003) for binary classification
(both with continuous features), PROTEINS Borgwardt et al. (2005) with discrete features for binary
classification, also on BBBP and BACE Wu et al. (2017). For node classification, we use common
citation networks Cora, CiteSeer, PubMed Yang et al. (2016), and Flickr Zeng et al. (2020) with
discrete features of online images for multi-class classification. We also experimented on Cornell,
Texas, and Wisconsin Pei et al. (2020) as semantic web datasets with discrete features. Table 5
shows the statistics of these datasets.

A.5.2 DETAILS ON THE DISTRIBUTION SHIFT

Introducing distribution shift to graphs is challenging. First, the position of nodes does not matter
in graphs, therefore, introducing distribution shift by geometric transformations is not an option.
Second, it is hard to find invariant features among all graphs for universal manipulations to inject
shift—like color manipulations in image domain since color channels are common features. More-
over, random perturbation to node features cannot be seen as a distribution shift because it may lead
to noisy datasets rather than a distribution shift with some patterns. We study different distribution
shifts in the graph domain to make a comprehensive evaluation for the setting of UGPP. Here is a
brief review of these distribution shifts.

Node-level. Previous works study two main categories of distribution shift for nodes: 1- based on
added random noise to node features Knyazev et al. (2019) 2- based on structural properties such
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Table 5: Statistic of the datasets used for experiments.

Dataset #Classes #Graphs #Nodes #Edges #Features Avg.
#Nodes

Avg.
#Edges

Continuous
Feature

Discrete
Feature

ENZYMES 6 600 - - 21 32.63 62.14 ✓ ✓
DHFR 2 756 - - 56 42.43 44.54 ✓ ✓
PROTEINS 2 1113 - - 4 39.06 72.82 ✗ ✓
BACE 2 1513 - - 9 34.1 73.7 ✗ ✓
BBBP 2 2050 - - 9 23.9 51.6 ✗ ✓
Cornell 5 1 183 298 1703 - - ✗ ✓
Texas 5 1 183 325 1703 - - ✗ ✓
Wisconsin 5 1 251 515 1703 - - ✗ ✓
Cora 7 1 2708 10556 1433 - - ✗ ✓
CiteSeer 6 1 3327 9104 3703 - - ✗ ✓
PubMed 3 1 19717 88648 500 - - ✗ ✓
Flickr 7 1 89250 899756 500 - - ✗ ✓

node degrees Gui et al. (2022); Yuan et al. (2023), clustering coefficient Bazhenov et al. (2023),
Page Rank (PR) Bazhenov et al. (2023), and Personalized Page Rank (PPR) Zhu et al. (2021);
Bazhenov et al. (2023). Because applying random noise to node features cannot necessarily repre-
sent distribution shifts, we use structural properties in our work. For that, we choose PR for main
experiments as a popularity-based property since it implies challenging distribution shift Zhu et al.
(2021); Bazhenov et al. (2023). We also study the clustering coefficient as a density-based property
and provide results.

Graph-level. Apart from datasets with inherently shifted distributions ?Ying et al. (2019); Hu et al.
(2020); Ding et al. (2021); Wu et al. (2022); Gui et al. (2022), number of nodes Sui et al. (2023);
Li et al. (2023), average node degrees Li et al. (2022) and other graph properties can be utilized for
introducing distribution shift for graph-level tasks. However, for main experiments, we choose edge
homophily ratio Zhu et al. (2020) for generating graph datasets with distribution shift because GNNs
are intrinsically affected by this property for information aggregation Gilmer et al. (2017); Zhu et al.
(2020); Pei et al. (2020); Lim et al. (2021), and also our experiments on common graph classification
datasets show higher variance of homophily ratio among graphs of these datasets. Additionally, we
evaluate our method against graph density as another distribution shift as well.

A.5.3 EXPERIMENTAL DETAILS

Task Unification. A common practice for prompt tuning and in-context learning methods in graph
domains is unification of different tasks Sun et al. (2022; 2023); Huang et al. (2023). However,
defining a unified task in the graph domain is more challenging than in text (e.g., using LLMs), for
two main reasons. First, proposing a unified task requires an enormous amount of data, labeled or
unlabeled, while, in contrast to text gathering, these large graph datasets are not feasible. Second,
there is a wide variety of downstream graph tasks. Nonetheless, we unify the tasks to graph classifi-
cation Sun et al. (2023), considering the message-passing intrinsic of GNN Gilmer et al. (2017).

To reduce node classification to graph classification, we select the induced subgraph of each ego
node within its k-hop neighborhood and assign the label of the ego node to this subgraph. One can
also reduce edge-level tasks by selecting the k-hop neighborhoods around the nodes lying on the
endpoints of each edge Sun et al. (2023).

Implementation Details. We have implemented our experiments in Pytorch Paszke et al. (2017)
and used a single GPU core NVIDIA GeForce RTX 3090. To make results reliable, we run each
experiment with 10 different random initializations of seeds before dataset creation and with 5 trials
of model parameter initialization for every seed, which sums up to a total of 50 runs for every
experiment.

We split all datasets based on properties to make a distribution shift to a 50% source dataset and a
50% target dataset. Since we split source and target datasets in the beginning in favor of making
distribution shifts, we randomly make our own train, validation, and test splits for every trial, al-
though the node classification datasets have original splits. Therefore, the train, validation, and test
split is set to 0.6, 0.1, 0.3 for graph classification datasets and to 0.3, 0.1, 0.6 for node classification
datasets—to reflect more on their original splits as they have many more test examples compared to
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Table 6: Graph classification results for GCN as the base model on target datasets having distribution
shift based on graph density. Overall, the best results are attained by UGPROMPT without any labels
of the target dataset compared to the case where baselines have access to 50% of labels.

Method %Label ENZYMES PROTEINS DHFR
F1 IMP F1 IMP F1 IMP

BaseModel 0 39.1±4.1 0.0 56.1±4.0 0.0 76.3±3.8 0.0

Fine-Tuning

50

40.7±0.7 4.1 39.5±1.6 -29.6 76.6±0.2 0.4
GraphPrompt 33.6±1.4 -14.1 55.7±0.9 -0.7 58.3±3.1 -23.6
All-In-One 30.0±3.2 -23.3 37.3±9.5 -33.5 77.2±0.7 1.2
GPF-Plus 39.2±1.4 0.3 57.6±1.2 2.7 74.2±0.9 -2.8

Fine-Tuning

25

38.0±1.1 -2.8 37.0±3.6 -34.0 73.6±0.5 -3.5
GraphPrompt 29.9±1.4 -23.5 53.3±1.8 -5.0 57.8±3.1 -24.2
All-In-One 27.3±3.8 -30.2 34.2±10.7 -39.0 77.1±0.7 1.0
GPF-Plus 39.1±1.3 0.0 57.2±1.7 2.0 74.2±0.9 -2.8

UGPROMPT (ours) 0 40.0±1.0 2.3 58.3±0.8 3.9 78.0±0.8 2.2

train ones. Besides, for node classification, we find the induced graphs within nodes selected from
datasets after the source-target split.

We tune hyper-parameters based on the average F1 score on validation sets as follows. For
we select learning rate from {0.01, 0.001}, batch size from {16, 32, 64}, number of epochs
from {30, 50, 60}, loss function weights for domain adaptation and diversity (λ1, λ2) from
{0.25, 0.5, 0.75, 1.0, 1.25, 1.5}, the L2 regularization factor (λ3) from {0.1, 0.2}, the augmentation
probability pu from {0.1, 0.2, 0.3, 0.4, 0.5} and for pw from {0.05, 0.1, 0.2}, the number of trainable
prompting parameter vectors np from {10, 20, 30, 50,ENG

} where ENG
is the average number of

nodes in graphs for the graph datasets. For the certainty threshold τ , we either chose a fixed thresh-
old following FixMatch Sohn et al. (2020) or a dynamic class-wise threshold following FlexMatch
Zhang et al. (2021), then we select the threshold from {0.1, 0.3, 0.5, 0.7}. The final selection of all
hyper-parameters for the GCN as base GNN and for main distribution shifts (edge homophily and
PR) is provided in the codes provided by the link before.

A.6 ADDITIONAL EXPERIMENTAL RESULTS

A.6.1 EFFECTIVENESS ACROSS DIFFERENT DISTRIBUTION SHIFTS.

The problem setup UGPP validates how well prompting methods can relieve the performance drop
of a GNN facing distribution shift. Therefore, we aim to show the generalization of UGPROMPT
across different kinds of distribution shifts. Previously, we evaluated our method on distribution
shift based on edge homophily ratio and Page Rank (PR). Here we add shifts based on graph density
for graph classification and clustering coefficient for node classification.

Graph Density Distribution Shift. Table 6 illustrates UGPROMPT generally attains the best results
on the graph datasets with consistent positive performance gain, while the competitors mostly have
negative performance gain on DHFR and PROTEINS in all cases even when they take advantage
of 50% of labeled data of the target distribution. Besides, we have the second-best performance on
ENZYMES after Fine-tuning in 50% label setting while beating this baseline in 25% label setting.

Node Clustering Coefficient Density Distribution Shift. The results in Table 7 reflect on the superior-
ity of UGPROMPT over all competitors on CiteSeer and PubMed. However, GPF-Plus outperforms
our method on Cora when it has access to 50% of labeled samples while is beaten by UGPROMPT
when 25% of labels are available. Notably, we excel over all of the baselines on PubMed with a high
margin and with no labels.

A.6.2 GENERALIZATION TO ADVANCED GNN BACKBONES

A core principle of a prompting method is that it should be agnostic to the specific GNN backbone,
demonstrating effectiveness across a range of architectures. To validate this, we extend our experi-
ments beyond the foundational GCN and GAT models by incorporating two powerful, recent GNNs
as suggested by the reviewer. We specifically chose: 1) GATv2 Brody et al. (2022), a model that

21



1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187

Under review as a conference paper at ICLR 2026

Table 7: Node classification results for GCN as the base model on target datasets having distribution
shift based on node clustering coefficient. When 50% of target dataset labels are visible to baseline,
the unsupervised UGPROMPT achieves the second-best results while it performs the best overall
datasets in cases where 25% of labels are available for competitors.

Method %Label Cora CiteSeer PubMed
F1 IMP F1 IMP F1 IMP

BaseModel 0 59.0±3.1 0.0 44.1±1.6 0.0 60.0±0.8 0.0

Fine-Tuning

50

60.2±0.9 2.0 38.7±0.5 -12.2 53.5±2.3 -10.8
GraphPrompt 59.9±0.3 1.5 44.8±0.3 -1.6 61.3±0.1 2.2
GPPT 47.9±6.8 -18.8 39.0±2.2 -11.6 55.1±3.7 -8.2
All-In-One 53.7±1.2 -9.0 39.4±1.0 -10.7 47.1±0.7 -21.5
GPF-Plus 61.4±0.6 4.1 41.7±0.6 -5.6 61.3±1.0 2.2

Fine-Tuning

25

56.5±0.6 -4.2 39.9±0.4 -9.5 48.7±3.9 -18.8
GraphPrompt 58.0±0.4 -1.7 43.7±0.3 -0.9 61.3±0.1 -2.2
GPPT 46.4±4.6 -21.4 38.2±2.9 -13.4 54.5±3.6 -9.2
All-In-One 53.7±1.0 -9.0 38.3±0.9 -13.2 48.9±0.8 -18.5
GPF-Plus 59.8±0.5 1.4 40.3±0.6 -8.6 60.9±0.8 1.5

UGPROMPT (ours) 0 60.5±0.3 2.5 45.1±0.4 2.3 64.7±0.3 7.8

Table 8: Graph classification results for GraphGPS and GATv2 as the base model on target datasets
having distribution shift based on node clustering coefficient. UGPROMPT achieves almost the best
across all datasets without labels, while 25% of labels are available for competitors.

BaseGNN Method %Label BBBP BACE Cornell Texas Wisconsin
F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

GraphGPS

BaseModel 0 87.0 - 73.0 - 22.8 - 24.4 - 20.8 -

Fine-Tuning

25

87.8 0.8 70.0 -4.1 24.8 8.8 27.0 10.7 19.6 -5.8
GraphPrompt+ 77.8 -10.6 51.5 -29.5 12.7 -44.3 22.8 -6.6 5.9 -71.6
All-In-One 72.1 -17.1 39.5 -46.9 19.6 -14.0 0.3 -98.8 22.3 7.2
GPF-Plus 87.7 0.8 73.6 0.8 22.9 0.4 26.9 10.2 22.5 8.2

UGPROMPT
(ours)

0 88.6 1.8 75.0 2.7 26.6 16.7 28.2 15.6 23.1 11.1

GATv2

BaseModel 0 88.8 - 63.8 - 16.0 - 22.0 - 24.7 -

Fine-Tuning

25

89.4 0.7 67.8 6.3 17.8 11.3 22.3 1.4 23.5 -4.9
GraphPrompt+ 83.6 -5.9 64.3 0.8 10.3 -35.6 2.0 -90.9 8.2 -66.8
All-In-One 88.5 -0.3 47.4 -25.7 18.6 16.3 16.6 -24.5 16.9 -31.6
GPF-Plus 89.3 0.6 68.6 7.5 18.2 13.8 21.8 -0.9 25.4 2.8

UGPROMPT
(ours)

0 89.6 0.9 67.9 6.4 20.2 26.3 23.0 4.5 26.2 6.1

uses dynamic attention to better handle graphs with varying levels of homophily and heterophily. 2)
GraphGPS Rampasek et al. (2022), a graph transformer that uses a global attention mechanism to
address common GNN challenges like oversmoothing and oversquashing.

The results of these new experiments are presented in Table 8 for graph and node classification
tasks, respectively. The findings clearly demonstrate that our method, UGPROMPT, consistently
outperforms all baselines when applied to these advanced GNN backbones. This is particularly
noteworthy as the baselines retain the significant advantage of access to labeled data from the target
domain, whereas our method operates in a completely unsupervised manner. These results confirm
that the effectiveness of our prompting framework is not dependent on a specific GNN architecture
and that it generalizes robustly to more powerful and modern backbones.

A.6.3 COMPARISON WITH SOURCE-FREE DOMAIN ADAPTATION METHODS

While our problem setup is distinct from SFDA methods, the shared goal of adapting a model
without source data motivates a direct empirical comparison. To this end, we evaluate UG-
PROMPT against two recent, state-of-the-art graph SFDA methods: SOGAMao et al. (2024b) and
GraphCTAZhang et al. (2024). Since these methods are designed for node classification, we conduct
the evaluation on our node classification datasets.
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Table 9: Comparison again unsupervised SFDA methods. UGPROMPT outperforms both competi-
tors while it has significantly less number of trainable parameters.

Method Label Cora CiteSeer PubMed Flickr

F1 IMP F1 IMP F1 IMP F1 IMP

Base Model - 53.8 - 44.1 - 57.1 - 16.5 -

SOGA 0% 53.1 -1.3 43.7 -0.9 54.9 -3.9 14.5 -12.1
GraphCTA 49.2 -8.6 38.0 -13.8 12.1 -78.8 OOM OOM

UGPROMPT (ours) 0% 57.3 6.5 45.7 3.6 61.2 7.2 17.5 6.1

To create a fair comparison within our prompting-focused problem setup, we adapt these baselines.
SFDA methods typically fine-tune the entire model; instead, we align them with the “lightweight
fine-tuning” paradigm common to other baselines by freezing the pre-trained GNN’s encoder and
only allowing the decoder (prediction head) to be trained on the target data. This contrasts with our
method, UGPROMPT, where both the encoder and decoder remain fully frozen.

The results of this comparison are presented in Table 9. UGPROMPT consistently and significantly
outperforms both adapted SFDA methods across all datasets. This outcome is powerful, as it demon-
strates that our parameter-efficient approach of training only a prompt is more effective for adapta-
tion than the more common strategy of fine-tuning the prediction head. In addition, our method is
significantly lighter since we only train a small set of trainable prompting vectors, but these methods
are originally proposed to fine-tune all parameters of the pretrained model.

A.6.4 EMBEDDING DISTRIBUTION ANALYSIS UNDER DISTRIBUTION SHIFT

Figure 3 illustrates the distribution of embeddings produced by the base GNN’s encoder for the
PubMed dataset. The setting is for PR distribution shift with GCN as the base GNN. It compares
the embeddings for the BaseModels on source (BaseModel-source) and target (BaseModel-Target)
test data when graphs are not prompted in both cases. Additionally, it shows the embeddings for
UGPrompt and GPF-Plus when graphs from the target test data are prompted, while UGPrompt is
fully unsupervised and GPF-Plus consumes 50% of labeled data.

This figure provides empirical evidence supporting our claims. First, UGPrompt, which employs
consistency regularization without labeled data, achieves equal or better performance in mitigat-
ing distribution shift compared to GPF-Plus although the latter has access to labeled data. Second,
when using confident pseudo-labels and keeping the GNN’s parameters fixed after pre-training, the
prompting function aligns with the knowledge learned from the source data. This approach preserves
samples within densely homophilous regions while pushing uncertain samples (those in overlapping
regions) away, replicating the source data distribution as seen in BaseModel-Source. As a result,
the method produces well-separated representations, enabling the projection head to effectively dis-
criminate between classes using the same pre-trained weights.
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Figure 3: Distribution of embeddings generated by the base GNN encoder on the PubMed dataset
under PR distribution shift with GCN as the base GNN. Embeddings for BaseModel on source and
target test data without prompting and embeddings for UGPrompt and GPF-Plus when target test
graphs are prompted are presented. This highlights UGPrompt’s ability to mitigate distribution shift
without labeled data, producing well-separated representations similar to the source distribution.
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Table 10: Statistic of the datasets used for experiments.

Dataset #Samples NE IR IMP% of Diversity
Reg.

IMP% of Domain
Reg.

ENZYMES 300 0.997 1.26 1.5 1.2
PROTEINS 556 0.949 1.72 6.6 4.3
DHFR 378 0.980 1.39 0.0 0.7
Cora 1354 0.941 4.72 4.0 0.7
CiteSeer 1663 0.965 1.94 1.3 0.0
PubMed 9858 0.966 1.91 0.2 0.0

A.6.5 EFFECT OF REGULARIZATION METHODS

We study the effect of domain adaptation and diversity regularization methods introduced in Section
3.2. Minimizing the entropy of the score’s expected value (as a diversity regularization term) has
also been used in prior representation learning studies Hu et al. (2017); Liang et al. (2020a). This
regularization term relieves the harmful effect of class imbalance. Meanwhile, the domain adaptation
regularization term is more beneficial for smaller datasets since inferring their distribution from
a low number of samples is difficult, making the chances of generating OOD prompted graphs
higher. To showcase the effect of these objective terms, we first introduce two common methods
of measuring class imbalance that are the Imbalanced Ratio (IR) and Normalized Entropy (NE). A
higher IR and a lower NE show more class imbalance in the datasets. Denoting the frequency of
each class of a dataset as fi, while we have C classes, IR and NE are defined as below:

IR =
fmax

fmin
; fmin = argmin

i
fi, fmax = argmax

i
fi (7)

NE =
H

log(C)
; H = −

C∑
i=1

pilog(pi), pi =
fi∑C
i=1 fi

(8)

Tables 10 shows the total number of samples in the target datasets (50% of the actual dataset sizes
because we split the datasets into half source and half target), the statistics of their corresponding
test sets, and the IMP% of UGPROMPT on these datasets (we fix GCN as the base GNN).

When looking at both graph and node classification results, the general trends support our claims
that the regularization methods have a positive impact. The first main trend observed in each task
group is that diversity regularization is more effective as dataset imbalance increases; specifically,
on PROTEINS and Cora, which are the most imbalanced datasets for graph and node classifica-
tion respectively, diversity regularization shows the highest IMP%. Furthermore, when considering
dataset size, domain regularization generally demonstrates its greatest effect on smaller datasets.
For example, Cora, the node classification dataset with the fewest samples, benefits the most from
domain regularization. An exception regarding domain regularization’s effect might be seen when
comparing PROTEINS with DHFR and ENZYMES; this could be because PROTEINS has discrete
features, whereas ENZYMES and DHFR also include continuous features, potentially reducing the
impact of domain regularization.

To better show the effect of each regularization methods, we also do a more comprehensive ablation
study on Cora and PROTEINS as the representatives of datasets for node and graph classification.
Table 11 shows how increasing the weight of each regularization term, as in Equation 6, improves
the performance on both datasets, especially on PROTEINS.

A.6.6 EFFECTIVENESS UNDER NO DISTRIBUTION SHIFT

A key concern for any adaptation method is whether adapting to a new target distribution causes
“catastrophic forgetting,” degrading performance on the original source domain. To measure this,
we adapted models on the target data (with a distribution shift) and then evaluated their performance
on both the original source test set and the target test set. The results are presented in Table 12, with
columns marked (S) for source and (T) for target evaluation. The findings show that UGPROMPT
not only adapts effectively to the target distribution but also maintains higher performance on the
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Table 11: Ablation study on the contribution of each objective function (λ1 and λ2 are respectively
the weights of diversity and domain adaptation objectives as in Equation 6) while using GCN as the
base model. Both objectives show positive effect on UGPROMPT’s performance.

Dataset Base (λ1, λ2=0.0)

Cora F1=56.3

λ1 0.25 0.5 0.75 1.0 1.25 1.5
IMP% 1.4 1.6 2.0 2.0 2.0 2.0

λ2 0.25 0.5 0.75 1.0 1.25 1.5
IMP% 1.2 1.1 1.1 0.9 0.9 1.1

PROTEINS F1=51.0

λ1 0.25 0.5 0.75 1.0 1.25 1.5
IMP% 3.1 5.9 7.1 7.5 7.5 7.5

λ2 0.25 0.5 0.75 1.0 1.25 1.5
IMP% 4.1 5.1 6.3 6.3 6.5 6.9

Table 12: Performance comparison of different methods across various source (S) and target (T)
datasets.

Method %Label Cora CiteSeer PubMed ENZYMES PROTEINS DHFR

F1(S) F1(T) F1(S) F1(T) F1(S) F1(T) F1(S) F1(T) F1(S) F1(T) F1(S) F1(T)

Base Model - 75.5 53.8 63.1 44.1 81.9 57.1 49.5 47.7 60.5 51.8 78.2 75.5

Fine-Tuning 25 69.8 51.7 57.2 40.0 74.2 54.3 43.4 46.4 56.2 47.5 79.4 76.8

UGPROMPT
(ours)

0 75.7 57.3 63.3 45.7 81.0 61.2 49.6 49.1 63.3 56.0 78.5 77.0

Table 13: Performance comparison of UGPROMPT against the competitor under no distribution
shift. An overall assessment across all datasets shows superior performance of our unsupervised
method.

Method Label Cora CiteSeer PubMed ENZYMES PROTEINS DHFR

F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

Base Model 64.9 - 50.5 - 73.2 - 54.5 - 51.8 - 75.1 -

GraphPrompt+ 25 72.6 11.9 48.8 -3.4 76.4 4.4 57.1 4.8 35.2 -32.2 55.4 -26.3
GPF-Plus 66.5 2.5 51.2 1.4 73.6 0.5 57.9 6.2 49.5 -4.4 76.1 1.3

UGPROMPT (ours) 0 65.9 1.5 51.4 1.8 75.8 3.6 58.7 7.7 52.2 0.8 76.2 1.5

source data compared to traditional lightweight fine-tuning, demonstrating its robustness against
catastrophic forgetting.

To further understand our method’s behavior, we also investigated its effect in a no-shift setting,
where the model is prompted for a target domain that shares the same distribution as the source.
As shown in Table 13, we measured the F1 score improvement (IMP) over the base model in this
scenario. The results demonstrate that UGPROMPT consistently improves performance even without
a distribution shift. This benefit is more evident than that of competing baselines, which show
smaller gains and occasionally fail to improve performance at all. This indicates that our prompting
approach serves as a general performance enhancer, not just a tool for mitigating distribution shifts.

A.6.7 EFFECT OF THE NUMBER OF TRAINABLE PROMPTING VECTORS

As the final ablation study, we evaluate the effect of increasing the number of trainable prompting
vectors. For this experiment, we also fix GCN as the base GNN and report the results in Table 14.
This empirical evaluation clarifies that increasing the number of does not have a significant impact
on UGPROMPT’s performance. This conclusion is indeed favorable meaning that our method can
achieve desirable results even with considerably low number of trainable parameters.

A.6.8 ANALYSIS OF COMPUTATIONAL COST

A practical consideration for any adaptation method is its computational cost. The unsupervised
nature of UGPROMPT, which relies on data augmentation and multiple regularization components,
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Table 14: The effect of the number of trainable prompting vectors (nt) while using GCN as the base
model. A higher number of trainable vectors brings marginal improvement, and the model performs
favorably with a smaller number of trainable vectors.

Dataset nt = 10 nt = 20 nt = 30 nt = 40 nt = 50 nt = 60

Cora 57.3 57.2 57.3 57.4 57.4 57.5
PROTEINS 55.5 56.0 56.1 55.8 56.7 56.2

Table 15: Comparison of UGPROMPT with other prompting methods based on the average full
dataset training and test (inference) time measures in seconds. UGPROMPT has marginally higher
training time and a test time below the average of all methods.

Method Cora CiteSeer PubMed Flickr

Test time (s),
813 nodes

Train time (s),
406 nodes

Test time (s),
984 nodes

Train time (s),
492 nodes

Test time (s),
5917 nodes

Train time (s),
2957 nodes

Test time (s),
22313 nodes

Train time (s),
17850 nodes

Fine-Tuning 0.075 0.077 0.096 0.052 1.081 0.636 1.833 1.585
All-In-One 1.638 0.746 0.452 0.26 7.016 3.933 10.782 9.856
GraphPrompt+ 0.715 0.802 0.166 0.197 4.206 4.970 2.243 4.094
GPF-Plus 0.939 0.766 0.351 0.275 5.542 3.754 7.494 9.479
UGPrompt (ours) 0.925 1.181 0.315 0.458 5.56 4.946 6.730 13.904

Average across
Prompting Methods

1.054 0.874 0.321 0.298 5.581 4.401 6.812 9.333

Table 16: Evaluation of UGPROMPT with All-In-One’s prompting function using GCN as the base
model. The results show that All-In-One’s prompting function performs better when wrapped in
our unsupervised framework, demonstrating that UGPROMPT is a versatile prompting framework
capable of enhancing prefix prompting methods.

Method %Label ENZYMES PROTEINS DHFR
F1 IMP F1 IMP F1 IMP

BaseModel 0 47.7±5.7 - 51.8±7.0 - 75.5±6.3 -

All-In-One 50 48.7±1.0 2.1 45.8±10.4 -11.6 79.2±0.6 4.8
25 45.8±1.9 -4.0 38.1±13.4 -26.4 79.1±0.6 4.6

UGPROMPT (ours) 0 48.9±0.9 2.5 50.8±2.5 -1.9 79.3±2.4 5.0

introduces a manageable overhead during the training phase. This is an expected trade-off for the
significant advantage of operating without labeled data. Table 15 shows the seconds of the average
full dataset training epoch time and test time across node classification datasets. Our training times
are marginally higher than supervised prompting baselines, but scale reasonably on large graphs like
PubMed and Flickr.

However, the more critical metric for real-world deployment is inference efficiency. Once the prompt
is trained, the adaptation process is complete. At test time, the expensive training components,
such as data augmentation and the discriminator, are no longer required. The inference step simply
involves a forward pass through the frozen GNN with the learned prompt, resulting in a compu-
tational complexity of O(NLd2 + L|E|d + NdN∗)—as discussed in Section 3.3—compared to
O(NLd2 + L|E|d) of a regular GNN models and N∗ is number of trainable prompting vectors.
Since, in all our experiments, even for large graphs N∗ ≤ 50, the overhead can be neglected. Our
empirical results confirm this efficiency, showing that UGPROMPT’s test time is consistently below
the average of competing prompting methods, making it a lightweight and practical solution for
deployment.

A.6.9 EFFECT OF CHANGING THE PROMPTING FUNCTION

An advantage of UGPROMPT, as discussed in Section 3.1, is its versatility, as it serves as a general
framework agnostic to the base GNN and the prompting function. This means our unsupervised
framework can potentially enhance a prefix prompting function such as Fang et al. (2023); Sun
et al. (2023). To support this claim, we design an experiment where we substitute our experimental
prompting function (which is similar to GPF-Plus) with All-In-One’s prompting function and present
the results in Table 16. These results show how the performance of All-In-One’s prompting improves
when integrated into our framework. Notably, this improvement occurs without using labeled data.
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Table 17: Augmentation type’s effect on UGPROMPT performance using GPF-Plus’s feature
prompting function. Feature augmentation aligns more with the prompting function and generally
achieves better results.

Method Aug. Type ENZYMES PROTEINS DHFR Cora CiteSeer PubMed

F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP F1 IMP

BaseModel 47.7 - 51.8 - 75.5 - 53.8 - 44.1 - 57.1 -

UGPROMPT
(ours)

Feature 49.1 2.9 56.0 8.1 77.0 2.0 57.3 6.5 45.6 2.9 61.0 6.8
Structural 48.2 1.0 54.5 5.2 75.2 -0.4 57.0 5.9 44.8 1.6 55.7 -2.5

A.6.10 EFFECT OF TYPES OF AUGMENTATION

Augmentation is a key component of our framework. As discussed in Section 3.1, the type of
augmentation should align with the prompting function. For instance, if the prompting function
applies feature modifications, as in our main experimental prompting function, feature augmentation
is expected to be more beneficial than structural augmentation (e.g., adding or removing edges), and
vice versa.

As an ablation study on the type of augmentation Table 17 shows how different types of augmenta-
tion impact UGPROMPT’s performance. Here our prompting function transforms the feature matrix,
the feature augmentation masks features, and structural augmentation drops edges. Results meet our
expectations that the feature augmentation attains better performance since it aligns better with the
prompting function. Since none of the existing GNN prompting functions can be categorized solely
as structural prompting (without changing the node representations), we leave experimenting with
such prompting method for future works.

A.6.11 UNSUPERVISED PROMPTING VS FULLY SUPERVISED PROMPTING

Since UGPROMPT accomplishes significant improvements in different experiments, we are inter-
ested in evaluating the competitors while allowing them to access 50%, 75%, and 100% of labeled
data from target distributions. We show the results of these settings in Tables 18 and 19, and Figures
4 and 5. All the results are reported for both GCN and GAT when we have distribution shifts based
on edge homophily for graph classification and PR node classification.

Graph classification results for both GCN and GAT base models in Tables 18 illustrate the superior
performance of UGPROMPT as an unsupervised method compared to the baselines in most cases,
while they are given the advantage to access 50% of labeled samples for training on the target
datasets. On the node classification datasets, UGPROMPT achieves the second-best performance as
shown in Table 19. Specifically discussing larger node classification datasets, it is noteworthy that
we beat all the baselines on Flickr and only underperform GraphPrompt+ on PubMed.

Observing Figure 4 when we use GAT as the base model, UGPROMPT outperforms GPF-Plus and
GraphPrompt on graph classification datasets even when they utilize fully labeled target datasets.
This clearly shows the effectiveness of our proposed method, UGPROMPT. Additionally, we achieve
closely competitive results with GCN as the base model in 100% label setting overall. Besides look-
ing at the node classification results for both GNNs, we generally obtain the second-best improve-
ment in 75% label setting and perform favorably with 100% compared to the best baseline.

Next, we evaluate our method in distribution shifts of graph density and clustering coefficient under
the 75% and 100% label settings. Here we fix GCN as the base GNN. Results are in Figure 5.
Similar to the previous distributions, for the graph density and clustering coefficient, UGPROMPT
has a competitive or better performance on graph classification datasets and stands in second position
after GPF-Plus on node classification except that our method does not see any labels.

Finally, an interesting finding of these experiments is that the competitors occasionally can cause a
performance drop compared to the base models which is unexpected and undesirable. On the other
hand, UGPROMPT although is an unsupervised method, does not have a negative influence on any
dataset, any GNN architecture, and any type of distribution shifts. Also, all the above results can
lead to the same conclusion that UGPROMPT can enhance the base GNNs which encounter different
distribution shifts on various downstream tasks. Since UGPROMPT achieves promising results in a
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Table 18: Graph classification results on target datasets for GCN as the base model. Our unsuper-
vised method mostly achieves the best results even when the competitors use 50% of the labeled
data.

Base GNN Method %Label ENZYMES PROTEINS DHFR
F1 IMP F1 IMP F1 IMP

GCN

BaseModel 0 47.7±5.7 - 51.8±7.0 - 75.5±6.3 -

Fine-Tuning

50

45.0±2.0 -5.7 46.9±1.6 -9.5 77.6±0.2 2.8
GraphPrompt 40.2±1.5 -15.7 54.1±1.0 4.4 73.1±0.9 -3.2
GraphPrompt+ 29.7±1.7 -37.7 49.7±1.0 -4.1 65.5±1.3 -13.2
All-In-One 48.7±1.0 2.1 45.8±10.4 -11.6 79.2±0.6 4.8
GPF-Plus 48.6±0.9 1.9 53.8±2.4 3.9 77.4±0.3 2.5

UGPROMPT (ours) 0 49.1±0.6 2.9 56.0±1.5 8.1 77.0±2.4 2.0

GAT

BaseModel 0 44.1±6.4 - 51.5±8.1 - 77.3±3.5 -

Fine-Tuning

50

43.3±1.2 -1.8 49.2±0.5 -4.5 78.0±0.2 0.9
GraphPrompt 35.3±1.9 -20.0 50.3±0.9 -2.3 77.1±0.9 -0.3
GraphPrompt+ 29.2±6.2 -33.8 52.1±6.3 1.2 60.5±12.7 -21.7
All-In-One 40.3±2.5 -8.6 41.8±11.2 -18.8 77.3±1.2 0.0
GPF-Plus 43.4±2.0 -1.6 54.8±2.7 6.4 77.2±0.8 -0.6

UGPROMPT (ours) 0 45.9±2.2 4.1 56.4±2.0 9.5 78.2±0.9 1.2

Table 19: Node classification results on target datasets for GCN as the base model. Comparing
all baselines with the access to 50% of labeled data, UGPROMPT achieves the second-best results
without labels.

Base GNN Method %Label Cora CiteSeer PubMed Flickr
F1 IMP F1 IMP F1 IMP F1 IMP

GCN

BaseModel 0 53.8±2.4 - 44.1±1.5 - 57.1±0.8 - 16.5±0.4 -

Fine-Tuning

50

54.5±1.2 1.3 43.5±0.4 -1.4 56.3±2.1 -1.4 10.3±0.4 -37.6
GPPT 50.5±3.1 -6.1 40.6±1.2 -7.9 51.8±3.7 -9.3 13.6±0.5 -17.6
GraphPrompt 55.8±0.3 3.7 43.8±0.3 -0.7 57.1±0.1 0.0 13.1±0.2 -20.6
GraphPrompt+ 57.3±0.6 6.5 42.9±0.2 -2.7 64.9±0.2 13.7 14.9±0.7 -9.7
All-In-One 50.3±1.2 -6.5 39.3±1.0 -10.9 39.8±1.2 -30.3 13.5±0.3 -18.2
GPF-Plus 58.2±0.6 8.2 46.8±0.7 6.1 60.3±0.5 5.6 13.1±0.1 -20.6

UGPROMPT (ours) 0 57.3±0.4 6.5 45.7±0.4 3.6 61.2±0.3 7.2 17.5±0.1 6.1

GCN

BaseModel 0 47.7±1.3 - 41.2±2.4 - 60.0±1.1 - 17.0±0.2 -

Fine-Tuning

50

47.1±1.7 -1.3 39.9±0.5 -3.2 56.5±2.2 -5.8 10.8±0.3 -36.5
GPPT 32.8±3.8 -31.2 35.6±1.2 -13.6 51.8±5.5 -13.7 13.1±0.3 -22.9
GraphPrompt 48.2±0.5 1.0 40.7±0.3 -1.2 60.1±0.1 0.2 13.5±0.1 -20.6
GraphPrompt+ 48.2±0.5 1.0 42.0±0.3 1.9 67.1±0.1 11.8 17.5±0.6 2.9
All-In-One 34.6±4.1 -27.5 33.0±1.2 -19.9 25.4±5.2 -57.7 12.5±0.5 -26.5
GPF-Plus 49.6±1.4 4.0 43.1±0.6 4.6 60.1±0.5 0.2 13.2±0.2 -22.4

UGPROMPT (ours) 0 48.8±0.9 2.3 42.3±0.5 2.7 60.2±0.1 0.3 17.5±0.1 2.9

fully unsupervised manner, it offers new avenues to leverage large unlabeled datasets for improving
the generalization of GNNs.
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(a) Graph classification under edge homophily distribution shift for GCN as base
model.
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(b) Graph classification under edge homophily distribution shift for GAT as base
model.
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(c) Node classification under PR distribution shift for GCN as base model.
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(d) Node classification under PR distribution shift for GAT as base model.

Figure 4: Performance gains for GCN and GAT base models on graph and node classification tasks
in the presence of edge homophily (a, b) and node page rank (c, d) distribution shifts; where the com-
petitor prompting methods utilize 100% and 75% labeled data of target distributions. UGPROMPT
without using any labels always shows improvement over the base model and attains the best results
on graph classification for GAT while having second best results in other cases.
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(a) Graph classification under graph density distribution shift for GCN as base
model.
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(b) Node classification under clustering coefficient distribution shift for GCN as
base model.

Figure 5: Performance gains for GCN as the base model on graph and node classification tasks in
the presence of graph density (a) and node clustering coefficient (b) distribution shifts when the
competitor prompting methods utilize 100% and 75% labeled data of target distributions. The trend
is similar to other distribution shifts (Figure 4) where UGPROMPT generally attains the best results
on graph classification and the second-best on node classification.
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