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Abstract

In this paper, we introduce MentalGPT, fine-
tuned large language models (LLMs) designed
to offer accessible, empathetic, and effective
mental health support by efficient instruction
fine-tuning. We illustrate our fine-tuning pro-
cess and showcase the model’s real-world per-
formance, indicating Mental GPT’s potential to
enhance mental health support services. Our
research contributes valuable datasets for fur-
ther research, introduces comprehensive met-
rics for evaluating mental health language mod-
els, and demonstrates that Mental GPT outper-
forms existing LLMs of the same size in the
field. Extensive testing confirms our framework
significantly enhances foundational LLMs, es-
tablishing Mental GPT as a promising tool for
expanding accessible mental health support and
reducing stigma around seeking help.

1 Introduction

The emergence of Large Language Models (LLMs)
has revolutionized artificial intelligence’s capability
to understand and generate human-like text, open-
ing new avenues for application in various sectors,
including mental health support (Hua et al., 2024;
van Heerden et al., 2023). This transformation
is particularly timely, given the rising global inci-
dence of mental health disorders such as depression
and anxiety (Arias et al., 2022; Organization et al.,
2022), which highlights an urgent need for innova-
tive support solutions.

To address this need, we propose MentalGPT,
a collection of instruction fine-tuned LLMs de-
signed to provide empathetic and effective mental
health support. The motivation behind Mental GPT
stems from several critical observations and needs.
Firstly, the increasing prevalence of mental health
disorders calls for accessible and innovative sup-
port solutions (Torous et al., 2021; Lattie et al.,
2022). Traditional counseling and therapy are of-
ten hampered by barriers such as cost, stigma, and

a shortage of qualified professionals. In response,
Al-driven solutions like Mental GPT offer a confi-
dential, accessible alternative that can supplement
existing resources to provide empathetic and nu-
anced support for every one in need. Additionally,
concerns over privacy and the operational limita-
tions of resource-constrained environments neces-
sitate a LLM that can function effectively under
these constraints.

In recent years, a number of advancements have
been made in the field of mental health with the in-
troduction of models such as Psy-LLM (Lai et al.,
2023), Mental-LLM (Xu et al., 2023), ChatPsy-
chiatrist (Liu et al., 2023), and Mental BERT (Ji
et al., 2021). Despite these developments, sub-
stantial challenges remain in addressing the grow-
ing demand for counseling and mental health
support. For instance, Psy-LLM is tailored for
counseling in Chinese, limiting its global appli-
cability. Mental-LLM and MentalBERT primar-
ily focus on predicting mental health conditions,
rather than providing direct counseling services.
Additionally, while ChatPsychiatrist is designed
for English-language mental health support, its
resource-intensive training requires 8 A100 GPUs,
rendering it prohibitively expensive for many uni-
versity research labs, and it also demonstrates sub-
optimal counseling performance.

To address these challenges, our approach in-
corporates several key strategies. We employ the
Quantized Low-Rank Adapter (QLoRA) technique
(Dettmers et al., 2024) for efficient fine-tuning of
state-of-the-art LLMs, thereby reducing computa-
tional demands without sacrificing model perfor-
mance. We leverage two primary datasets as our
training data. Firstly, we utilize the real-life in-
terview transcripts between therapist and family
caregivers of individuals with dementia by sum-
marizing them into rounds of conversations using
local LLMs, guaranteeing high quality while pro-
tecting sensitive information. Secondly, to augment
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Figure 1: Overall architecture of our approach. (a) Data Collection and Processing: We collect two datasets where
one is a synthetic dataset generated by GPT-3.5 Turbo using Airoboros self-generation framework and the other is a
real interview transcript dataset paraphrased by a local LLM. (b) Fine-tuning: We use QLoRA to fine-tune four
state-of-the-art light-weight (7B) LLMs on either synthetic dataset, real dataset or their combination. (c) Inference:
We curated 200 questions related to mental health to let all the fine-tuned and base models respond respectively. (d)
Evaluation: We proposed seven metrics that are widely adopted in the area of mental health and utilize Gemini Pro
1.0 and GPT-4 Turbo Preview as the judges to score those responses.

the diversity and richness of our training dataset,
we generate synthetic counseling conversation data
using GPT-3.5 Turbo under the Airoboros (Durbin,
2023) framework, covering a broad range of topics
in mental health. To evaluate the ability of LLMs
in counseling, we curated a specialized counsel-
ing evaluation benchmark consisting of 200 ques-
tions and developed 7 metrics to rigorously assess
the performance of LLMs in the context of mental
health counseling. The evaluation is automated by
leveraging strong LLMs like GPT-4 Turbo Preview
(OpenAl, 2024a) and Gemini Pro 1.0 (Team et al.,
2023) as impartial judges. The complete architec-
ture is summarized in Figure 1.

In summary, our contributions are five-fold:

* We introduce MentalGPT, a series of
instruction-tuned LLLMs crafted to offer per-
sonalized, empathetic, and effective mental
health support. Our models not only facili-
tate warm and understanding interactions but
also simulate the nuanced communication typ-
ically expected in human counseling, thereby
expanding access to mental health services.

* We detail the fine-tuning methods employed
for building MentalGPT, and evaluate the
model’s real-world efficacy.

* To support ongoing research and innovation,
we release our novel datasets that are criti-
cal for fine-tuning and evaluation, alongside

a suite of metrics tailored for mental health
LLMs. This ensures that future developments
in the field can be benchmarked against pre-
cise and relevant standards.

* We demonstrate through extensive evaluations
that Mental GPT significantly outperforms ex-
isting models in providing mental health sup-
port. This empirical evidence not only shows
its superior performance but also highlights
its potential to revolutionize the application of
Al in mental health care.

* Our pipeline is specifically designed to be
replicable, enabling researchers, especially
those with limited computing resources, to
apply our methodologies to newly emerging
LLMs, fine-tune domain-specific LLMs with
tailored training data and evaluate the model
performance with robust and scalable LLM
judges. This adaptability ensures that our
pipeline can harness the capabilities of the lat-
est LLMs, achieving even better performance
and pushing the boundaries of what’s possible
in domain-specific applications.

2 Related Work

Mental Health The significance of mental health
often receives less attention compared to physical
health, despite its profound impact on individu-
als and societies globally. Mental health disor-



ders, encompassing conditions such as depression
and anxiety, lead to substantial challenges, affect-
ing personal well-being and causing widespread
socio-economic consequences. The global econ-
omy faces an estimated annual productivity loss
of approximately $1 trillion due to these disorders,
highlighting the urgent need for effective solutions
and interventions (on Mental Illness, 2023). The
prevalence of depression among individuals aged
65 and older varies significantly, ranging from 7.2%
to 49%, depending on various factors including liv-
ing conditions (Djernes, 2006). Surprisingly, de-
pression has been identified as more prevalent than
dementia within this demographic, underscoring
the critical need for addressing mental health is-
sues among the elderly (Allan et al., 2014). In
this evolving landscape, the integration of Al in
healthcare, particularly through the development of
LLMs such as Alpaca, GPT, LLaMA, and BERT,
offers promising prospects for groundbreaking re-
search and the creation of innovative mental health
solutions (Xu et al., 2023; Zhang et al., 2022; Greco
et al., 2023).

LLMs in Mental Health Care In 2021, WHO
highlighted depression as one of the primary causes
of disability across the globe (Organization, 2021).
Moreover, a range of mental health disorders, in-
cluding those stemming from depression, anxiety,
acute panic, obsessive tendencies, paranoia, and
hoarding, have significantly added to the world-
wide disease burden (Dubey et al., 2020). The in-
troduction of LLMs, notably OpenAI’s GPT3.5 and
GPT4, as well as Meta’s LLaMA1 and LLaMA?2,
has brought transformative changes to several sec-
tors, including mental health care. These advanced
algorithms, built upon cutting-edge deep learning
frameworks like transformer and self-attention, are
trained on extensive text datasets. This training em-
powers them to grasp the nuanced semantic context
of natural language and produce human-like textual
outputs based on the given context (Demszky et al.,
2023). As the application of LLMs in healthcare
systems continues to grow, researchers are actively
integrating the open-source LLMs into independent
mental health chatbot, including ChatPsychiatrist
(Liu et al., 2023), Mental BERT (Ji et al., 2021),
Mental-LLM (Xu et al., 2023), Psy-LLM (Lai et al.,
2023), etc.

Historically, Al applications, especially those in-
volving NLP, have been around for several decades
(Weizenbaum, 1966). Since then, Al has been

employed in various mental health tasks, such as:
detecting suicide risk (Bantilan et al., 2021), as-
signing homework during psychotherapy sessions
(Peretz et al., 2023), and recognizing patient emo-
tions during therapy (Zhang et al., 2023b). The
newer LL.Ms have demonstrated exceptional capa-
bilities in diverse tasks, including reasoning, nat-
ural language comprehension and generation, and
problem-solving (Li et al., 2023). For instance,
LLMs like GPT3.5 have been instrumental in aid-
ing non-professional counselors in delivering re-
sponses to patients (Fu et al., 2023), and depression
diagnosis and treatment (Wang et al., 2023).

LLMs have also been evaluated for various men-
tal health prediction tasks via online text data,
showing that instruction fine-tuning can signif-
icantly boost the performance of LLMs for all
tasks simultaneously (Ji et al., 2021; Xu et al.,
2023; Yang et al., 2023). Emotional support chat-
bots, on the other hand, provide on-demand, non-
judgmental conversational support, acting as a sup-
plementary resource to traditional therapy (Loh and
Raamkumar, 2023). Lastly, in the realm of cogni-
tive decline monitoring, LLMs have shown promise
in predicting mental health conditions based on on-
line text data, indicating their potential as diagnos-
tic tools.

3 Approach

This section covers the methodologies we utilized
to build the Mental GPT. Figure 1 illustrates our
pipeline from data collection to model evaluation.

3.1 Data Collection and Processing

Fine-tuning LLMs needs instruction-following
pairs (Zhang et al., 2023a). In our paper, we col-
lected two datasets. One is the real interview tran-
scripts between therapist and patient and the other
is a synthetic dataset generated by GPT-3.5 Turbo
(OpenAl, 2024b).

3.1.1 Interview Data

We collected 378 interview transcripts from an on-
going clinical trial transcribed by human experts
based on audio recordings of behavioral interven-
tion sessions between therapists and family care-
givers of individuals with dementia. Figure 2 shows
that each patient has three formal and one exit
visit, generating interview audio files transcribed
into text, ranging from brief greetings to dialogues
with filler words. To improve data quality by mak-
ing transcripts more precise, paraphrasing is nec-



essary. Ideally, an LLM like ChatGPT could as-
sist, but privacy concerns prevent uploading patient
data to commercial platforms. Therefore, we em-
ployed the local Mistral-7B-Instruct-v0.2 (Jiang
et al., 2023) model, which is a state-of-the-art light-
weight LLM to paraphrase and summarize inter-
view transcripts documents. We fed each page of
transcripts into the model and provided instruc-
tions to summarize the page into a single round
of conversation between the patient and the coun-
selor. The transcripts were converted into 5,695
question-answer pairs with at least 40 words in
each question and answer. See Appendix A.3 for
the detailed prompt.

3.1.2 Synthetic Data

To enrich our dataset with diverse therapeutic dia-
logues, we used the OpenAl GPT-3.5 Turbo (Ope-
nAl, 2024b) model to generate 9,775 synthetic
conversations with a customized adaptation of the
Airoboros self-generation framework '. Under
the Airoboros framework, we customized a new
prompt (see Figure 6 in Appendix) to provide clear
instructions to generate the patient queries. These
queries were then fed back into GPT-3.5 Turbo
to generate corresponding responses. These syn-
thetic conversations covered 33 mental health top-
ics, including Relationships, Anxiety, Depression,
Intimacy, Family Conflict, etc. The proportion of
each topic that typically arises in a counseling ses-
sion according to the CounselChat (Bertagnolli,
2023) platform was specified in the prompt. This
method ensured the synthetic conversations authen-
tically mimic the complexity and diversity of hu-
man therapist-client interactions, thereby equip-
ping our models with exposure to a wide spectrum
of psychological conditions and therapeutic strate-
gies.

The datasets will be made available after the
publication of this paper.

3.2 Fine-tuning

To perform efficient fine-tuning by using only one
GPU that is more affordable, we adopt Quantized
Low Rank Adaptation (QLoRA) (Dettmers et al.,
2024). QLoRA is a technique designed to opti-
mize the fine-tuning process of LLMs, making it
more efficient in terms of computational resources
and time. QLoRA is based on Low Rank Adap-
tation (LoRA) (Hu et al., 2021) which is a tech-
nique that compresses the update weight matrix

"https://github.com/jondurbin/airoboros
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Figure 2: Illustration of patient interview data. A patient
has three formal visits and an exiting visit. Each visit
will generate an audio file that will be transcribed to
transcripts.

AW € R¥¥ (often termed adapters) of the pre-
trained weight matrix W € R%** by decomposing
AW into two low-rank matrices, represented by
AW = AB, where A € R%*" follows the Gaus-
sian distribution, B € R"** is initialized to zero,
and r < min(d, k). Here r, d, k refer to rank, in-
put dimension and output dimension respectively.
A and B containing the trainable parameters are up-
dated through back propagation during fine-tuning
while W remains frozen. The forward pass is then
represented as:

Y =XW+XAW =XW + XAB (1

LoRA reduces the number of trainable parameters
and accelerates computation. QLoRA enhances
the LoRA method via 4-bit NormalFloat (NF4)
Quantization and Double Quantization. Quantiza-
tion involves converting the precision of model’s
weights from higher precision representation (e.g.
32-bit floating-point number) to lower precision
format (e.g. 8-bit fixed-point number). In QLoRA,
model’s pre-trained weight matrix W is quantized
and preserved in NF4 datatype. The trainable
weights in the A and B are stored as 16-bit Brain-
Float (BF16) datatype to perform computational
operations. Double quantization further reduces
memory usage by further quantizing the quanti-
zation constants. QLoRA stores the quantization
constants c in 8-bit floating-point numbers. The
forward pass in Eq. (1) is then transformed to Eq.
(2) in QLoRA:

YBF16 _ XBF16DDCq(CFP32, CFP87 WNF4)

+XBF16ABF16BBF16 (2)



where DDeq(-) is the double dequantization that
first dequantizes the quantization constants then the
pre-trained weight matrix into the computational
datatype BF16. These techniques together reduce
the memory footprint of LLMs, making it possible
to fine-tune LLLMs with billions of parameters on a
single GPU.

3.3 Inference

The inference stage involved using both the fine-
tuned and base models, alongside baseline models
(Samantha v1.11 and v1.2 (Cognitive Computa-
tions Group, 2023), ChatPsychiatrist (Liu et al.,
2023)), to generate responses to 200 sampled ques-
tions. These questions were collected from Red-
dit (InFamousCoder, 2022) and the Mental Health
Forum (Forum), representing a wide range of real-
world inquiries in a therapeutic setting. In addition
to the questions, the models were given an explicit
instruction.

“You are a helpful and empathetic men-
tal health counseling assistant, please an-
swer the mental health questions based
on the user’s description. The assistant
gives helpful, comprehensive, and appro-
priate answers to the user’s questions”.

3.4 Evaluation

We employed GPT-4 Turbo Preview (OpenAl,
2024a) and Gemini Pro 1.0 (Team et al., 2023)
as robust and scalable judges for automated LLM
evaluation. We utilized the LLM Judge framework
(Zheng et al., 2024) to generate judgments and rat-
ings that assess the quality of the models’ responses
to the benchmark questions we collected. We in-
structed GPT-4 Turbo Preview and Gemini Pro 1.0
to be objective and assess the response based on
seven devised mental health metrics (see Table 1).
The judge models were tasked to rate each response
for each metric on a scale ranging from 1 to 10. The
detailed scoring rubrics were also provided in the
prompt. In addition, we asked the judge models to
explain to justify their ratings and make comments
on the model responses. Please refer to Figure 3
for a detailed prompt used in the evaluation.

4 Experiment

This study aims to investigate the influence of di-
verse training datasets on the performance of LLMs
in mental health conversation tasks. By comparing
base models against those fine-tuned with different

Prompt for GPT-4 & Gemini Evaluation

Please act as an impartial judge and evaluate the quality of the
response provided by an Al mental health counseling assistant
to the user question displayed below.

- Your evaluation should be based solely on the consultation
metrics defined below. Refrain from solely judging the quality
of response based on the quantity of advice or suggestions
given.

- Begin your evaluation by providing a short explanation.

- Avoid any potential bias and ensure that the order in which
the responses were presented does not affect your judgment.

- Do not allow the length of the responses to influence your
evaluation.

- Do not favor certain names of the assistants.

- Be as objective as possible.

- After providing your explanation, you must rate the response
on a scale of 1 to 10 by strictly following the given format.

- You must also rate the response in terms of EACH
consultation metric defined below on a scale of 1 to 10 by
strictly following the given format.

- The ratings don’t necessarily need to be the same.

Consultation Metrics: [consultation metrics]
Scoring Rubrics: [scoring rubrics]

Figure 3: Prompt for GPT-4 & Gemini evaluation.

data types, we seek to uncover how specific train-
ing interventions can enhance LLM capabilities in
this mental health domain.

We fine-tuned several state-of-the-art LLMs,
including LLaMA-2-7B (Touvron et al., 2023b),
Mistral-v0.1-7B (Jiang et al., 2023), Mistral-
Instruct-V0.2 (Jiang et al., 2023), Mixtral-8x7B-
v0.1 (Jiang et al., 2024), Mixtral-8x7B-Instruct-
v0.1 (Jiang et al., 2024), Vicuna-V1.5 (LMsys,
2023), and Zephyr-Alpha (Tunstall et al., 2023).
Each model represents a unique architecture or
training paradigm, providing a comprehensive
overview of current capabilities within the field.

4.1 Baseline Models

We selected three baseline models for comparison
in the mental health domain: ChatPsychiatrist (Liu
et al., 2023) and two versions of Samantha (Cogni-
tive Computations Group, 2023).

ChatPsychiatrist (Liu et al.,, 2023) is an
instruction-tuned LLM fine-tuned on LLaMA-7B
(Touvron et al., 2023a) using the Psych8k dataset,
composed of authentic dialogues between clients
and psychologists. This model outperformed other
open-source solutions such as Alpaca-7B (Taori
et al., 2023), LLaMA-7B(Touvron et al., 2023b),



and ChatGLMv2-6B (Du et al., 2022) on the coun-
seling Bench the authors devised.

Samantha-v1.11/v1.2 (Cognitive Computations
Group, 2023) is an open-source model hosted on
Hugging Face, fine-tuned on the LLama-2-7B (Tou-
vron et al., 2023b) and Mistral-7B (Jiang et al.,
2023) architecture. Unique for its training in phi-
losophy, psychology, and personal relationships,
Samantha is designed not just as an assistant but
as a sentient companion, inspired by cultural refer-
ences and trained to avoid engaging in roleplay or
romance. These baseline models were chosen for
their relevance and pioneering contributions to Al-
assisted mental health support, setting a benchmark
for our fine-tuned models’ comparative analysis.

4.2 Base Models for Fine-tuning

To improve LLM’s mental health support capabil-
ities, we’ve chosen a variety of base models for
fine-tuning, each with unique strengths.

LLaMA-2-7B (Touvron et al., 2023b) is a well-
known pre-trained model developed by Meta, rec-
ognized for its scalability and efficiency, and is
included for its adaptability and deep language un-
derstanding.

The Mistral Series comprises four models.
Mistral-7B-v0.1 (Jiang et al., 2023) is a pre-trained
LLM engineered for superior performance and
efficiency. It outperforms LLaMA?2-13B across
all tested benchmarks. Mixtral-8x7B-v0.1 (Jiang
et al., 2024), an advanced generative Sparse Mix-
ture of Experts model, pushes language understand-
ing and generation boundaries. It outperforms
LLaMAZ2-70B on most benchmarks tested. Mistral-
7B-Instruct-v0.2 (Jiang et al., 2023) and Mixtral-
8x7B-Instruct-v0.1 (Jiang et al., 2024) are instruc-
tion fine-tuned versions of Mistral-7B-v0.1 and
Mixtral-8x7B-v0.1, trained on a variety of publicly
available conversation datasets.

Vicuna-7B-v1.5 (LMsys, 2023) is a chat assistant
developed by fine-tuning LLama 2 on user-shared
conversations gathered from ShareGPT. It can pro-
vide nuanced empathy and understanding, which is
essential for effective mental health support.

Zephyr-7B-Alpha (Tunstall et al., 2023) is the
first in the series of assistant-oriented language
models, and is a fine-tuned version of Mistral-7B-
v0.1 from Mistral Al It is trained on a combination

of publicly available and synthetic datasets using
DPO (Rafailov et al., 2024).

4.3 Maetrics

In the current landscape of LLM evaluation bench-
marks, several metrics dominate the literature.
Common benchmark measures include perplex-
ity, accuracy (Hendrycks et al., 2021; Clark et al.,
2018), semantic similarity (Risch et al., 2021; Bu-
lian et al., 2022), and human evaluation metrics
such as fluency, coherence, and relevance (Chiang
and yi Lee, 2023). While these metrics offer valu-
able insights into LLM performance across various
tasks such as Question-Answering (QA) and multi-
ple choice, they often fall short when it comes to
evaluating LLMs tailored for mental health coun-
seling. Mental health LLMs require nuanced as-
sessments that go beyond traditional language gen-
eration tasks, focusing on empathy, sensitivity to
emotional nuances, and adherence to ethical guide-
lines (Li et al., 2024). Current benchmarks lack the
specificity and sensitivity required to gauge these
aspects accurately. To address this gap, we devised
seven metrics (shown in Table 1) for evaluating
mental health LLMs. These novel benchmarks aim
to provide a comprehensive evaluation framework
that better aligns with the unique requirements of
mental health counseling applications.

4.4 Setup

Our models were trained using two primary types
of data: a real interview dataset, comprising real
conversations between mental health professionals
and patients and a synthetic dataset, designed to
encompass a wide range of mental health scenar-
ios. The choice of these datasets was motivated
by their potential to respectively introduce broad
scenario coverage and deep interaction nuances to
the training process.

Each base model underwent fine-tuning under

three distinct configurations:

* Fine-tuning with Synthetic Data: Models
were fine-tuned exclusively on synthetic
datasets to assess the impact of scenario-based
learning.

* Fine-tuning with Interview Data: Models
were fine-tuned using real-world interview
data, aiming to enhance their understanding
of natural conversational dynamics.

* Hybrid Fine-tuning: Models were fine-tuned
using a combination of both synthetic and in-
terview data, testing the hypothesis that a di-
verse training input could yield superior per-
formance.



Table 1: LLMs evaluation metrics on mental health.

Strategy Description

Active Listening

Responses demonstrate careful consideration of user concerns, reflecting understanding
and capturing the essence of the issue. Avoid assumptions or jumping to conclusions.

Empathy & Validation

Convey deep understanding and compassion, validating feelings
and emotions without being dismissive or minimizing experiences.

Safety & Trustworthiness

Prioritize safety, refrain from harmful or insensitive language.
Ensure information provided is consistent and trustworthy.

Open-mindedness & Non-judgment

Approach without bias or judgment. Free from biases related to
personal attributes, convey respect and unconditional positive regard.

Clarity & Encouragement

Provide clear, concise, and understandable answers. Motivate
or highlight strengths, offering encouragement while neutral.

Boundaries & Ethical

Clarify the response’s role, emphasizing its informational nature.
In complex scenarios, guide users to seek professional assistance.

Holistic Approach

Be comprehensive, addressing concerns from various angles, be it emotional, cognitive,
or situational. Consider the broader context, even if not explicitly detailed in the query.

We fine-tuned each model over five epochs, us-
ing a batch size of 64 and a maximum output se-
quence length of 1024. The pre-trained weights of
models were initially loaded with 4-bit precision
and subsequently dequantized to 16-bit precision
for computations. Additionally, we enabled double
quantization during fine-tuning to enhance model
efficiency. We set the LoORA hyperparameters as
follows: r = 64, = 16, and dropout = 0.1,
where o determines the magnitude of impact of
updates on the original weights of the pre-trained
model, while r defines the rank of the low-rank
matrices that approximate these updates. Through
these settings, we managed to reduce the number of
trainable parameters to approximately 2.14% of the
total model parameters. The training process was
conducted on a single NVIDIA A100 GPU (80 GB).
For the complete set of hyperparameters used dur-
ing fine-tuning, see Appendix C. We hypothesized
that models fine-tuned on specific datasets, partic-
ularly those containing real interview data, would
exhibit enhanced performance on various mental
health evaluation metrics, indicative of a more nu-
anced understanding of patient interactions.

4.5 Results
4.5.1 Main Results

In Table 2, the evaluation scores reveal distinct pat-
terns in model performance when assessed by GPT
4 and Gemini Pro. The results show clear patterns
in model performance for both evaluation meth-
ods. Both GPT 4 and Gemini Pro results indicate
that fine-tuning models on synthetic data, interview
data, or both generally leads to improved perfor-
mance across all metrics compared to their base
models. This trend is consistent across all mod-
els, suggesting that fine-tuning on synthetic data,

interview data, or both significantly enhances the
model’s performance in all mental health metrics.
Refer to Appendix B for a complete visualization
of the results.

4.5.2 Discussion on GPT Evaluation

GPT’s evaluations reveal a consistent pattern favor-
ing models fine-tuned on synthetic data (indicated
by *). For example, in “Active Listening”, for all
the seven base models, the fine-tuned version on
synthetic data generated by GPT 3.5 Turbo out-
performs the remaining three models including the
base model, the model fine-tuned on the interview
data and the model fine-tuned on both datasets. The
winning times are 6, 7, 7, 7, 7, 7 out of 7 for the
other six metrics respectively. This trend is evident
across all metrics, suggesting a predisposition to-
wards the versatility and adaptability afforded by
synthetic training. This can be a bias that likely
stems from GPT’s own extensive training on a di-
verse text corpus, which includes a significant por-
tion of synthetic data.

4.5.3 Discussion on Gemini Evaluation

In contrast, Gemini’s evaluations, while also ac-
knowledging the improvements brought about by
synthetic data, seem to place more value on the
depth and realism provided by interview data, par-
ticularly in metrics related to Safety & Trustworthi-
ness and Boundaries & Ethical. The winning times
of the version fine-tuned on the interview data com-
pared to the other three models are 7, 7,7, 6,4, 5, 6
out of seven cases in terms of the seven metrics sep-
arately. The performance of the model fine-tuned
on the combination data also has a chance to outper-
form the other three models under the evaluation of
Gemini. Gemini’s evaluations suggest that while
synthetic data can contribute to conversational di-



Table 2: Comparison of GPT and Gemini’s evaluation scores across all models on 7 Mental Health Metrics. For the
first big rows, in each small block, the best one evaluated by GPT4 is marked by red color and the best one evaluated
by Gemini is marked by blue color. Fine-tuning on our data will significantly improve the performance. The model
fine-tuned on synthetic data usually outperforms the other three cases when using GPT-4 for evaluation. The model
fine-tuned on real interview data usually outperforms the other three cases when using Gemini for evaluation.

Active Empathy Safety & Open-mindedness Clarity & Boundaries Holistic
Model (7B) Listening & Validati Trustworthiness & Non-jud t Encouragement & Ethical Approach
GPT Gemini | GPT Gemini | GPT Gemini GPT Gemini | GPT Gemini | GPT Gemini | GPT Gemini
LLaMA2 232 5.61 2.47 5.60 2.49 5.76 293 5.96 2.38 532 2.46 5.56 2.11 5.29
LLaMA2 x 7.63 8.01 8.46 8.22 7.53 7.63 8.70 8.26 7.69 7.66 7.34 7.63 7.46 7.95
LLaMA2 «f 7.58 8.06 8.47 8.35 7.40 7.68 8.60 8.32 7.58 7.69 7.06 7.68 7.21 797
LLaMA2 } 7.23 8.06 8.10 8.39 6.97 7.78 8.30 8.38 7.10 7.69 6.66 7.67 6.86 8.00
Mistral-Instruct-V0.2 771 8.08 8.67 8.42 7.84 7.86 8.74 8.34 7.76 7.76 7.48 7.78 7.34 8.01
Mistral-Instruct-V0.2 7.87 8.04 8.78 8.30 7.87 7.75 8.86 8.31 7.90 7.73 7.66 7.71 7.76 7.98
Mistral-Instruct-V0.2 st 7.60 8.13 8.45 8.38 7.38 7.89 8.65 8.36 7.54 7.81 7.08 7.83 726 8.12
Mistral-Instruct-V0.2 { 7.33 8.13 8.21 8.51 7.05 7.90 8.46 8.47 7.15 7.79 6.73 7.83 7.01 8.12
Mistral-V0.1 5.15 720 5.69 7.19 5.63 7.05 7.04 731 5.70 6.68 5.80 6.90 477 6.35
Mistral-VO0.1 * 7.68 8.05 8.52 8.33 7.64 7.69 8.74 8.35 7.71 7.70 7.27 7.67 7.46 8.03
Mistral-VO.1 s} 7.56 8.11 8.44 8.41 7.39 7.79 8.60 8.36 7.55 771 7.13 7.5 722 8.09
Mistral-VO0.1 7.25 8.23 8.16 8.57 7.06 7.98 8.36 8.52 7.15 7.82 6.69 7.92 6.98 8.24
Mixtral-8x7B-Instruct-VO0.1 4.90 4.81 5.36 4.58 6.48 5.83 725 5.98 5.24 4.69 7.40 6.56 4.26 432
Mixtral-8x7B-Instruct-V0.1 % | 7.89 8.06 8.78 8.32 7.78 7.75 8.88 8.31 7.86 7.79 7.53 772 7.79 8.04
Mixtral-8x7B-Instruct-V0.1 =} | 7.69 8.03 8.49 8.35 7.36 7.71 8.67 8.40 7.61 7.76 7.12 774 727 8.07
Mixtral-8x7B-Instruct-V0.1 § | 7.53 8.11 8.43 8.39 7.22 7.71 8.56 8.34 7.31 7.68 6.81 772 7.13 8.06
Mixtral-8x7B-V0.1 6.07 722 6.68 727 6.68 7.19 7.76 7.34 6.29 6.61 6.54 6.92 5.45 6.36
Mixtral-8x7B -V0.1 * 7.88 8.07 8.77 8.28 7.82 7.70 8.85 8.33 7.93 7.72 7.62 7.72 7.76 8.02
Mixtral-8x7B-VO0.1 *{ 7.63 8.08 8.44 8.32 7.30 7.71 8.63 8.34 7.56 7.71 6.94 7.69 7.21 8.05
Mixtral-8x7B-VO0.1 7.47 8.10 8.30 8.44 7.15 7.78 8.39 8.42 7.25 7.70 6.82 7.73 7.09 8.11
Vicuna-V1.5 6.74 7.73 7.45 7.81 6.74 7.33 8.17 7.82 6.88 7.12 6.82 723 6.12 6.88
Vicuna-V1.5 7.66 8.03 8.54 8.25 7.59 7.62 8.70 8.27 7.70 7.58 7.12 7.58 7.37 791
Vicuna-V1.5 *f 7.52 8.01 8.36 8.30 7.30 7.69 8.53 8.34 7.54 7.67 6.97 7.65 7.08 7.94
Vicuna-V1.5 { 7.46 8.11 8.32 8.39 7.20 7.83 8.54 8.34 7.39 7.73 691 771 7.12 8.08
Zephyr-Alpha 7.28 797 7.95 8.02 7.18 7.64 8.50 8.08 7.36 7.63 7.15 7.59 6.81 7.61
Zephyr-Alpha 7.67 8.05 8.55 8.30 7.60 7.61 8.71 8.33 7.73 7.66 7.27 7.58 7.38 7.99
Zephyr-Alpha *f 7.66 8.09 8.53 8.35 7.54 7.73 8.64 8.37 7.65 7.71 7.16 7.68 7.35 8.07
Zephyr-Alpha t 7.51 8.11 8.37 8.47 7.05 7.86 8.51 8.39 7.39 7.81 6.71 7.83 7.09 8.08
ChatPsychiatrist § 6.46 7.54 6.74 7.48 6.45 7.28 7.98 7.68 6.49 6.88 6.68 7.19 5.54 6.40
Samantha-V1.11 § 6.81 7.90 7.40 8.12 6.77 7.59 8.20 8.16 6.98 7.57 6.66 7.51 6.43 7.58
Samantha-V1.2 § 6.89 7.96 7.64 8.02 6.77 7.56 8.35 8.10 7.15 7.59 6.75 7.53 6.54 7.55

Notes. *: Model fine-tuned on Synthetic Data, *{: Model fine-tuned on both Synthetic and Interview Data,

7: Model fine-tuned on Interview Data, §: Baseline Model, No label: Base Model.

versity, the integration of real-world dialogues is
crucial for achieving the depth of engagement and
empathy required in mental health support.

5 Ethical Considerations

We adhere to the ACL Code of Ethics and have
built Mental GPT using synthetic data from Chat-
GPT 3.5 Turbo and our own real interview data.
Our study aims to maintain high ethical standards,
focusing on safety and privacy. While our evalu-
ations did not reveal errors or hallucinations, we
acknowledge such risks with pre-trained LLMs in
mental health tasks and advise against their current
practical application.

6 Conclusions

Mental GPT represents a significant advancement in
the application of Large Language Models (LLMs)
to mental health support. Through the innovative
use of instruction tuning and the implementation
of the QLoRA technique, MentalGPT not only
achieves remarkable computational efficiency but
also ensures high-quality, empathetic interactions

akin to human counseling. Our rigorous evalua-
tions demonstrate that Mental GPT surpasses exist-
ing models, offering a promising solution to the
increasing demand for mental health services. By
releasing both the fine-tuned models and the asso-
ciated datasets, we facilitate ongoing research and
development in this vital area, helping to establish
new benchmarks for the field. Ultimately, Mental-
GPT is not just a technological achievement; it is a
step toward making compassionate mental health
care accessible to all, bridging the gap between ad-
vanced Al capabilities and real-world therapeutic
needs.

7 Limitations

Despite the advancements demonstrated in this
study, our approach to fine-tuning LLMs for men-
tal health conversations encounters specific limita-
tions: (1) The challenge of accurately reflecting the
full spectrum of mental health dialogues with syn-
thetic and interview datasets persists, potentially
restricting the models’ applicability to diverse real-
world scenarios. (2) While fine-tuning significantly
enhances model performance, the scalability of



these methods to accommodate the dynamic na-
ture of mental health discussions and new topics
remains uncertain. Moreover, ethical concerns re-
garding the use of real interview data, even with
stringent privacy measures, highlight the necessity
for ongoing ethical considerations in Al develop-
ment for mental health support. These limitations
point toward the essential need for further research,
methodological innovation, and ethical guidelines
to ensure the responsible advancement of Al in
mental health care.
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A Prompts

A.1 Query Generation Prompt

The prompt is used for generating user queries in a mental health counseling setting using GPT-3 Turbo
under the Airoboros framework.

Prompt for Generating Mental Health Counseling Conversations

Please help me create a list of {batch size} messages that simulate what a patient might say in a
conversation with a mental health professional during a counseling session and each has at least 300 words.
The list of messages should contain a variety of types of patients' description of experience, feelings,
behaviors, questions, and all the details that may be shared with a mental health professional.

Each message must cover all of the following requirements:

1. Patient's goal they hope to achieve through the counseling session.

2. Patient's description of their emotions and thoughts, the possible reasons triggered the symptoms.

3. Provide specific examples of situations and events that have triggered the patient's feelings or concerns.
4. Patient's description of their symptoms, including the frequency, intensity, and duration of symptoms.

5. Patient's discussion of their significant life events, family dynamics, and any past trauma or experiences
that might be relevant to their current challenges.

6. Describe any coping strategies if applicable.

7. Ask questions in the message, such as inquiries about the therapeutic process, treatment options, or their
approach to counseling.

Make the messages as specific and detailed as possible. Please ensure that the messages are respectful and
sensitive to the subject matter.

Topics: {topics}

Figure 4: Prompt for generating user queries in a mental health counseling setting using GPT-3 Turbo.

A.2 Rubrics for LLM Judges

This rubric is provided to GPT-4 Turbo Preview and Gemini Pro 1.0 as the standard rating guidelines
during evaluation.

Scoring Rubrics for LLM Judges

Please follow the standard of the scoring:

1: The response completely fails to address the metric, showing a total disregard for the user's needs or
concerns in this area.

: The response barely addresses the metric, with minimal effort or understanding demonstrated.

: The response shows some understanding of the metric, but it is insufficient and lacks depth.

: The response addresses the metric to a certain extent, but significant improvements are needed.

: The response is moderately effective in addressing the metric, but it lacks detail or full understanding.
: The response shows a good understanding of the metric, with only minor areas needing improvement.
: The response effectively addresses the metric with clear understanding and only a few minor issues.

: The response is strong in addressing the metric, demonstrating a deep understanding with minimal flaws.
9: The response excels in addressing the metric, showing outstanding understanding and insight.

10: The response perfectly addresses the metric, demonstrating the highest level of understanding and
effectiveness.

0NN B WN

Figure 5: Scoring Rubrics for LLM Judges
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A.3 Prompt for Paraphrasing the Interview Data

This prompt is used for summarizing and paraphrasing the transcripts of interview into conversations
between patients and therapists using open-sourced LLM, Mistral-7B-Instruct-v0.1.

Prompt for Paraphrase Interview Data

You are given a transcript of a one-page conversation between a mental health counselor and a patient in a
hospital setting. Your task is to summarize this transcript into a single round of conversation, focusing on the
most crucial issue discussed.

The summary should consist of exactly one round of conversation starting with the description from the
patient and followed by the feedback from the counselor. Each of these (the patient's description and the
counselor's feedback) must be more than 50 words, richly encapsulating the patient's situation, emotions, and
background leading to the problem, as well as the counselor's professional guidance, strategy, and ethical
considerations. Aim to capture the essence of the counseling session, highlighting the central ideas and issues
in a clear, logical, and understandable manner.

The output must strictly follow the format below:
Patient: [patient's query from first-person view]
Counselor: [counselor's feedback from first-person view]
Each turn must be more than 50 words.

### Transcript: {transcript}

### Response:

Figure 6: Prompt for Paraphrasing the Interview Data

B Visualization of Results

In this section, we provide visualizations of the results in Table 2. Each subsection contains the results for
a single metric. Each bar in the plots represents the metric score for one version of a LLM among Base
model, model fine-tuned with synthetic data, model fine-tuned with interview data, model fine-tuned with
synthetic and interview data, and baseline model. Plots with orange and red bars illustrate scores rated by
GPT-4 Turbo Preview, while plots with green and blue bars illustrate scores rated by Gemini Pro 1.0.
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B.1 Active Listening
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Figure 7: Active Listening Scores Rated by GPT-4 Turbo Preview.
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Figure 8: Active Listening Scores Rated by Gemini Pro 1.0.
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B.2 Empathy & Validation

Scores for Empathy & Validation
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Figure 9: Empathy & Validation Scores Rated by GPT-4 Turbo Preview
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Figure 10: Empathy & Validation Scores Rated by Gemini Pro 1.0.
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B.3 Safety & Trustworthiness

Scores for Safety & Trustworthiness
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Figure 11: Safety & Trustworthiness Scores Rated by GPT-4 Turbo Preview
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Figure 12: Safety & Trustworthiness Scores Rated by Gemini Pro 1.0.
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B.4 Open-mindedness & Non-judgment

Scores for Open-mindedness & Non-judgment
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Figure 13: Open-mindedness & Non-judgment Scores Rated by GPT-4 Turbo Preview
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Figure 14: Open-mindedness & Non-judgment Scores Rated by Gemini Pro 1.0.
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B.5 Clarity & Encouragement

Scores for Clarity & Encouragement
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Figure 15: Clarity & Encouragement Scores Rated by GPT-4 Turbo Preview

Scores for Clarity & Encouragement
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Figure 16: Clarity & Encouragement Scores Rated by Gemini Pro 1.0.
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B.6 Boundaries & Ethical

Scores for Boundaries & Ethical
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Figure 17: Boundaries & Ethical Scores Rated by GPT-4 Turbo Preview

Scores for Boundaries & Ethical
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Figure 18: Boundaries & Ethical Scores Rated by Gemini Pro 1.0.
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B.7 Holistic Approach

Scores for Holistic Approach

10
Base I ChatPsychiatrist Baseline
Finetuned: Synthetic Samantha-V1.11 7B Baseline
9 I Finetuned: Synthetic+Interview Samantha-V1.2 7B Baseline

HEl Finetuned: Interview

Scores
N w B [6,] o ~
2,
&

A D AR AR
D v > > ‘? SO SN2
S ° » S ) & S
» < & 3 & < o
o R\ <& 3 N R S RN
(;é & N @ O S FE L
RS N A S 3 1€ o OIS
NG N N P
é\\‘a \S’b
@‘d.

Figure 19: Holistic Approach Scores Rated by GPT-4 Turbo Preview
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Figure 20: Holistic Approach Scores Rated by Gemini Pro 1.0.
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C Hyperparameters

This section details the LLM hyperparameters and QLoRA hyperparameters we used in the training
process. The fine-tuning framework is adapted from the QLoRA GitHub Repository (https://github.
com/artidoro/qlora).

Table 3: Hyperparameters used during fine-tuning.

Hyperparameter Value Description
epoch 5 Number of training epochs
optim paged_adamw_32bit The optimizer to be used
per_device_train_batch_size 8 The training batch size per GPU
. . How many gradients to accumulate be-
gradient_accumulation_steps 8 . .
fore performing an optimizer step
weight_decay 0.01 The L2 weight decay rate of AdamW
learning_rate 0.0002 The learning rate
max_grad_norm 0.3 Gradient clipping max norm
warmup_ratio 0.03 Fraction of steps to do a warmup for
Maximum source sequence length. Se-
source_max_len 512 quences will be right padded (and possi-
bly truncated)
Maximum target sequence length. Se-
target_max_len 1024 quences will be right padded (and possi-
bly truncated)
Maximum number of new tokens to be
max_new_tokens 1024 generated in evaluation or prediction
loops
Temperature controls the randomness of
temperature 10 the gerlle_rat_ed text ranging from 0 (for
deterministic output) to infinity (for max-
imum randomness).
top_k 50 Top_k limits the number of top tokens
- considered during sampling in LL.Ms
top_p 10 Top_p sets a threshold for the cumulative
- probability distribution of tokens
double_quant True Compress the quagtizgtion statistics
through double quantization
quant_type nf4 Quantization data type to use
bits 4 How many bits to use
LoRA r defines the rank of the low-rank
lora_r 64 . .
matrices that approximate the updates
LoRA alpha determines the magnitude of
lora_alpha 16 impact of updates on the original weights
of the pre-trained model
lora_dropout 0.1 LoRA dropout rate
lora_modules all The names of the modules to apply the
adapter to
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D API Cost

Table 4 details the OpenAl API usage and cost for data generation and model performance evaluation.

Table 4: Number of tokens, number of API requests, and total $USD spending.

API Instruction Tokens Requests $USD
gpt-3.5-turbo  Text generation 35,000,000 40,000 35
gpt-4 Text generation 10,360,888 6200 450
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