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Abstract

The rapid increase in paper submissions to top
Al and ML venues in recent years, in tandem
with the development of ever more capable
LLMs, has fueled a surge of interest in lever-
aging these models to automate parts of the
peer review process. A core component of
the reviewer’s task consists of providing spe-
cific critiques that directly assess the scientific
claims a paper makes. While it is now rela-
tively easy to automatically generate passable
(if generic) reviews, ensuring that these reviews
are sound and grounded in the papers’ claims
remains challenging—requiring expert-level
domain knowledge, careful reading, and logical
reasoning. Furthermore, resources supporting
this goal are lacking. To remedy this, and to
facilitate benchmarking of LLMs on these ob-
jectives, this paper introduces CLAIMCHECK,
a dataset of NeurIPS 2023 and 2024 submis-
sions and reviews, annotated by ML experts
for weaknesses and the paper claims that they
target. We benchmark GPT-40 on three claim-
centric tasks supported by CLAIMCHECK and
find that even this cutting-edge model exhibits
significant weaknesses in these tasks.!

1 Introduction

Prior work has highlighted the recent rapid growth
in submission rates to academic conferences (Yuan
et al., 2022), including at top ones for Al and NLP
(Staudinger et al., 2024)?, resulting in heavy re-
viewer burdens and a surge of interest in automat-
ing parts of the peer review process (Dycke et al.,
2023; Drori and Te’eni, 2024). Many tasks and
datasets have been proposed targeting different
facets of this process, including (meta-)review writ-
ing (Wang et al., 2020; Yuan et al., 2022; Shen et al.,
2022, i.a.), review argument mining and analysis

'Code & data will be made publicly available upon accep-
tance

For example, 7x and 8x growth in ACL and NeurIPS
submissions from 2014 to 2023 (Staudinger et al., 2024).
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Weakness 1: It’s unclear how the proposed
sparse attention method is different from [3]...
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Figure 1: CLAIMCHECK identifies and annotates weak-
nesses in NeurIPS reviews and grounds them to the
specific rarget claims that they dispute in the paper.
Grounding weaknesses in a paper’s claims is an essen-
tial part of peer review.

(Hua et al., 2019; Fromm et al., 2021; Guo et al.,
2023, i.a.), determination of review score and ac-
ceptance judgments (Kang et al., 2018; Bharti et al.,
2021, 2024, i.a.), and reviewer-paper assignment
(Stelmakh et al., 2021, 2023), among others.

A core component of peer review is the expert
critique of the claims that a paper makes—about
results, theorems, approaches, novelty, etc. And
indeed, it is essential to the effectiveness of such cri-
tiques that they be clearly grounded in the paper’s
claims. Unfortunately, overly broad and heuris-
tic criticisms by reviewers are as endemic to these
fields as they are condemned within them: In its
reviewer guidelines, ACL Rolling Review (ARR)
features a prominent injunction to “be specific’”®
and NeurIPS admonishes reviewers to “make your
review as informative and substantiated as possi-

3https://aclrollingreview.org/
reviewerguidelines
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ble.*” Table 1 shows similar examples.

Curiously, however, the literature on automated
peer review has given little attention to the problem
of ensuring that reviews are specific and properly
anchored to a paper’s claims (see §2). As LLMs
encroach ever more into intensive knowledge work
of all kinds—mnot only peer review—adequately
addressing the challenge of producing grounded
generations is paramount.

On the other hand, collecting data for verifying
in-the-wild claims from knowledge-intensive doc-
uments and grounding them in granular evidence
is intrinsically challenging. Existing work tends
to alleviate the challenge by narrowing the scope
of the claims and/or the evidence pool (Wadden
et al., 2020; Lu et al., 2023), making the systems
developed based on them difficult to directly adapt
to real-world scenarios like claim-grounded peer
review. These approaches also tend to focus on the
binary factuality of claims, impacting the applica-
bility of datasets to real-world domains in which
claims are often flawed but not entirely false (Es-
tornell et al., 2020; Venkat et al., 2022).

This paper aims to address these challenges by
introducing CLAIMCHECK, a novel resource for
automatic, claim-grounded peer review. CLAIM-
CHECK is a high-quality multimodal collection of
rejected NeurIPS submissions and their reviews, an-
notated by ML experts for rich information about
the weaknesses identified in the reviews, with links
to the in-text claims they target (see Figure 1).
To our knowledge, CLAIMCHECK is the first re-
source that jointly tackles technical claim verifica-
tion and claim-grounded peer review. Claims are
sourced directly from papers’ full texts (rather than
synthetically constructed Thorne et al., 2018a,b)
and are rarely clearly true or clearly false, and re-
view weaknesses are annotated with an informative,
multi-label ontology.

Further, we leverage CLAIMCHECK to bench-
mark GPT-40° on a suite of claim-centric reviewing
tasks, and find that even a cutting-edge multimodal
LLM of this sort exhibits significant limitations as
a reviewing assistant. We summarize our contribu-
tions as follows:

1. We introduce CLAIMCHECK, a dataset of real-
world scientific papers, claim-grounded re-
views, and rich expert annotations;

4https://neurips.cc/Conferences/2024/
ReviewerGuidelines
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2. We present a novel suite of tasks for claim-
centric scientific paper review evaluation, en-
abled by CLAIMCHECK;

3. We report experimental results on these tasks
with GPT-40, demonstrating the shortcomings
of contemporary LLMs for automated, claim-
grounded peer review.

2 Related Work

Automated Peer Review Automated peer re-
view is a broad and rapidly growing area of re-
search within AI and NLP, encompassing a wide
array of tasks and datasets. We refer the reader to
Staudinger et al. (2024) for a general overview and
highlight more narrowly relevant work below.

In focusing on grounding reviewer weaknesses
to targeted claims, we follow several prior works
that emphasize the dialectic nature of peer review,
in which authors and reviewers respond directly
to one another. Cheng et al. (2020) introduce the
RR (Review-Rebuttal or APE) dataset for mining
arguments from reviews and rebuttals of ICLR sub-
missions, and extracting aligned review-rebuttal
argument pairs. The ARIES dataset from D’ Arcy
et al. (2023) features reviewer comments from sub-
missions to several computer science conferences,
automatically aligned to paper edits that were
made in response. Kumar et al. (2023) study dis-
agreements among reviewers, introducing the Con-
traSciView dataset, which contains pairs of reviews
from ICLR and NeurIPS annotated for reviewer
contradictions and disagreements. Lastly, Rug-
geri et al. (2023) present ArgSciChat, a dataset of
information-seeking (not critical) dialogues about
a small set of NLP papers, curated by having ex-
perts trade questions and answers about each paper,
with answers linked to rationale passages in the
text.

Claim Verification Weaknesses identified by re-
viewers can be understood as verifying the claims
that they target, and claim (or fact) verification is its
own active research problem. Historically, datasets
and shared tasks for claim verification, such as
FEVER (Thorne et al., 2018a,b), SCIVER (Wad-
den and Lo, 2021), COVID-Fact (Saakyan et al.,
2021) and AVeriTeC (Schlichtkrull et al., 2024),
have tended to emphasize prediction of scalar ve-
racity judgments over written explanations (like
weaknesses provide; Dmonte et al., 2024), although
a number of more recent works have given more
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Reviewer guideline excerpts advising claim-centric criticism

Quality: Is the submission technically sound? Are claims well supported (e.g., by theoretical analysis

NeurIPS .

or experimental results)?

Does the paper support the claims? This includes determining if results, whether theoretical or
ICLR I, . S .

empirical, are correct and if they are scientifically rigorous.

Inappropriate scope of the claims: The authors evaluate a sample that does not represent

the population about which the claim is made.
ARR Hypotheses/speculations presented as conclusions: Every claim that is made has to be based on

evidence or arguments (the authors’ or from other work), or clearly marked as conjecture/speculation.
Misleading or inappropriate framing, overclaiming: E.g., concluding from benchmark evaluation
that LLMs generally "understand’ language, without validating that construct

Table 1: Excerpts from reviewer guidelines of top AI/ML/NLP venues that advise specific, claim-centric reviews.

attention to the latter (Yang et al., 2022; Rani et al.,
2023; Ma et al., 2024, i.a.).

Beyond SCIVER and COVID-Fact, several other
claim verification datasets focus on scientific do-
mains. Notable examples include SciFACT (Wad-
den et al., 2020), which features 1.4k expert-written
scientific claims from a variety of fields (e.g. micro-
biology, public health); SciFACT-Open (Wadden
et al., 2022), which builds on SciFACT, with an
additional 279 claims from similarly diverse areas;
and SciTAB (Lu et al., 2023), which provides a
set of 1.2k claims describing table results extracted
from arXiv papers on computer science, each re-
quiring compositional reasoning on tables for their
verification.®

Our Work While CLAIMCHECK draws raw data
from similar sources as other works on peer re-
view (viz. NeurIPS OpenReview submissions), it
is unique in focusing on the relationship between
reviewer-identified weaknesses and papers’ claims.
Further, the suite of tasks we explore in §4 appear
to be novel to this domain.

Within the claim verification literature, our
work is distinctive in drawing evidence for dis-
puted claims from reviews and in leveraging com-
plete paper data (text, images, figures, algorithms,
captions)—from both the reviewed paper and rele-
vant prior works—for verification.

3 CLAIMCHECK Construction

3.1 Overview

We aim to collect pairs consisting of (1) a claim-
related weakness and (2) one or more target claims,
given a paper and a review of that paper. We define
a claim-related weakness as a contiguous passage
from the review that disputes the validity of one

8See also Sarrouti et al. (2021); Wang et al. (2021); Akhtar
et al. (2022). We refer the reader to Dmonte et al. (2024) for a
good general overview of claim verification.

or more claims that the paper makes.” For each
weakness we also collect a detailed set of labels.
We describe the full set of annotation tasks in
§3.3 and the actual annotation process in §3.4, but
begin with our preprocessing pipeline (§3.2).

3.2 Preprocessing

In selecting papers and reviews for CLAIMCHECK
annotation, we sought a corpus that satisfied the
following desiderata: 1) open-access: the papers
and reviews should be publicly available; 2) do-
main: paper topics should align with the expertise
of our annotators (primarily NLP); 3) recency: the
papers should reflect relatively up-to-date research
trends in Al and NLP; and 4) version alignment:
the publicly available versions of the papers should
be the exact version that the reviews comment on.

After an initial search, we found that rejected
OpenReview submissions to NeurIPS 2023 and
2024 met these criteria. We note that, unfortunately,
only the camera-ready versions are available for
accepted papers.

We obtain an initial set of 1,575 publicly avail-
able reviews (from 378 rejected papers) from the
OpenReview API 8, which is then filtered using a
two-step process. First, we subset to reviews that
contain at least one of a predefined set of claim-
related keywords (see Appendix A). We then fur-
ther filter this subset to reviews of papers that are
broadly related to NLP—our annotators’ primary
area of expertise—determined by zero-shot prompt-
ing GPT-4o0. This process yielded a final set of 60
reviews and 41 papers for annotation.

We download the PDFs for all 41 papers and
parse the full text using PaperMage (Lo et al.,
2023), and further clean the text to mitigate OCR

"Claim-related weaknesses can be contrasted with those
not about (a) specific claim(s) made in the paper, such as those
highlighting key omissions or issues with the paper taken as a

whole. Such weaknesses are not the focus of our work.
8https://docs.openreview.net/reference/api-v2
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noises/errors. We then manually extract as images
all tables, figures, and algorithms, along with the
captions for each. Finally, we automatically extract
claims from the full text of the paper. Text cleaning,
topic classification, caption extraction, and claim
extraction are all done by zero-shot prompting GPT-
4o (see Appendix D for prompts).

Finally, a number of the reviews cite related work
in connection with the issues they raise. These
works may thus provide information critical to as-
sessing the review and the claim(s) it disputes. To
ensure that these works are included, we manu-
ally read through each review, identifying related
works that they cite, and then perform the same
preprocessing steps described above on each. This
process yielded 56 related work papers.

3.3 Annotation Tasks

CLAIMCHECK annotation consists of three tasks:

1. Weakness Identification (WI): identification
of review passages describing claim-related
weaknesses.

2. Claim Association (CA): Identifying the zar-
get claims disputed by each weakness.

3. Weakness Labeling (WL): providing a set of
informative labels for each weakness.

All three tasks take as input the full paper PDF and
a single review of that paper. Further task-specific
information is provided depending on the task. The
W1 task was conducted in one interface and the WL
and CA tasks were conducted together in another.
Appendix B contains screenshots of the interfaces
and other annotation information. We detail each
task below.

Weakness Identification (WI) Annotators are
shown the full review text and must highlight con-
tiguous passages that describe claim-related weak-
nesses (see §3.1). Passages that raise other issues
that are clearly not based on a specific claim or re-
sult (e.g. unclear exposition, missing related work)
are not highlighted. Annotators then provide a
groundedness confidence label (1-5) for each weak-
ness, indicating the extent to which they believe
the weakness to be grounded in an explicit claim in
the paper (5), rather than in a broad or speculative
claim imputed by the reviewer (1). These labels
are not of inherent interest, but rather are collected
to help annotators in the CA task.

Claim Association (CA) entails identifying
claims in a paper that are target claims of the weak-

nesses identified in WI. We say that a claim c is
a target claim of a claim-related weakness w iff
(1) the truth or accuracy of c is clearly disputed
by w, and (2) determining this does not require ap-
pealing to any other claim(s).® Importantly, not all
weaknesses have target claims. This is the rationale
for the groundedness confidence labels collected in
WI: to help CA annotators triage those that are (not)
likely to be grounded in an explicit target claim. As
additional task input, annotators are given the set
of claims automatically extracted from the paper
and select the target claims from this set.

Along with paper and review details, the anno-
tation interface shows the weaknesses identified
in WI and the set of extracted candidate claims.
Annotators toggle through the claims, tentatively
indicating for each whether they think it may be
a target of each weakness. Only after seeing all
claims do annotators finalize each weakness’s tar-
get claims by selecting a (potentially improper)
subset of the tentative target claims identified so
far. Additionally, if annotators feel that a weakness
clearly targets some claim in the paper—but one
not included in the candidate set (e.g. due to its
being missed during automatic extraction)—they
are allowed to manually add it here.

Weakness Labeling (WL) asks annotators to
provide further labels on the weaknesses, given the
(claim-related weakness, target claims) pairs col-
lected from WI and CA—ones that are of inherent
interest, in contrast to the groundedness confidence
labels. The additional labels include: (1) an or-
dinal subjectivity rating, indicating the extent to
which the weakness is based on subjective factors
(e.g. interest in the topic) vs. objective facts about
paper contents; (2) an ordinal agreement rating, in-
dicating the extent to which the annotator agrees
with the weakness; and (3) one or more weakness
type labels, characterizing the issue(s) raised by the
weakness towards the claims (insufficient evidence,
contradictory evidence, novelty, clarity, related
work, or other).'0

Condition (2) thus restricts target claims to those most
directly implicated by the weakness; a weakness in one claim
may have implications for others, but we do not count these
others as target claims for our purposes.

19Both the weakness taxonomy and the decision to have a
multi-label (vs. categorical) scheme were determined by the
annotation team through multiple rounds of reading papers and
reviews prior to beginning CLAIMCHECK annotation proper.



‘ Agr Sub Con Ins Nov Rel Cla Oth
Humans Only 182 13.1 179 446 77.6 524 0.0 228
Humans + GPT | 18.1 9.8 164 404 783 524 -1.1 175

Table 2: Agreement («) on the WL pilot task between annotators with (bottom) and without (top) GPT-40 included
as an additional annotator. Agreement drops for most labels when GPT-4o0 is included, suggesting that the model
struggles with this task relative to human experts. Agr and Sub use ordinal « (1-5); the rest use nominal (binary).

3.4 Annotation Process

All annotators are authors of this work and are
either Ph.D. students or full-time researchers in
AI/NLP. None received monetary compensation.

WI: Pilot Pilot annotations for this task were col-
lected on a set of five (paper, review) pairs. Six an-
notators completed the WI pilot. We calculate pair-
wise agreement between annotators on weakness
span selection by (1) obtaining alignments between
weaknesses by solving a linear sum assignment be-
tween their selected spans, using normalized edit
distance as the span similarity; then (2) computing
micro-average pairwise span F; using this same
similarity (Fy ¢q;¢), obtaining Fq ¢qir = 52.4.11

WI: Main All examples in the main annotation
were singly annotated. Five of the six annotators
from the WI pilot performed this annotation and
were instructed to annotate no more than 20 re-
views each. In total, we obtain 168 weaknesses
across the 60 reviews. Figure 2 shows the distribu-
tions of groundedness confidence scores, weakness
types, subjectivity scores, and agreement scores for
CLAIMCHECK.

WL + CA: Pilot Five annotators completed a
pilot for the WL and CA subtasks (both done in the
same interface) using the same set of five (paper,
review) pairs as in the WI pilot. The input weak-
nesses were drawn from the WI pilot annotations
of the annotator with the highest individual Fy ¢
agreement. Similar to the above, we report Fy cq;
on the identified target claims, obtaining a value
of 45.8. Since annotators are also largely choosing
from among a fixed set of candidate claims (rather
than unrestricted span selection, as in WI), we also
report exact-match Fq, obtaining Fq ¢pqct = 28.5.
We report Krippendorff’s o (Krippendorff, 1970)
for (1) the weakness type labels, (2) weakness
subjectivity, and (3) weakness agreement, using

""We use edit distance rather than exact match for Span F;
given that annotators may exhibit minor differences in how
they determine span extents.

the nominal form of the alpha for each label in
(1) and the ordinal form for (2) and (3). Results
are shown in Table 2. For (1), we observe signifi-
cant variability in agreement across labels—finding
medium-to-high agreement for Insufficient evi-
dence (o = 44.6), Related work (age = 52.4),
and Novelty (arel = 77.6), but lower agreement
on other labels (with acja showing chance agree-
ment). For (2) and (3), we find modest agreement
(aagr = 18.2, agyp = 13.1). The modest and
lower agreements on some of these labels reflect
the intrinsic challenges of claim-grounded paper
review - even for experts with carefully constructed
label taxonomy, "meta-reviewing" reviews with
grounding on specific claims remains inevitably
subjective to some extent. And even for this sub-
set of labels, we deem our annotations are still
helpful in 1) providing insightful expert-level anno-
tation and analysis for this realistic and challenging
task; 2) offering informative references for evalu-
ating and comparing LLMs with human experts in
scenarios where a significant level of subjectivity
judgments are involved.

Papers 41
Reviews 60
Related Work Papers 56
Target Claims 154
Weaknesses 168

— w/ Target Claims 120

Table 3: Summary statistics for CLAIMCHECK.

WL + CA: Main All of the annotators from the
CA subtask pilot participated in the CA main an-
notation and were again instructed to annotate no
more than 20 reviews. In total, we obtained 154
target claims across the 60 reviews, where 120/168
weaknesses had at least one target claim. Summary
statistics for CLAIMCHECK are shown in Table 3.
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Figure 2: Distribution of the various weakness labels for CLAIMCHECK: groundedness confidence scores (top left),
weakness types (top right), subjectivity scores (bottom left), and agreement scores (bottom right).

4 Experiments

To support progress on LLM-based claim-grounded
review, our experiments benchmark GPT-4o in the
zero-shot setting on three sets of experiments that
leverage CLAIMCHECK: Claim Association (CA),
Claim Verification (CV), and Weakness Labeling
and Editing (WLE). Each task is motivated by a
particular peer review/claim verification use case.
Results are computed over all examples in CLAIM-
CHECK, excluding those in the pilot, unless noted
otherwise. Hyperparameters and prompts for all
experiments are in Appendix C and Appendix D,
respectively.

4.1 Claim Association (CA)

First, we evaluate LLMs on the CA task. CA is mo-
tivated by a scenario in which a reviewer has writ-
ten a weakness for a paper and would like an LLM
to collect in-text citations to support it. We pro-
vide GPT-40 with a single claim-related weakness,
the paper contents, and the same set of candidate
claims and instructions as were given to annotators
(see §3.3), and ask the model to identify up to three
target claims for the provided weakness—selecting
from the candidate claims and/or supplying a cus-
tom target claim as above.

Results We report the same CA metrics from be-
fore, obtaining Fy cq;; = 32.3 and Fy ¢pq0t = 22.7.
We note first that these values are substantially
lower than the level of inter-expert agreement on

the CA pilot (F cqit = 45.8,F1 czact = 28.5).
However, for a more direct comparison, we also
incorporate GPT-40’s predictions on the pilot exam-
ples into the CA pilot agreement calculation, find-
ing that (1) it noticeably reduces aggregate agree-
ment (Fl,edit = 45.8 — 43-27F1,ezact = 28.5 —
23.3) and (2) GPT-40 exhibits lowest individual
average pairwise agreement among all annotators
(F1 eait = 32.6 vs. Fy ¢q;¢ = 37.1 for worst human
annotator)—suggesting that GPT-4o struggles to
identify appropriate target claims.

4.2 Claim Verification (CV)

In reading a paper, a reviewer may come across
a claim they find suspect without having to hand
evidence to back up their suspicions. In such cases,
it would be valuable for an LLM to verify the claim
by supplying a grounded rationale (weakness) for
it. We compare such weaknesses generated by
reviewers and by GPT-4o.

Since weaknesses in CLAIMCHECK may have
up to three associated target claims, we first have
GPT-40 distill from the weakness the issues it de-
scribes relating to one claim at a time—the focal
claim. To do this, we provide the model with a
prompt containing the original weakness, the focal
claim, details about the paper, and details about re-
lated work(s) cited by the weakness and focal claim.
The prompt asks the model to (1) extract pieces of
evidence from the paper(s) needed to assess the
focal claim and (2) provide the distilled weakness



Original (Human)

Revised (GPT-40)

In Table 2, I would like to see the performance of other
correction methods (e.g., GPT3.5/4/40) for a more compre-
hensive comparison.

In Table 2, the performance of other correction methods
(e.g., GPT3.5/4/40) should be included to provide a more
comprehensive comparison and substantiate the claims of
scalability and generalizability of the proposed solution.

Line 78: There should be some statistical significance by
which the models perform poorly and then you could con-
sider it underperformance and not just lower than actual.
Models being non-deterministic, there is always a chance of
slight changes in scores.

The paper should include statistical significance testing to
determine if the models’ underperformance is truly indicative
of sandbagging rather than random variation. Given the
non-deterministic nature of Al models, this would provide
stronger evidence for the claims made.

What evidence (empirical results) can support the claim that
’the combination of both improvements — text splitting and
iterated calls, has proven itself to perform the best’ (line 146)

The paper lacks empirical evidence to support the claim that
the combination of text splitting and iterated calls performs
best. It would benefit from experiments or data demonstrat-
ing this improvement, such as comparative analysis with
other methods or detailed performance metrics.

Table 4: Examples of (original, revised) weakness pairs from the weakness editing task (§4.3) where GPT-40
(Revised) fails to improve upon the specificity of the human-written (Original) weakness—a common occurrence

in our human evaluation (See §4.3).

based on the focal claim and this evidence. We then
take (2) as the reviewer’s weakness for the focal
claim.

To obtain the model’s weakness for the same
focal claim, we provide the claim as input in a
separate prompt, along with the details of the paper
and related work(s) as above. The prompt asks
the model to (1) extract pieces of evidence from
the paper(s) needed to assess the focal claim; (2)
describe a weakness that targets that claim; and (3)
perform weakness labeling on the result.

Finally, given the focal claim-related weaknesses
from the reviewer and models, we use an LLM-
based evaluation to determine whether these weak-
nesses describe exactly the same issue, merely sim-
ilar issues, or entirely different issues with the fo-
cal claim. We provide the focal claim and the two
weaknesses as input to the evaluation prompt, along
with the pieces of evidence extracted for each weak-
ness in the previous steps.

Results We use GPT-40 as the LLM judge. We
find that GPT-40-generated weaknesses for the fo-
cal claim overwhelmingly tend to be judged differ-
ent from those identified by the reviewers (73.0%).
A smaller portion of these reviews are deemed
similar to those of the reviewers (20.0%), and
an even smaller fraction are considered the same
(7.0%). While different here does not necessarily
mean wrong, manual inspection reveals that model-
written weaknesses tend to be overly generic in
their diagnoses (e.g. “there is a lack of precise
evidence linking GSNR to controlling the gener-
alization gap as claimed”) and sometimes make

more basic errors, such as denying that the paper
comments on the claim at all.

4.3 Weakness Labeling and Editing (WLE)

Our final task is motivated by the needs of meta-
reviewers who must synthesize primary reviews.
We envision that an LLM may be used to enrich
primary reviews by providing weakness labels and
by enhancing their specificity, helping the meta-
reviewer more efficiently write their own review.

We provide an LLM with the full contents of the
reviewed paper (full text, tables, figures, images,
and captions), a reviewer-written weakness, its tar-
get claims, and the full contents of related work(s)
mentioned either by the target claim(s) or the weak-
ness. Given this information, we ask the model
to provide WL annotations (weakness types and
agreement and subjectivity scores) for the weak-
ness and (if necessary) an edited weakness that
enhances the specificity of the original.

Results: Labels We first consider the model-
predicted WL annotations for weakness type
(Contradictory evidence, Insufficient evi-
dence, Novelty, Related Work, Clarity, Other),
Agreement, and Subjectivity, evaluating these
against the gold labels in CLAIMCHECK. Table 5
reports agreement using Krippendorff’s a.

For the weakness types, we observe strong agree-
ment for Nov (anov = 73.9) and Ins (apns =
55.0), consistent with our pilot results (§3.4). This
is intuitive, as weaknesses of both kinds are of-
ten readily identifiable from common lexical cues
(e.g. novel(ty), convincing). Further consistent



Agr Sub Con Ins Nov Rel Cla Oth

217 232 164 550 739 255 320 2.1

Table 5: Agreement (o) between GPT-40 and gold
CLAIMCHECK agreement scores (Agr), subjectivity
scores (Sub), and weakness type labels on our weak-
ness labeling task (§4.3).

with the pilot, GPT-4o struggles to identify when
a weakness directly contradicts a target claim
(acon = 16.4) and to determine when a weak-
ness raises issues not matching one of the pri-
mary types (aow = 2.1). Contrasts with the pilot
include much lower agreement on Rel (a¢;, =
52.4 — 25.5) and substantially higher agreement
on Cla (ac;, = 0 — 32.0). For Agreement and
Subjectivity scores, we observe somewhat higher
though still modest agreement compared to the pi-
lot (apgr = 18.2 — 21.7, apgr = 18.1 — 23.2).

Results: Edited Weaknesses Next, we compare
the texts of the revised weaknesses with those of
the original, again subsetting to weaknesses with at
least one target claim. Table 6 shows results from
GPT-40. We report ROUGE-1 F; (Lin, 2004) and
BERTScore F; (Zhang et al., 2019) of the revised
weaknesses relative to the originals as approximate
indicators of the degree of lexical (R) and semantic
(BS) similarity. We observe relatively high scores
on both metrics, suggesting that the revised weak-
nesses tend to hew fairly closely to the original
texts along these two dimensions.

To evaluate specificity, we provide a human
judge (one of the authors) with an (original, re-
vised) weakness pair, along with the associated
target claim(s), and ask the judge to indicate which
weakness in the pair provides more specific feed-
back on the paper, with ties permitted. To minimize
bias in the responses, we omit the provenance of
each weakness (human or LLM) and also random-
ize the presentation order across examples.

The first column of Table 6 reports win rates of
the revised weaknesses from GPT-40 against the
human originals and the second column reports
rates of ties. GPT-4o tends to struggle substan-
tially to improve upon the specificity of the origi-
nal weaknesses, achieving a win rate of only 20%.
Empirically, we find that the model tends to make
revisions that render the tone of the review more po-
lite (e.g. by moving from first- to third-person), or
that verbalize a suggestion already strongly implied
in the original review, without actually providing

Win %
20.0

Tie% R BS
478 572 922

Table 6: Results on the weakness editing task (§4.3).
WR denotes specificity win-rate: % of cases in which
a human judge deemed the model-revised weakness
more specific in its feedback than the original human
one. R=ROUGE-1 F; w.r.t. the original weakness.
BS=BERTScore F;. Results are based on a single run.

more concrete feedback (Table 4, rop)—an observa-
tion further reflected in the high rate of ties (47.8%).
Worse, we find that both models often strip out
helpful textual anchors, such as line numbers and
quotation marks (Table 4, middle, bottom), making
it more difficult to locate the disputed claim, and
thus making the revised weakness less specific.

5 Conclusion

This work has introduced CLAIMCHECK—a
benchmark of reviewer-identified weaknesses in
NeurIPS 2023 and 2024 submissions, richly an-
notated with descriptive labels by experts and
grounded in the claims that they dispute in the
reviewed papers. Further, we benchmark GPT-40
on three novel tasks enabled by CLAIMCHECK—
Weakness Labeling and Editing (WLE), Claim As-
sociation (CA), and Claim Verification (CV)—all
aimed at assisting reviewers during the peer review
process. Across these tasks, we find that GPT-40
struggles to provide specific, grounded reviews and
to identify the specific claims targeted by those
reviews. We release CLAIMCHECK to support fur-
ther research in this direction.

Limitations

CLAIMCHECK focuses on reviewer-identified
weaknesses that are plausible claim-related, mean-
ing that they take issue with a particular claim or
claim(s) a paper makes. While we believe this kind
of weakness is among the most valuable in the peer
review process, other kinds can be valuable as well.
For example, weaknesses that identify important
experiments or related work that were omitted can
provide valuable feedback. Weaknesses of this sort
are arguably even harder to identify than our claim-
related weaknesses, and we think that empowering
models to do this is an interesting direction for
future work.

Moreover, the CLAIMCHECK is limited in its
scale due to 1) the limited sources that satisfy all



the criteria; and 2) the intrinsic challenges in an-
notation even for expert-level annotators. And
CLAIMCHECK is intended as purely as an evalua-
tion benchmark for LLMs and LLM-based models
for peer review and is likely not large enough for
meaningful supervised fine-tuning.

Ethics

We do not believe this work raises any significant
ethical concerns. In collecting CLAIMCHECK, we
have complied with OpenReview licensing and
terms of use. Further, since both the papers and the
reviews in CLAIMCHECK are anonymized, there is
little concern about leakage of personally identifi-
able information (PII).
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A Dataset Details

A.1 Licensing and Terms of Use

The papers and reviews included in CLAIMCHECK
are all obtained from OpenReview and our use
of them is consistent with the OpenReview terms
of use: https://openreview.net/legal/terms.
Upon paper acceptance, we will release CLAIM-
CHECK under a [CC-BY 4.0] license, which is also
consistent with these terms.

A.2 Data Preprocessing

We use GPT-40-2024-08-06 with zero-shot
prompting and temperature=1.0 for full-text ex-
traction, text cleaning, caption extraction and topic
classification. See Appendix D for the respective
prompts.

We filter reviews to contain at least one claim-
related keywords from the list: (see Claim-related
Keywords on the next page.)

B Annotation Details

B.1 Annotator Demographics

A total of six annotators were involved in the anno-
tation process. Five are Ph.D. students in AI/NLP
and one is a full-time NLP research scientist—all
fluent speakers of English. None of these individu-
als received compensation beyond their recognition
as co-authors of this work.

B.2 Annotation Interface
B.3 Further Annotation Details

This section provides some additional details about
the annotation process. Annotation instructions are
included in the supplementary materials.

Weakness Groundedness Labels Below are de-
scriptions of each value on the ordinal grounded-
ness labeling scale used during the WI annotation
subtask.

0. Not an actual scale value (DO NOT USE);
included only for reference. This value is re-
served for spans of text you aren’t even in-
clined to highlight as potential claim-related
weaknesses in the first place. This would
include weaknesses that very clearly do not
target a claim or result (e.g. those that call
out poor style or unclear exposition) or other
spans that don’t describe a weakness at all
(e.g. spans that summarize related work or
that pose a clarifying question).
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1. The weakness seems to be responding to some
claim or result in the paper (and thus is not a
0), but it’s unlikely (< 25% chance) you’d be
able to find actual claims in the paper that you
would consider at all targeted by this weak-
ness. This could be because the weakness
is highly subjective or because the reviewer
makes lots of inferences not grounded in the
paper’s contents.

. Like (1), but you think it’s somewhat likelier
(25-50% chance) that you’d be able to find at
least some claim or result in the paper targeted
by this weakness.

. The weakness makes reference to a claim that
is plausibly grounded in the paper, but that is
not an explicit quote or not an obvious para-
phrase. You would likely (50-75% chance) be
able to find a claim or claims targeted by this
weakness in the paper, but the actual claims
discussed in the weakness might reflect a mod-
est amount of interpretation on the part of the
reviewer, and, further, might be made on the
basis of figures, tables, or numerical results
rather than claims per se.

. Like (3), but you are guite confident (> 75%
chance) that you would be able to find target
claims for this weakness in the paper. The
claims referenced in the weakness involve
minimal interpretation on the part of the re-
viewer and are very closely grounded either in
claims from the paper and/or in figures, tables,
or numerical results.

. The weakness explicitly (partially) quotes or
otherwise makes explicit reference (e.g. via
paraphrase) to a specific claim—not figure,
table, or raw numerical result—that is almost
certainly made in the paper (assuming the re-
viewer is not a blatant liar). These spans may
start with (e.g.) “the paper claims that...” or
“the authors state that...”, or may refer to spe-
cific line numbers that contain the claim of
interest.

Weakness Objectivity Labels The objectivity
score is an ordinal score (1-5) for how objective the
criticism raised by a particular weakness is. Below
are the interpretations of scores 1, 3, and 5 as given
to annotators, where scores of 2 and 4 are to be
interpolated on the basis of these descriptions.


https://openreview.net/legal/terms

Claim-related Keywords

~ Auto-accept next Task Expires in 2357

Please highlight the tex! that is relevant to the weakness below. I

To what extent do you believe Selection Confidence: 1
Weakness: ***Weakness** 1. (Major) THEUIOISepeatealymenton il that you can find the target
large balch training can lead 1o sharp miima in Abstract and Introducion] claim(s) for the selectad

weakness span?

e <

However, | have not found discussions or observations regarding the v 2 a4+ s
proposed method can sclve this issue. So can the proposed escape these

Badminima? Considaring that many recent works that focuses on guiding
training to converge to flat minima i.e. SAM family/gradient norm

ranularizatinn | am nuite corinne what winold hae liks tn adnnt the nrannesd

Accelerating Large Batch Training
via Gradient Signal to Noise Ratio

(GSNR)

Abstract: As madals for natura language processing (NLP), computar
vision (CV) and racommendation systems (RS} require surging
camputation, a large number of GPUsTPLUs are parallelad with a large
batch (LB) to improve training throughput. Training such LB tasks often
canverges to sharp minimum and downgrades final precieion. Adversarial
learning (ConAdv) and LANS method scalas ImageMet and BERT

pretraining up to 86k batch size. In this work, we develop Iha variance
reduced gradient descent lachnique (VRGD) based on the gradiant signal

Figure 3: Annotation interface for the Weakness Identification (WI) subtask. Annotators select contiguous
spans from from the review text (top left), each describing a weakness raised by the reviewer. For each weakness,
annotators supply a Likert-scale judgment (top right) indicating the extent to which they believe the weakness
targets a specific claim made in the paper (bottom left). Annotators select as many weaknesses as they can find in
the review that plausibly target some claim. The paper in this example (and in Figures 4-6) is Jiang et al. (2023).
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precision, Adversarial learning (ConAdv) and LANS method scales ImageNet and
BERT pretraining up to 96k batch size. In this work, we develop the variance reduced
gradient descent technique (VRGD) based on the gradient signal to noise ratio
(GSNR) and apply it onto popular optimizers such as SGD/Adam/LARS/LAMB. We
carry out a theoretical analysis of VR-SGD's convergence rate to explain its fast
training ics, and a ion analysis to its smaller
generalization gap on LB training. Comp! i that
VRGD can remarkably accelerate training ($1.7\sim 4 \times$), narrow the
generalization gap and improve final accuracy. We push the batch size limit of BERT
[l

Weakness Confidence Score: 4 Veakness Confidence Score: 3

Z

Weakness Caffidence Score: 5

the claim much weaker and unhelpful. 3. (Major) | would like to discuss the
convergence of the proposed method. Firstly, to my understanding, the convergence
analysis focuses on analyzing to what extent can training converge on the given
training samples, not testing set. So, it is not quite appropriate to use the
convergence curve on the testing set to the the
convergence analysis. |.e. Figure 2. Secondly, from Figure 2, the authors state that
the proposed method converge 1.7~4 times faster than the conventional optimizers.
But, | could not observe such a big gap between them from Figure 2, so could the
authors explain how to measure the convergence here. Thirdly, a tighter bound in
convergence would not give any garding the testing A
looser bound and slower convergence rate can give better testing performance in

Figure 4: Annotation interface showing part of the Claim Association (CA) subtasks. Given (1) the weaknesses
identified for a given review during the Weakness Identification (WI) subtask (Figure 3) and (2) a set of candidate
claims extracted by GPT-40, annotators must determine which of these claims are targeted by each weakness (if
any). Although during the annotation we also ask annotators to provide type labels for each candidate target claim,
we find these labels do not provide necessary information for other annotation subtasks or for LLM reasoning and
decide to drop it from the final dataset/evaluation.
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Clalm 16: Tralning with VR-Momentum/VR-Adam/VR-LAMB converge much faster
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the claim much weaker and unhelpful. 3. (Major] | would like to discuss the Addtional Taget Claim
convergence of the proposed methad. Firstly, 1o my understanding, ihe convergence
analysis focuses on analyzing to what extent can training converge on tha given
training samples, nol tesling et So. It is not quite appropriate to use the
convergence curve on the tesling set to the conclusion regarding the
convergence analysis. i.e. Figure 2. Secondly, from Figure 2, the authors stale that

aim that you believe is relaled to this we s nol extracted...

Figure 5: Annotation interface for the final part of the Claim Association (CA) subtask. After selecting a set of
tentative target claims for each weakness (Figure 4), annotators then finalize their selections by starring a (potentially
improper) subset of these claims (here, Claim 1). Additionally, they may manually add a target claim from the text
if it was not among the extracted candidate claims (bottom right).
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the claim much weaker and unhelpiul. 3. (Major) | would like to discuss the
canvergenca of the proposed method. Firstly, to my understanding, the convergence
analysis focuses on analyzing to what extent can training converge an the given
training samples, not testing set. So, it Is not quite appropriate to use the
convergence curve on the testing set to demonstrate the conclusion regarding the
convergence analysis. i.e. Figure 2. Secondly, from Figure 2, the authors state that
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[ Additional comments
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Figure 6: Annotation interface for the Weakness Labeling (WL) subtask. After finalizing the set of target claims
for a given weakness (Figure 5), annotators label these weaknesses by providing: (1) a subjectivity rating, indicating
how subjective the annotator believes the weakness to be; (2) an agreement rating, indicating the extent to which
the annotator agrees that the weakness is valid; and (3) a multi-label set of weakness types, indicating the kind of
weakness this is. Annotators may also leave further comments about the weakness in the text box at the bottom.

1. The claim-related weakness depends almost
exclusively on subjective judgments about one
or more aspects of the paper, such as how
significant or exciting its contributions are, its
novelty, likely impact, ethical implications,
etc.

. The claim-related weakness depends on ob-
jective observations or judgments but also in-
cludes some subjective interpretations of, or
opinions about, those observations and their
implications.

. The claim-related weakness depends almost
exclusively on objective observations (possi-
bly in conjunction with valid commonsense,
mathematical, logical, or statistical reasoning),
with limited or no appeal to subjective inter-
pretation of the paper’s claims or contribu-
tions.

Weakness Agreement Labels the agreement
score is an ordinal score (1-5) for a weakness that
represents the the extent to which an annotator
agrees that the issue raised by the weakness is a
problem for the paper. As with the objectivity la-
bels, we provided annotators with descriptions for
scores of 1, 3, and 5, with the interpretations of
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scores of 2 and 4 to be interpolated on the basis of
these descriptions.

1. The claim-related weakness makes no sense,
is ill-founded, or simply does not apply to any
claims made in the paper.

. The claim-related weakness is somewhat con-
vincing and/or partially applicable to the tar-
get claims.

. The claim-related weakness is fully convinc-
ing and directly applicable to the target claims.
The target claims would need to be heavily re-
vised or even jettisoned entirely in response
to the weakness.

Weakness Type Labels Below are the descrip-
tions of the multi-label weakness types as provided
to annotators. As with the claim types (see above),
our preliminary investigations revealed that a sub-
stantial fraction of weaknesses were adequately
characterized only by two or more of these la-
bels (e.g. weaknesses that call the novelty of some
method into question based on very similar pro-
posals in uncited related work). Thus, we were
similarly motivated to implement a multi-label typ-
ing scheme here.



* Insufficient Evidence: The weakness argues
that the paper provides insufficient evidence
for some claim(s)—e.g. due to lack of sta-
tistical significance testing, missing experi-
ments, weak baselines, inappropriate choice
of datasets, etc.

* Contradictory Evidence: The weakness pro-
vides evidence that some claim(s) in the pa-
per are not only insufficiently supported but
are in fact false—e.g. due to numerical or
methodological errors or results in another
paper (see related work) that undermine the
paper’s claims of state-of-the-art performance.

Novelty: The weakness claims that the paper
is not novel in one or more important respects.

Clarity: The weakness highlights difficulties
in understanding the paper itself—possibly
due to poor writing or paper organization.

Related Work: The weakness calls attention
to other work related to the paper that was
uncited or otherwise given inadequate consid-
eration or treatment.

* Other: The weakness identifies some issue
with the paper that does not clearly belong to
one of the other categories described above.

C Experimental Details

C.1 Model Details and Hyperparameters

We run all the experiments (WLE, CA, CV, and
reviewer-written weakness grounding for WIS
evaluation) with GPT-40-2024-08-06 zero-shot
prompting. We use temperature=0.9 for CA and
temperature=0.3 for all the other experiments.
All the experiments are repeated 3 times with
seeds=[0,42,2025] and we report the average re-
sults across the three runs.

We provide the prompts for all the experiments
in Appendix D

D Prompts

Prompts used in data preprocessing and experi-
ments.
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Claim Extraction

You are an experienced Al and NLP researcher that is going to review a paper. Given the title,
abstract, and a chunk of text in the paper, your first task is to extract all the scientific claims the
authors make in this chunk. The claims should be a consecutive span of text from the sections
and consists of one or more sentences. Make sure to extract the exact original claims from the
text, without any paraphrasing. When extracting claims, focus on claims that are with respect to
the findings/contributions/results/relation with related work of the research, skip all other claims,
especially ignore any descriptions of the ideas, methods, and experiment setup. If the chunk
contains no claim satisfies the criteria, simply output an empty list. There might be some noisy
text in the chunk, such as ocr text from figures, references, due to the noise in parsing the paper
pdf.Ignore and only ignore the noisy text, extract the claims from the rest of the text. You can
determine if a part of the chunk is noisy by referring to the title and abstract. Output your results as
a JSON object with the following format: {Claims: [’Claim 1°, ’Claim 2, ...]}, where the claims
are listed in the order they appear in the text.

Caption Extraction

Given an image of a table/figure/algorithm from a paper, your task is to extract the caption of the
image.The is caption usually located above or below the image, and starts with *Table X:’, *Figure
X:’, or ’Algorithm X:’, where X is the index of the image.Output your results as a JSON object
with the following format: {"Caption": "The caption of the image" }

Text Cleaning

You are an expert in AI/NLP. Given a paragraph extracted from an AI/NLP paper using OCR,
your task is to clean the text by removing OCR noises. Specifically, the paper are extracted from
NeurIPS2023/2024 anonymized submissions, so OCR will identify the line numbers and embed
them in the content text. Additionally, there might be text from tables/figures/captions that are
accidentally included in the main text due to OCR error. Your task is to clean these noise strings
from the text. Keep the substring such as >’ that represents ’s’. And for all the numbers encoded
in brackets, e.g. [20] are in-line citation, only remove them if they are within the span that you
determine are wrong extraction from table/figure/captions. Use your knowledge to determine
which parts are noise and which parts are original text, based on fluency and coherence. Especially
when determining when mentioning tables/figures/captions is intended in the main content or are
OCR errors. Do not modify any of the original text, instead, copy them faithfully. Output the
cleaned text.Output your results as a JSON object with the following format: {’cleaned_text’: *The
cleaned text’ }

NLP Topic Classification

You are an experienced Al and NLP researcher that is going to serve as the program chair for a top
Al conference. Given a paper title and abstract, and list of keywords, you job is to determine if
the paper is broadly relevant to natural language processing (NLP) research. A paper is broadly
related to NLP if it’s any part of its topic/subject matter/methods/techniques/data and resource
use/evaluation is related to any subfield of NLP. Output your results as a JSON object with the
following format: {"NLP": "YES/NO"}, where YES indicates the paper is broadly related to NLP,
NO indicates the paper is not related to NLP. .
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Weakness Labeling and Editing (WLE)

You are an experienced Al and NLP researcher that is going to give meta reviews. You are provided
with:

1. The full text, as well as its tables, figures and algorithms as images with captions (if any) of the
main paper 2. (Optionally) The full text, as well as its tables, figures and algorithms as images
with captions of one or more related work 3. A review that comments on some weaknesses of the
paper. 4. A span of text extracted from the review that is potentially a **claim-related weakness**.
5. One or more claims from the paper that are **target claim(s)** of the claim-related weakness.
A claim-related weakness is a span of text in the provided review that specifically comments on
shortcomings of the paper, usually with reference to particular claims the paper makes. A claim is
said to be a target claim of a claim-related weakness if:

1. The weakness clearly disputes the truth or accuracy of that claim. 2. Making this determination
does not require appealing to any other claim(s).

Your tasks are to:

1. Give an ***objectivity score*** for the claim-related weakness. 2. Give an ***agreement
score®*** for the claim-related weakness. 3. Assign one or more ***weakness type label(s)***
to the claim-related weakness. 4. If needed, rewrite the claim-related weakness to make it more
sound based on your understanding of (a) the paper and optionally related work, (b) the target
claim(s), and (c) the original claim-related weakness.

The objectivity score is an ordinal score (1-5) for the claim-related weakness that represents the
degree of objectivity involved in the judgments of the agreement annotation. The interpretations of
the values 1, 3, and 5 on this scale are as follows:

1: The claim-related weakness depends almost exclusively on subjective judgments about one or
more aspects of the paper, such as how significant or exciting its contributions are, its novelty,
likely impact, ethical implications, etc. 3: The claim-related weakness depends on objective obser-
vations or judgments but also includes some subjective interpretations of, or opinions about, those
observations and their implications. 5: The claim-related weakness depends almost exclusively on
objective observations (possibly in conjunction with valid commonsense,mathematical, logical, or
statistical reasoning), with limited or no appeal to subjective interpretation of the paper’s claims or
contributions.

A score of 2 should be based on an "interpolation” between the descriptions for 1 and 3 above and
a score of 4 should be based an "interpolation" between the descriptions for 3 and 5 above.

Next, the agreement score is an ordinal score (1-5) for the claim-related weakness that represents
the the extent to which you would agree with its content if you were the meta-reviewer for the
paper. The interpretations of the values, 1, 3, and 5 on this scale are as follows:

1: The claim-related weakness makes no sense, is ill-founded, or simply does not apply to
any claims made in the paper. 3: The claim-related weakness is somewhat convincing and/or
partially applicable to the target claims. The associated target claims would need to be qualified
or rephrased in response to the weakness. 5: The claim-related weakness is fully convincing and
directly applicable to the target claims. The target claims would need to be heavily revised or even
jettisoned entirely in response to the weakness.

As with the objectivity score, a score of 2 should be based on an "interpolation" between the
descriptions for 1 and 3 directly above and a score of 4 should be based an "interpolation" between
the descriptions for 3 and 5 directly above.
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Weakness Labeling and Editing (WLE) (Continued)

Finally, the weakness type labels characterize the kind of claim-related weakness we are dealing
with. Multiple labels may apply and you must select at least one. The labels are as follows:

- Insufficient Evidence (insufficient): The weakness argues that the paper provides insufficient
evidence for some claim(s)—e.g. due to lack of statistical significance testing, missing experiments,
weak baselines, inappropriate choice of datasets, etc. - Contradictory Evidence (contradictory): The
weakness provides evidence that some claim(s) in the paper are not only insufficiently supported
but are in fact false—e.g. due to numerical or methodological errors or results in another paper that
undermine the paper’s claims of state-of-the-art performance. - Novelty (novelty): The weakness
claims that the paper is not novel in one or more important respects. - Clarity (clarity): The
weakness highlights difficulties in understanding the paper itself—possibly due to poor writing
or paper organization. - (Missing) Related Work (related_work): The weakness calls attention to
other work related to the paper that was uncited or otherwise given inadequate consideration or
treatment. - Other (other): The weakness identifies some issue with the paper that does not clearly
belong to one of the other categories described above.

Your output must be a JSON object with the following format: {"Reasoning Objectivity": "Your
reasoning for the objectivity score", "Objectivity Score": "The objectivity score”, "Reasoning
Agreement": "Your reasoning for the agreement score", "Agreement Score": "The agreement
score", "Reasoning Weakness Type": "Your reasoning for the weakness type label(s)", "Weakness
Types": {"insufficient": true/false, "contradictory": true/false, "novelty": true/false, "clarity":
true/false, "related_work": true/false, "other": true/false} } "Reasoning Rewritten Weakness": "Your
reasoning for if the claim-related weakness span needs to be rewritten and how", "Rewritten
Weakness": "The claim-related rewritten weakness span"}
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Claim Association (CA)

You are an experienced Al and NLP researcher that is going to write meta-reviews. You are
provided with:

1. The full paper text and a numbered list of claims that have been extracted from the paper. 2.
A review that comments on some weaknesses of the paper. 3. A span of text extracted from the
review that is potentially a **claim-related weakness**. A claim-related weakness is a span of
text in the above review that specifically comments on shortcomings of the paper, usually with
reference to particular claims the paper makes. 4. A weakness confidence score: An ordinal label
(1-5) indicating how likely you think it is that the claim-related weakness has at least one **target
claim** in the paper.

Your tasks is to : Select a subset of claims from the provided claim list that are **target claims™**
of the claim-related weakness. A claim is said to be a target claim of a claim-related weakness if:
1. The weakness clearly disputes the truth or accuracy of the claim. 2. Making this determination
does not require appealing to any other claim(s).

Concerning point (2), a weakness, if true, can clearly have implications for the truth or accuracy
of multiple claims made by a paper. But for our purposes, we want to focus only on the claims
that are most immediately disputed, which is why we stipulate (2) above. We might therefore
distinguish ***direct target*** claims from ***indirect target*** claims—claims whose truth or
accuracy is affected by some weakness (if true), but only in virtue of other claims. We illustrate
this distinction with the example below.

Example 1: - Weakness 1: The paper’s claim that method X demonstrates superior
performance over all baselines is not convincing since the confidence intervals of X’s performances
largely overlap with many of the baselines’ confidence intervals. Claim 1: The results in Table 2
demonstrate the superior performance of proposed method X over all the existing baselines on
dataset A. Claim 2: Findings from Table 1, 2, and 3 showcase the effectiveness of the proposed
method X on task T.

Explanation: Here, Claim 1 is a direct target of Weakness 1, since Claim 1’s veracity is directly
disputed by Weakness 1, and one need not appeal to any other claims to see that this is so. In
contrast, Claim 2 is an indirect target of Weakness 1, since Weakness 1 undermines Claim 2, but
only by virtue of Claim 1. You should therefore annotate only Claim 1 as a (direct) target claim.
Another important distinction in target claim association annotation is the one between ***direct
target™** claims and merely ***relevant®** claims. You should ***NOT*** associate claims that
are merely relevant to some weakness. The following example illustrates this second distinction.
Example 2: - Weakness 2: While the paper claims the introduced module Y enhances the
robustness of model M under realistic types of noise, the only datasets that the paper experiments
on—i.e. B and C—are either synthetic or make heavily simplifying assumptions about the noise
distribution. More realistic datasets like D should also be considered. Claim 3: Experimental
results demonstrate the effectiveness of proposed module Y that renders model M more robust
against realistic noise. Claim 4: As shown in Figure 3 and 4, adding Y to M helps improve the
robustness of M under various kinds of noise presented in dataset B and C.

Explanation: Here, Claim 3 is clearly a direct target of Weakness 2. But Claim 4, although topically
relevant to Weakness 2, is not a direct target. Even though it refers to datasets B and C, which are
mentioned in Weakness 2, Claim 4 is not undermined by Weakness 2 and therefore should not be
associated with it.
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Claim Association (CA) (Continued)

For cases where a weakness quotes or mentions a particular claim (principally, weaknesses with a
label of 5), the target claim will generally be quite easy to identify. Beyond this, target claims can
be trickier to identify, but here are some general principles:

- Take your cue from what the weakness is about. If the weakness is about novelty, an appropriate
target claim really ought to be one that makes some assertion about, or else strongly implies,
novelty. Or if the weakness is about the superiority of a proposed method relative to existing
methods, you ought to be able to find a claim to that effect (or one that strongly implies that
superiority) in the paper—not just a table with results. This is a fairly basic point, but the moral is
that if the paper doesn’t actually make the claim imputed to it by the weakness, then that weakness
might just not have a target claim. Don’t go scrounging for target claims that aren’t there. -
Relatedly, if the weakness is very broad or vague (typically, these will have a label of 1 or 2), then
they probably don’t have a target claim either. - However, if you think the claim-related weakness
should have a target claim but you cannot find one in the list of claims, you may copy up to one
additional target claim from the paper text (called a **custom target claim**). You should always
use this option if a weakness quotes or mentions a claim in the paper that does not appear anywhere
in the list of candidate claims. - Additionally, even if the weakness does *not* explicitly quote
or mention a specific claim, you may still be able to find a target claim in the paper. You should
use a ***custom target claim*** in this situation as well—especially if the ordinal label score is
relatively high (3-5) for the weakness but you are struggling with finding a proper target claim in
the list of claims. You should select ***AT MOST 3*** target claims for the weakness, including
the custom claim (if you use one).

Your output must be a JSON object with the following format: {"Reasoning": "Your reasoning
about why the selected claim(s) are the target(s) of the weakness span, and their labels" "Target
claims extracted": ["Claim X: ...", "Claim Y: ..."] (the target claim extracted from the list of claims,
if any. Copy the original claim text and the claim number. Leave empty if no target claim is
identified.), "Custom target claim": "The custom target claim you extract (if you extract one)}",
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Claim Verification (CV)

You are an experienced Al and NLP researcher that is going to give meta reviews. You are provided
with:

1. The full text, as well as its tables, figures and algorithms as images with captions (if any) of the
main paper 2. (Optionally) The full text, as well as its tables, figures, and algorithms as images
with captions (if any) of one or more related work 3. One target claim from the paper.

Your task is to: Determine whether the target claim exhibits one or more of the following types of
weakness:

- Insufficient Evidence (insufficient): the paper provides insufficient evidence for the target claim,
e.g. due to lack of statistical significance tests, missing experiments, weak baselines, inappropriate
choice of datasets, etc. - Contradictory Evidence (contradictory): the target claim in the paper is
not only insufficiently supported but is in fact false, e.g. due to numerical or methodological errors
or results in another paper. - Novelty (novelty): novelty asserted in the target claim is not valid in
one or more important respects. - Clarity (clarity): the claim is difficult to understand, possibly due
to poor writing or paper organization. - Related Work (related_work): the claim fails to take into
account critical prior work related to the claim. - Other (other): there are some other weakness(es)
in the target claim that are not covered by any of the above categories.

The target claim definitely exhibits AT LEAST ONE of these types of weakness and may exhibit
multiple.You will then need to extract all relevant pieces of evidence from the paper (and related
work if any), which may include statements in the text, figures, tables, or algorithms. You must
assess ONLY the target claim. DO NOT try to asses any other claims in the paper for weaknesses.
This means that when you extract evidence, you must focus ONLY on pieces of evidence that are
relevant to the target claim. You must also label each piece of evidence you extract as follows:

- Label each piece of textual evidence as <text_0>, < text_1>, ..., based on their order of occurrence
in the paper. - Label each piece of figure/table/algorithm evidence as <figure_x>, <table_y>,
<algorithm_z> ..., where x, y and z are the indices of the figures/tables/algorithms as given in their
captions.

In your output, you must also explain your REASONING for the types of weakness you think the
target claim exhibits. When explaining your reasoning, you should explicitly cite relevant pieces
of evidence that you extracted. For example: *Based on ... in <text_0> and ... in <figure_1> and ...
in <algorithm_3>, ... the target claim exhibits...” Please output your results as a JSON object with
the following format:

{"Main Paper Evidence": {"Text Evidence": {"text_0": "The piece of evidence text", "text_1": "The
piece of evidence text", ...}, "Figure Evidence": ["figure_x", ..., ], "Table Evidence": ["table_y",
...s ], "Algorithm Evidence": ["algorithm_z", ..., ]}, "Related Work 1 Evidence": {same as
above, if provided and needed }"Related Work 2 Evidence": {same as above, if provided and
needed }"Reasoning": "Your reasoning about the weaknesses exhibited by the target claim,
specifically stating what part(s) of the target claim exhibit weakness(es) and why", "Weaknesses":
{"insufficient": true/false, "contradictory": true/false, "novelty": true/false, "clarity": true/false,
"related_work": true/false, "other": true/false}}
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Claim Verification (CV) Distill Reviewer-Written Claim-Related Weakness

You are an experienced Al and NLP researcher that is going to give meta reviews. You are provided
with:

1. The full text, as well as its tables, figures and algorithms as images with captions (if any) of the
main paper 2. (Optionally) The full text, as well as its tables, figures, and algorithms as images
with captions of one or more related work 3. A review that comments on some weaknesses of the
paper. 4. A span of text extracted from the review that is potentially a **claim-related weakness**.
5. The types for the claim-related weakness listed above, which might be one or more of the
following: - Insufficient Evidence (insufficient): The weakness argues that the paper provides
insufficient evidence for some claim(s)—e.g. due to lack of statistical significance testing, missing
experiments, weak baselines, inappropriate choice of datasets, etc. - Contradictory Evidence
(contradictory): The weakness provides evidence that some claim(s) in the paper are not only
insufficiently supported but are in fact false—e.g. due to numerical or methodological errors or
results in another paper that undermine the paper’s claims of state-of-the-art performance. - Novelty
(novelty): The weakness claims that the paper is not novel in one or more important respects. -
Clarity (clarity): The weakness highlights difficulties in understanding the paper itself—possibly
due to poor writing or paper organization. - (Missing) Related Work (related_work): The weakness
calls attention to other work related to the paper that was uncited or otherwise given inadequate
consideration or treatment. - Other (other): there are some other weakness(es) in the target claim
that are not covered by any of the above categories. 6. One claim from the paper that is the **target
claim** of the claim-related weakness.

A claim-related weakness is a span of text in the provided review that specifically comments on
shortcomings of the paper, usually with reference to particular claims the paper makes. A claim is
said to be a target claim of a claim-related weakness if:

1. The weakness clearly disputes the truth or accuracy of that claim. 2. Making this determination
does not require appealing to any other claim(s).

Your task is to:

Provide the underlying REASONING of the claim-related weakness and its type by grounding
it to pieces of evidence from the main and related work (if any), Specifically, explain your
REASONING for the types of weakness you think the target claim exhibits, based on the claim-
related weakness.based on your understanding of the main paper and optionally related work,
(b) the target claim, and (c) the original claim-related weakness and the types of weaknesses the
claim-related weakness exhibits. You will first need to extract all relevant pieces of evidence from
the paper (and related work if any), which may include statements in the text, figures, tables, or
algorithms. You must center your REASONING ONLY around the (target claim, claim-related
weakness) pair. DO NOT try to asses any other claims in the paper for weaknesses, or try to justify
any other parts of the review. This means that when you extract evidence, you must focus ONLY
on pieces of evidence that are relevant to the (target claim, claim-related weakness) pair. You can
and should elaborate more in your reasoning through grounding the claim-related weakness in
evidence, especially if the original claim-related weakness is too broad with detailed reasoning
omitted. In the meantime you must try your best to reflect the original meaning conveyed by the
claim-related weakness. But you must try not to directly quote or copy the claim-related weakness,
essentially, the REASONING should be a standalone justification of the claim-related weakness.
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