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Abstract

The rapid increase in paper submissions to top001
AI and ML venues in recent years, in tandem002
with the development of ever more capable003
LLMs, has fueled a surge of interest in lever-004
aging these models to automate parts of the005
peer review process. A core component of006
the reviewer’s task consists of providing spe-007
cific critiques that directly assess the scientific008
claims a paper makes. While it is now rela-009
tively easy to automatically generate passable010
(if generic) reviews, ensuring that these reviews011
are sound and grounded in the papers’ claims012
remains challenging—requiring expert-level013
domain knowledge, careful reading, and logical014
reasoning. Furthermore, resources supporting015
this goal are lacking. To remedy this, and to016
facilitate benchmarking of LLMs on these ob-017
jectives, this paper introduces CLAIMCHECK,018
a dataset of NeurIPS 2023 and 2024 submis-019
sions and reviews, annotated by ML experts020
for weaknesses and the paper claims that they021
target. We benchmark GPT-4o on three claim-022
centric tasks supported by CLAIMCHECK and023
find that even this cutting-edge model exhibits024
significant weaknesses in these tasks.1025

1 Introduction026

Prior work has highlighted the recent rapid growth027

in submission rates to academic conferences (Yuan028

et al., 2022), including at top ones for AI and NLP029

(Staudinger et al., 2024)2, resulting in heavy re-030

viewer burdens and a surge of interest in automat-031

ing parts of the peer review process (Dycke et al.,032

2023; Drori and Te’eni, 2024). Many tasks and033

datasets have been proposed targeting different034

facets of this process, including (meta-)review writ-035

ing (Wang et al., 2020; Yuan et al., 2022; Shen et al.,036

2022, i.a.), review argument mining and analysis037

1Code & data will be made publicly available upon accep-
tance

2For example, 7x and 8x growth in ACL and NeurIPS
submissions from 2014 to 2023 (Staudinger et al., 2024).
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Figure 1: CLAIMCHECK identifies and annotates weak-
nesses in NeurIPS reviews and grounds them to the
specific target claims that they dispute in the paper.
Grounding weaknesses in a paper’s claims is an essen-
tial part of peer review.

(Hua et al., 2019; Fromm et al., 2021; Guo et al., 038

2023, i.a.), determination of review score and ac- 039

ceptance judgments (Kang et al., 2018; Bharti et al., 040

2021, 2024, i.a.), and reviewer-paper assignment 041

(Stelmakh et al., 2021, 2023), among others. 042

A core component of peer review is the expert 043

critique of the claims that a paper makes—about 044

results, theorems, approaches, novelty, etc. And 045

indeed, it is essential to the effectiveness of such cri- 046

tiques that they be clearly grounded in the paper’s 047

claims. Unfortunately, overly broad and heuris- 048

tic criticisms by reviewers are as endemic to these 049

fields as they are condemned within them: In its 050

reviewer guidelines, ACL Rolling Review (ARR) 051

features a prominent injunction to “be specific”3 052

and NeurIPS admonishes reviewers to “make your 053

review as informative and substantiated as possi- 054

3https://aclrollingreview.org/
reviewerguidelines
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ble.4” Table 1 shows similar examples.055

Curiously, however, the literature on automated056

peer review has given little attention to the problem057

of ensuring that reviews are specific and properly058

anchored to a paper’s claims (see §2). As LLMs059

encroach ever more into intensive knowledge work060

of all kinds—not only peer review—adequately061

addressing the challenge of producing grounded062

generations is paramount.063

On the other hand, collecting data for verifying064

in-the-wild claims from knowledge-intensive doc-065

uments and grounding them in granular evidence066

is intrinsically challenging. Existing work tends067

to alleviate the challenge by narrowing the scope068

of the claims and/or the evidence pool (Wadden069

et al., 2020; Lu et al., 2023), making the systems070

developed based on them difficult to directly adapt071

to real-world scenarios like claim-grounded peer072

review. These approaches also tend to focus on the073

binary factuality of claims, impacting the applica-074

bility of datasets to real-world domains in which075

claims are often flawed but not entirely false (Es-076

tornell et al., 2020; Venkat et al., 2022).077

This paper aims to address these challenges by078

introducing CLAIMCHECK, a novel resource for079

automatic, claim-grounded peer review. CLAIM-080

CHECK is a high-quality multimodal collection of081

rejected NeurIPS submissions and their reviews, an-082

notated by ML experts for rich information about083

the weaknesses identified in the reviews, with links084

to the in-text claims they target (see Figure 1).085

To our knowledge, CLAIMCHECK is the first re-086

source that jointly tackles technical claim verifica-087

tion and claim-grounded peer review. Claims are088

sourced directly from papers’ full texts (rather than089

synthetically constructed Thorne et al., 2018a,b)090

and are rarely clearly true or clearly false, and re-091

view weaknesses are annotated with an informative,092

multi-label ontology.093

Further, we leverage CLAIMCHECK to bench-094

mark GPT-4o5 on a suite of claim-centric reviewing095

tasks, and find that even a cutting-edge multimodal096

LLM of this sort exhibits significant limitations as097

a reviewing assistant. We summarize our contribu-098

tions as follows:099

1. We introduce CLAIMCHECK, a dataset of real-100

world scientific papers, claim-grounded re-101

views, and rich expert annotations;102

4https://neurips.cc/Conferences/2024/
ReviewerGuidelines

5https://openai.com/index/hello-gpt-4o/

2. We present a novel suite of tasks for claim- 103

centric scientific paper review evaluation, en- 104

abled by CLAIMCHECK; 105

3. We report experimental results on these tasks 106

with GPT-4o, demonstrating the shortcomings 107

of contemporary LLMs for automated, claim- 108

grounded peer review. 109

2 Related Work 110

Automated Peer Review Automated peer re- 111

view is a broad and rapidly growing area of re- 112

search within AI and NLP, encompassing a wide 113

array of tasks and datasets. We refer the reader to 114

Staudinger et al. (2024) for a general overview and 115

highlight more narrowly relevant work below. 116

In focusing on grounding reviewer weaknesses 117

to targeted claims, we follow several prior works 118

that emphasize the dialectic nature of peer review, 119

in which authors and reviewers respond directly 120

to one another. Cheng et al. (2020) introduce the 121

RR (Review-Rebuttal or APE) dataset for mining 122

arguments from reviews and rebuttals of ICLR sub- 123

missions, and extracting aligned review-rebuttal 124

argument pairs. The ARIES dataset from D’Arcy 125

et al. (2023) features reviewer comments from sub- 126

missions to several computer science conferences, 127

automatically aligned to paper edits that were 128

made in response. Kumar et al. (2023) study dis- 129

agreements among reviewers, introducing the Con- 130

traSciView dataset, which contains pairs of reviews 131

from ICLR and NeurIPS annotated for reviewer 132

contradictions and disagreements. Lastly, Rug- 133

geri et al. (2023) present ArgSciChat, a dataset of 134

information-seeking (not critical) dialogues about 135

a small set of NLP papers, curated by having ex- 136

perts trade questions and answers about each paper, 137

with answers linked to rationale passages in the 138

text. 139

Claim Verification Weaknesses identified by re- 140

viewers can be understood as verifying the claims 141

that they target, and claim (or fact) verification is its 142

own active research problem. Historically, datasets 143

and shared tasks for claim verification, such as 144

FEVER (Thorne et al., 2018a,b), SCIVER (Wad- 145

den and Lo, 2021), COVID-Fact (Saakyan et al., 146

2021) and AVeriTeC (Schlichtkrull et al., 2024), 147

have tended to emphasize prediction of scalar ve- 148

racity judgments over written explanations (like 149

weaknesses provide; Dmonte et al., 2024), although 150

a number of more recent works have given more 151

2

https://neurips.cc/Conferences/2024/ReviewerGuidelines
https://neurips.cc/Conferences/2024/ReviewerGuidelines
https://openai.com/index/hello-gpt-4o/


Reviewer guideline excerpts advising claim-centric criticism

NeurIPS Quality: Is the submission technically sound? Are claims well supported (e.g., by theoretical analysis
or experimental results)?

ICLR Does the paper support the claims? This includes determining if results, whether theoretical or
empirical, are correct and if they are scientifically rigorous.

ARR

Inappropriate scope of the claims: The authors evaluate a sample that does not represent
the population about which the claim is made.
Hypotheses/speculations presented as conclusions: Every claim that is made has to be based on
evidence or arguments (the authors’ or from other work), or clearly marked as conjecture/speculation.
Misleading or inappropriate framing, overclaiming: E.g., concluding from benchmark evaluation
that LLMs generally ’understand’ language, without validating that construct

Table 1: Excerpts from reviewer guidelines of top AI/ML/NLP venues that advise specific, claim-centric reviews.

attention to the latter (Yang et al., 2022; Rani et al.,152

2023; Ma et al., 2024, i.a.).153

Beyond SCIVER and COVID-Fact, several other154

claim verification datasets focus on scientific do-155

mains. Notable examples include SciFACT (Wad-156

den et al., 2020), which features 1.4k expert-written157

scientific claims from a variety of fields (e.g. micro-158

biology, public health); SciFACT-Open (Wadden159

et al., 2022), which builds on SciFACT, with an160

additional 279 claims from similarly diverse areas;161

and SciTAB (Lu et al., 2023), which provides a162

set of 1.2k claims describing table results extracted163

from arXiv papers on computer science, each re-164

quiring compositional reasoning on tables for their165

verification.6166

Our Work While CLAIMCHECK draws raw data167

from similar sources as other works on peer re-168

view (viz. NeurIPS OpenReview submissions), it169

is unique in focusing on the relationship between170

reviewer-identified weaknesses and papers’ claims.171

Further, the suite of tasks we explore in §4 appear172

to be novel to this domain.173

Within the claim verification literature, our174

work is distinctive in drawing evidence for dis-175

puted claims from reviews and in leveraging com-176

plete paper data (text, images, figures, algorithms,177

captions)—from both the reviewed paper and rele-178

vant prior works—for verification.179

3 CLAIMCHECK Construction180

3.1 Overview181

We aim to collect pairs consisting of (1) a claim-182

related weakness and (2) one or more target claims,183

given a paper and a review of that paper. We define184

a claim-related weakness as a contiguous passage185

from the review that disputes the validity of one186

6See also Sarrouti et al. (2021); Wang et al. (2021); Akhtar
et al. (2022). We refer the reader to Dmonte et al. (2024) for a
good general overview of claim verification.

or more claims that the paper makes.7 For each 187

weakness we also collect a detailed set of labels. 188

We describe the full set of annotation tasks in 189

§3.3 and the actual annotation process in §3.4, but 190

begin with our preprocessing pipeline (§3.2). 191

3.2 Preprocessing 192

In selecting papers and reviews for CLAIMCHECK 193

annotation, we sought a corpus that satisfied the 194

following desiderata: 1) open-access: the papers 195

and reviews should be publicly available; 2) do- 196

main: paper topics should align with the expertise 197

of our annotators (primarily NLP); 3) recency: the 198

papers should reflect relatively up-to-date research 199

trends in AI and NLP; and 4) version alignment: 200

the publicly available versions of the papers should 201

be the exact version that the reviews comment on. 202

After an initial search, we found that rejected 203

OpenReview submissions to NeurIPS 2023 and 204

2024 met these criteria. We note that, unfortunately, 205

only the camera-ready versions are available for 206

accepted papers. 207

We obtain an initial set of 1,575 publicly avail- 208

able reviews (from 378 rejected papers) from the 209

OpenReview API 8, which is then filtered using a 210

two-step process. First, we subset to reviews that 211

contain at least one of a predefined set of claim- 212

related keywords (see Appendix A). We then fur- 213

ther filter this subset to reviews of papers that are 214

broadly related to NLP—our annotators’ primary 215

area of expertise—determined by zero-shot prompt- 216

ing GPT-4o. This process yielded a final set of 60 217

reviews and 41 papers for annotation. 218

We download the PDFs for all 41 papers and 219

parse the full text using PaperMage (Lo et al., 220

2023), and further clean the text to mitigate OCR 221

7Claim-related weaknesses can be contrasted with those
not about (a) specific claim(s) made in the paper, such as those
highlighting key omissions or issues with the paper taken as a
whole. Such weaknesses are not the focus of our work.

8https://docs.openreview.net/reference/api-v2
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noises/errors. We then manually extract as images222

all tables, figures, and algorithms, along with the223

captions for each. Finally, we automatically extract224

claims from the full text of the paper. Text cleaning,225

topic classification, caption extraction, and claim226

extraction are all done by zero-shot prompting GPT-227

4o (see Appendix D for prompts).228

Finally, a number of the reviews cite related work229

in connection with the issues they raise. These230

works may thus provide information critical to as-231

sessing the review and the claim(s) it disputes. To232

ensure that these works are included, we manu-233

ally read through each review, identifying related234

works that they cite, and then perform the same235

preprocessing steps described above on each. This236

process yielded 56 related work papers.237

3.3 Annotation Tasks238

CLAIMCHECK annotation consists of three tasks:239

1. Weakness Identification (WI): identification240

of review passages describing claim-related241

weaknesses.242

2. Claim Association (CA): Identifying the tar-243

get claims disputed by each weakness.244

3. Weakness Labeling (WL): providing a set of245

informative labels for each weakness.246

All three tasks take as input the full paper PDF and247

a single review of that paper. Further task-specific248

information is provided depending on the task. The249

WI task was conducted in one interface and the WL250

and CA tasks were conducted together in another.251

Appendix B contains screenshots of the interfaces252

and other annotation information. We detail each253

task below.254

Weakness Identification (WI) Annotators are255

shown the full review text and must highlight con-256

tiguous passages that describe claim-related weak-257

nesses (see §3.1). Passages that raise other issues258

that are clearly not based on a specific claim or re-259

sult (e.g. unclear exposition, missing related work)260

are not highlighted. Annotators then provide a261

groundedness confidence label (1-5) for each weak-262

ness, indicating the extent to which they believe263

the weakness to be grounded in an explicit claim in264

the paper (5), rather than in a broad or speculative265

claim imputed by the reviewer (1). These labels266

are not of inherent interest, but rather are collected267

to help annotators in the CA task.268

Claim Association (CA) entails identifying269

claims in a paper that are target claims of the weak-270

nesses identified in WI. We say that a claim c is 271

a target claim of a claim-related weakness w iff 272

(1) the truth or accuracy of c is clearly disputed 273

by w, and (2) determining this does not require ap- 274

pealing to any other claim(s).9 Importantly, not all 275

weaknesses have target claims. This is the rationale 276

for the groundedness confidence labels collected in 277

WI: to help CA annotators triage those that are (not) 278

likely to be grounded in an explicit target claim. As 279

additional task input, annotators are given the set 280

of claims automatically extracted from the paper 281

and select the target claims from this set. 282

Along with paper and review details, the anno- 283

tation interface shows the weaknesses identified 284

in WI and the set of extracted candidate claims. 285

Annotators toggle through the claims, tentatively 286

indicating for each whether they think it may be 287

a target of each weakness. Only after seeing all 288

claims do annotators finalize each weakness’s tar- 289

get claims by selecting a (potentially improper) 290

subset of the tentative target claims identified so 291

far. Additionally, if annotators feel that a weakness 292

clearly targets some claim in the paper—but one 293

not included in the candidate set (e.g. due to its 294

being missed during automatic extraction)—they 295

are allowed to manually add it here. 296

Weakness Labeling (WL) asks annotators to 297

provide further labels on the weaknesses, given the 298

(claim-related weakness, target claims) pairs col- 299

lected from WI and CA—ones that are of inherent 300

interest, in contrast to the groundedness confidence 301

labels. The additional labels include: (1) an or- 302

dinal subjectivity rating, indicating the extent to 303

which the weakness is based on subjective factors 304

(e.g. interest in the topic) vs. objective facts about 305

paper contents; (2) an ordinal agreement rating, in- 306

dicating the extent to which the annotator agrees 307

with the weakness; and (3) one or more weakness 308

type labels, characterizing the issue(s) raised by the 309

weakness towards the claims (insufficient evidence, 310

contradictory evidence, novelty, clarity, related 311

work, or other).10 312

9Condition (2) thus restricts target claims to those most
directly implicated by the weakness; a weakness in one claim
may have implications for others, but we do not count these
others as target claims for our purposes.

10Both the weakness taxonomy and the decision to have a
multi-label (vs. categorical) scheme were determined by the
annotation team through multiple rounds of reading papers and
reviews prior to beginning CLAIMCHECK annotation proper.
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Agr Sub Con Ins Nov Rel Cla Oth

Humans Only 18.2 13.1 17.9 44.6 77.6 52.4 0.0 22.8
Humans + GPT 18.1 9.8 16.4 40.4 78.3 52.4 -1.1 17.5

Table 2: Agreement (α) on the WL pilot task between annotators with (bottom) and without (top) GPT-4o included
as an additional annotator. Agreement drops for most labels when GPT-4o is included, suggesting that the model
struggles with this task relative to human experts. Agr and Sub use ordinal α (1-5); the rest use nominal (binary).

3.4 Annotation Process313

All annotators are authors of this work and are314

either Ph.D. students or full-time researchers in315

AI/NLP. None received monetary compensation.316

WI: Pilot Pilot annotations for this task were col-317

lected on a set of five (paper, review) pairs. Six an-318

notators completed the WI pilot. We calculate pair-319

wise agreement between annotators on weakness320

span selection by (1) obtaining alignments between321

weaknesses by solving a linear sum assignment be-322

tween their selected spans, using normalized edit323

distance as the span similarity; then (2) computing324

micro-average pairwise span F1 using this same325

similarity (F1,edit), obtaining F1,edit = 52.4.11326

WI: Main All examples in the main annotation327

were singly annotated. Five of the six annotators328

from the WI pilot performed this annotation and329

were instructed to annotate no more than 20 re-330

views each. In total, we obtain 168 weaknesses331

across the 60 reviews. Figure 2 shows the distribu-332

tions of groundedness confidence scores, weakness333

types, subjectivity scores, and agreement scores for334

CLAIMCHECK.335

WL + CA: Pilot Five annotators completed a336

pilot for the WL and CA subtasks (both done in the337

same interface) using the same set of five (paper,338

review) pairs as in the WI pilot. The input weak-339

nesses were drawn from the WI pilot annotations340

of the annotator with the highest individual F1,edit341

agreement. Similar to the above, we report F1,edit342

on the identified target claims, obtaining a value343

of 45.8. Since annotators are also largely choosing344

from among a fixed set of candidate claims (rather345

than unrestricted span selection, as in WI), we also346

report exact-match F1, obtaining F1,exact = 28.5.347

We report Krippendorff’s α (Krippendorff, 1970)348

for (1) the weakness type labels, (2) weakness349

subjectivity, and (3) weakness agreement, using350

11We use edit distance rather than exact match for Span F1

given that annotators may exhibit minor differences in how
they determine span extents.

the nominal form of the alpha for each label in 351

(1) and the ordinal form for (2) and (3). Results 352

are shown in Table 2. For (1), we observe signifi- 353

cant variability in agreement across labels—finding 354

medium-to-high agreement for Insufficient evi- 355

dence (αIns = 44.6), Related work (αRel = 52.4), 356

and Novelty (αRel = 77.6), but lower agreement 357

on other labels (with αCla showing chance agree- 358

ment). For (2) and (3), we find modest agreement 359

(αAgr = 18.2, αSub = 13.1). The modest and 360

lower agreements on some of these labels reflect 361

the intrinsic challenges of claim-grounded paper 362

review - even for experts with carefully constructed 363

label taxonomy, "meta-reviewing" reviews with 364

grounding on specific claims remains inevitably 365

subjective to some extent. And even for this sub- 366

set of labels, we deem our annotations are still 367

helpful in 1) providing insightful expert-level anno- 368

tation and analysis for this realistic and challenging 369

task; 2) offering informative references for evalu- 370

ating and comparing LLMs with human experts in 371

scenarios where a significant level of subjectivity 372

judgments are involved. 373

Papers 41
Reviews 60
Related Work Papers 56
Target Claims 154
Weaknesses 168
→ w/ Target Claims 120

Table 3: Summary statistics for CLAIMCHECK.

WL + CA: Main All of the annotators from the 374

CA subtask pilot participated in the CA main an- 375

notation and were again instructed to annotate no 376

more than 20 reviews. In total, we obtained 154 377

target claims across the 60 reviews, where 120/168 378

weaknesses had at least one target claim. Summary 379

statistics for CLAIMCHECK are shown in Table 3. 380
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Figure 2: Distribution of the various weakness labels for CLAIMCHECK: groundedness confidence scores (top left),
weakness types (top right), subjectivity scores (bottom left), and agreement scores (bottom right).

4 Experiments381

To support progress on LLM-based claim-grounded382

review, our experiments benchmark GPT-4o in the383

zero-shot setting on three sets of experiments that384

leverage CLAIMCHECK: Claim Association (CA),385

Claim Verification (CV), and Weakness Labeling386

and Editing (WLE). Each task is motivated by a387

particular peer review/claim verification use case.388

Results are computed over all examples in CLAIM-389

CHECK, excluding those in the pilot, unless noted390

otherwise. Hyperparameters and prompts for all391

experiments are in Appendix C and Appendix D,392

respectively.393

4.1 Claim Association (CA)394

First, we evaluate LLMs on the CA task. CA is mo-395

tivated by a scenario in which a reviewer has writ-396

ten a weakness for a paper and would like an LLM397

to collect in-text citations to support it. We pro-398

vide GPT-4o with a single claim-related weakness,399

the paper contents, and the same set of candidate400

claims and instructions as were given to annotators401

(see §3.3), and ask the model to identify up to three402

target claims for the provided weakness—selecting403

from the candidate claims and/or supplying a cus-404

tom target claim as above.405

Results We report the same CA metrics from be-406

fore, obtaining F1,edit = 32.3 and F1,exact = 22.7.407

We note first that these values are substantially408

lower than the level of inter-expert agreement on409

the CA pilot (F1,edit = 45.8,F1,exact = 28.5). 410

However, for a more direct comparison, we also 411

incorporate GPT-4o’s predictions on the pilot exam- 412

ples into the CA pilot agreement calculation, find- 413

ing that (1) it noticeably reduces aggregate agree- 414

ment (F1,edit = 45.8 → 43.2,F1,exact = 28.5 → 415

23.3) and (2) GPT-4o exhibits lowest individual 416

average pairwise agreement among all annotators 417

(F1,edit = 32.6 vs. F1,edit = 37.1 for worst human 418

annotator)—suggesting that GPT-4o struggles to 419

identify appropriate target claims. 420

4.2 Claim Verification (CV) 421

In reading a paper, a reviewer may come across 422

a claim they find suspect without having to hand 423

evidence to back up their suspicions. In such cases, 424

it would be valuable for an LLM to verify the claim 425

by supplying a grounded rationale (weakness) for 426

it. We compare such weaknesses generated by 427

reviewers and by GPT-4o. 428

Since weaknesses in CLAIMCHECK may have 429

up to three associated target claims, we first have 430

GPT-4o distill from the weakness the issues it de- 431

scribes relating to one claim at a time—the focal 432

claim. To do this, we provide the model with a 433

prompt containing the original weakness, the focal 434

claim, details about the paper, and details about re- 435

lated work(s) cited by the weakness and focal claim. 436

The prompt asks the model to (1) extract pieces of 437

evidence from the paper(s) needed to assess the 438

focal claim and (2) provide the distilled weakness 439
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Original (Human) Revised (GPT-4o)

In Table 2, I would like to see the performance of other
correction methods (e.g., GPT3.5/4/4o) for a more compre-
hensive comparison.

In Table 2, the performance of other correction methods
(e.g., GPT3.5/4/4o) should be included to provide a more
comprehensive comparison and substantiate the claims of
scalability and generalizability of the proposed solution.

Line 78: There should be some statistical significance by
which the models perform poorly and then you could con-
sider it underperformance and not just lower than actual.
Models being non-deterministic, there is always a chance of
slight changes in scores.

The paper should include statistical significance testing to
determine if the models’ underperformance is truly indicative
of sandbagging rather than random variation. Given the
non-deterministic nature of AI models, this would provide
stronger evidence for the claims made.

What evidence (empirical results) can support the claim that
’the combination of both improvements — text splitting and
iterated calls, has proven itself to perform the best’ (line 146)

The paper lacks empirical evidence to support the claim that
the combination of text splitting and iterated calls performs
best. It would benefit from experiments or data demonstrat-
ing this improvement, such as comparative analysis with
other methods or detailed performance metrics.

Table 4: Examples of (original, revised) weakness pairs from the weakness editing task (§4.3) where GPT-4o
(Revised) fails to improve upon the specificity of the human-written (Original) weakness—a common occurrence
in our human evaluation (See §4.3).

based on the focal claim and this evidence. We then440

take (2) as the reviewer’s weakness for the focal441

claim.442

To obtain the model’s weakness for the same443

focal claim, we provide the claim as input in a444

separate prompt, along with the details of the paper445

and related work(s) as above. The prompt asks446

the model to (1) extract pieces of evidence from447

the paper(s) needed to assess the focal claim; (2)448

describe a weakness that targets that claim; and (3)449

perform weakness labeling on the result.450

Finally, given the focal claim-related weaknesses451

from the reviewer and models, we use an LLM-452

based evaluation to determine whether these weak-453

nesses describe exactly the same issue, merely sim-454

ilar issues, or entirely different issues with the fo-455

cal claim. We provide the focal claim and the two456

weaknesses as input to the evaluation prompt, along457

with the pieces of evidence extracted for each weak-458

ness in the previous steps.459

Results We use GPT-4o as the LLM judge. We460

find that GPT-4o-generated weaknesses for the fo-461

cal claim overwhelmingly tend to be judged differ-462

ent from those identified by the reviewers (73.0%).463

A smaller portion of these reviews are deemed464

similar to those of the reviewers (20.0%), and465

an even smaller fraction are considered the same466

(7.0%). While different here does not necessarily467

mean wrong, manual inspection reveals that model-468

written weaknesses tend to be overly generic in469

their diagnoses (e.g. “there is a lack of precise470

evidence linking GSNR to controlling the gener-471

alization gap as claimed”) and sometimes make472

more basic errors, such as denying that the paper 473

comments on the claim at all. 474

4.3 Weakness Labeling and Editing (WLE) 475

Our final task is motivated by the needs of meta- 476

reviewers who must synthesize primary reviews. 477

We envision that an LLM may be used to enrich 478

primary reviews by providing weakness labels and 479

by enhancing their specificity, helping the meta- 480

reviewer more efficiently write their own review. 481

We provide an LLM with the full contents of the 482

reviewed paper (full text, tables, figures, images, 483

and captions), a reviewer-written weakness, its tar- 484

get claims, and the full contents of related work(s) 485

mentioned either by the target claim(s) or the weak- 486

ness. Given this information, we ask the model 487

to provide WL annotations (weakness types and 488

agreement and subjectivity scores) for the weak- 489

ness and (if necessary) an edited weakness that 490

enhances the specificity of the original. 491

Results: Labels We first consider the model- 492

predicted WL annotations for weakness type 493

(Contradictory evidence, Insufficient evi- 494

dence, Novelty, Related Work, Clarity, Other), 495

Agreement, and Subjectivity, evaluating these 496

against the gold labels in CLAIMCHECK. Table 5 497

reports agreement using Krippendorff’s α. 498

For the weakness types, we observe strong agree- 499

ment for Nov (αNov = 73.9) and Ins (αIns = 500

55.0), consistent with our pilot results (§3.4). This 501

is intuitive, as weaknesses of both kinds are of- 502

ten readily identifiable from common lexical cues 503

(e.g. novel(ty), convincing). Further consistent 504
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Agr Sub Con Ins Nov Rel Cla Oth

21.7 23.2 16.4 55.0 73.9 25.5 32.0 2.1

Table 5: Agreement (α) between GPT-4o and gold
CLAIMCHECK agreement scores (Agr), subjectivity
scores (Sub), and weakness type labels on our weak-
ness labeling task (§4.3).

with the pilot, GPT-4o struggles to identify when505

a weakness directly contradicts a target claim506

(αCon = 16.4) and to determine when a weak-507

ness raises issues not matching one of the pri-508

mary types (αOth = 2.1). Contrasts with the pilot509

include much lower agreement on Rel (αCla =510

52.4 → 25.5) and substantially higher agreement511

on Cla (αCla = 0 → 32.0). For Agreement and512

Subjectivity scores, we observe somewhat higher513

though still modest agreement compared to the pi-514

lot (αAgr = 18.2 → 21.7, αAgr = 18.1 → 23.2).515

Results: Edited Weaknesses Next, we compare516

the texts of the revised weaknesses with those of517

the original, again subsetting to weaknesses with at518

least one target claim. Table 6 shows results from519

GPT-4o. We report ROUGE-1 F1 (Lin, 2004) and520

BERTScore F1 (Zhang et al., 2019) of the revised521

weaknesses relative to the originals as approximate522

indicators of the degree of lexical (R) and semantic523

(BS) similarity. We observe relatively high scores524

on both metrics, suggesting that the revised weak-525

nesses tend to hew fairly closely to the original526

texts along these two dimensions.527

To evaluate specificity, we provide a human528

judge (one of the authors) with an (original, re-529

vised) weakness pair, along with the associated530

target claim(s), and ask the judge to indicate which531

weakness in the pair provides more specific feed-532

back on the paper, with ties permitted. To minimize533

bias in the responses, we omit the provenance of534

each weakness (human or LLM) and also random-535

ize the presentation order across examples.536

The first column of Table 6 reports win rates of537

the revised weaknesses from GPT-4o against the538

human originals and the second column reports539

rates of ties. GPT-4o tends to struggle substan-540

tially to improve upon the specificity of the origi-541

nal weaknesses, achieving a win rate of only 20%.542

Empirically, we find that the model tends to make543

revisions that render the tone of the review more po-544

lite (e.g. by moving from first- to third-person), or545

that verbalize a suggestion already strongly implied546

in the original review, without actually providing547

Win% Tie% R BS

20.0 47.8 57.2 92.2

Table 6: Results on the weakness editing task (§4.3).
WR denotes specificity win-rate: % of cases in which
a human judge deemed the model-revised weakness
more specific in its feedback than the original human
one. R=ROUGE-1 F1 w.r.t. the original weakness.
BS=BERTScore F1. Results are based on a single run.

more concrete feedback (Table 4, top)—an observa- 548

tion further reflected in the high rate of ties (47.8%). 549

Worse, we find that both models often strip out 550

helpful textual anchors, such as line numbers and 551

quotation marks (Table 4, middle, bottom), making 552

it more difficult to locate the disputed claim, and 553

thus making the revised weakness less specific. 554

5 Conclusion 555

This work has introduced CLAIMCHECK—a 556

benchmark of reviewer-identified weaknesses in 557

NeurIPS 2023 and 2024 submissions, richly an- 558

notated with descriptive labels by experts and 559

grounded in the claims that they dispute in the 560

reviewed papers. Further, we benchmark GPT-4o 561

on three novel tasks enabled by CLAIMCHECK— 562

Weakness Labeling and Editing (WLE), Claim As- 563

sociation (CA), and Claim Verification (CV)—all 564

aimed at assisting reviewers during the peer review 565

process. Across these tasks, we find that GPT-4o 566

struggles to provide specific, grounded reviews and 567

to identify the specific claims targeted by those 568

reviews. We release CLAIMCHECK to support fur- 569

ther research in this direction. 570

Limitations 571

CLAIMCHECK focuses on reviewer-identified 572

weaknesses that are plausible claim-related, mean- 573

ing that they take issue with a particular claim or 574

claim(s) a paper makes. While we believe this kind 575

of weakness is among the most valuable in the peer 576

review process, other kinds can be valuable as well. 577

For example, weaknesses that identify important 578

experiments or related work that were omitted can 579

provide valuable feedback. Weaknesses of this sort 580

are arguably even harder to identify than our claim- 581

related weaknesses, and we think that empowering 582

models to do this is an interesting direction for 583

future work. 584

Moreover, the CLAIMCHECK is limited in its 585

scale due to 1) the limited sources that satisfy all 586
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the criteria; and 2) the intrinsic challenges in an-587

notation even for expert-level annotators. And588

CLAIMCHECK is intended as purely as an evalua-589

tion benchmark for LLMs and LLM-based models590

for peer review and is likely not large enough for591

meaningful supervised fine-tuning.592

Ethics593

We do not believe this work raises any significant594

ethical concerns. In collecting CLAIMCHECK, we595

have complied with OpenReview licensing and596

terms of use. Further, since both the papers and the597

reviews in CLAIMCHECK are anonymized, there is598

little concern about leakage of personally identifi-599

able information (PII).600
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A Dataset Details853

A.1 Licensing and Terms of Use854

The papers and reviews included in CLAIMCHECK855

are all obtained from OpenReview and our use856

of them is consistent with the OpenReview terms857

of use: https://openreview.net/legal/terms.858

Upon paper acceptance, we will release CLAIM-859

CHECK under a [CC-BY 4.0] license, which is also860

consistent with these terms.861

A.2 Data Preprocessing862

We use GPT-4o-2024-08-06 with zero-shot863

prompting and temperature=1.0 for full-text ex-864

traction, text cleaning, caption extraction and topic865

classification. See Appendix D for the respective866

prompts.867

We filter reviews to contain at least one claim-868

related keywords from the list: (see Claim-related869

Keywords on the next page.)870

B Annotation Details871

B.1 Annotator Demographics872

A total of six annotators were involved in the anno-873

tation process. Five are Ph.D. students in AI/NLP874

and one is a full-time NLP research scientist–all875

fluent speakers of English. None of these individu-876

als received compensation beyond their recognition877

as co-authors of this work.878

B.2 Annotation Interface879

B.3 Further Annotation Details880

This section provides some additional details about881

the annotation process. Annotation instructions are882

included in the supplementary materials.883

Weakness Groundedness Labels Below are de-884

scriptions of each value on the ordinal grounded-885

ness labeling scale used during the WI annotation886

subtask.887

0. Not an actual scale value (DO NOT USE);888

included only for reference. This value is re-889

served for spans of text you aren’t even in-890

clined to highlight as potential claim-related891

weaknesses in the first place. This would892

include weaknesses that very clearly do not893

target a claim or result (e.g. those that call894

out poor style or unclear exposition) or other895

spans that don’t describe a weakness at all896

(e.g. spans that summarize related work or897

that pose a clarifying question).898

1. The weakness seems to be responding to some 899

claim or result in the paper (and thus is not a 900

0), but it’s unlikely (< 25% chance) you’d be 901

able to find actual claims in the paper that you 902

would consider at all targeted by this weak- 903

ness. This could be because the weakness 904

is highly subjective or because the reviewer 905

makes lots of inferences not grounded in the 906

paper’s contents. 907

2. Like (1), but you think it’s somewhat likelier 908

(25-50% chance) that you’d be able to find at 909

least some claim or result in the paper targeted 910

by this weakness. 911

3. The weakness makes reference to a claim that 912

is plausibly grounded in the paper, but that is 913

not an explicit quote or not an obvious para- 914

phrase. You would likely (50-75% chance) be 915

able to find a claim or claims targeted by this 916

weakness in the paper, but the actual claims 917

discussed in the weakness might reflect a mod- 918

est amount of interpretation on the part of the 919

reviewer, and, further, might be made on the 920

basis of figures, tables, or numerical results 921

rather than claims per se. 922

4. Like (3), but you are quite confident (> 75% 923

chance) that you would be able to find target 924

claims for this weakness in the paper. The 925

claims referenced in the weakness involve 926

minimal interpretation on the part of the re- 927

viewer and are very closely grounded either in 928

claims from the paper and/or in figures, tables, 929

or numerical results. 930

5. The weakness explicitly (partially) quotes or 931

otherwise makes explicit reference (e.g. via 932

paraphrase) to a specific claim—not figure, 933

table, or raw numerical result—that is almost 934

certainly made in the paper (assuming the re- 935

viewer is not a blatant liar). These spans may 936

start with (e.g.) “the paper claims that...” or 937

“the authors state that...”, or may refer to spe- 938

cific line numbers that contain the claim of 939

interest. 940

Weakness Objectivity Labels The objectivity 941

score is an ordinal score (1-5) for how objective the 942

criticism raised by a particular weakness is. Below 943

are the interpretations of scores 1, 3, and 5 as given 944

to annotators, where scores of 2 and 4 are to be 945

interpolated on the basis of these descriptions. 946
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Claim-related Keywords

["overclaim", "over-claim", "over claim", "claim", "claims", "claiming", "claimed", "supported",
"fully support", "fully supporting", "fully supportive", "supported", "support", "supporting", "sub-
stantiate", "substantiating", "substantiated", "convincing", "convince", "convincingly", "convinces",
"supportive", "unsubstantiated", "unsubstantiated", "unsupported", "unverified", "unverified", "un-
verifiable", "unverifiable",]

Figure 3: Annotation interface for the Weakness Identification (WI) subtask. Annotators select contiguous
spans from from the review text (top left), each describing a weakness raised by the reviewer. For each weakness,
annotators supply a Likert-scale judgment (top right) indicating the extent to which they believe the weakness
targets a specific claim made in the paper (bottom left). Annotators select as many weaknesses as they can find in
the review that plausibly target some claim. The paper in this example (and in Figures 4-6) is Jiang et al. (2023).
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Figure 4: Annotation interface showing part of the Claim Association (CA) subtasks. Given (1) the weaknesses
identified for a given review during the Weakness Identification (WI) subtask (Figure 3) and (2) a set of candidate
claims extracted by GPT-4o, annotators must determine which of these claims are targeted by each weakness (if
any). Although during the annotation we also ask annotators to provide type labels for each candidate target claim,
we find these labels do not provide necessary information for other annotation subtasks or for LLM reasoning and
decide to drop it from the final dataset/evaluation.

Figure 5: Annotation interface for the final part of the Claim Association (CA) subtask. After selecting a set of
tentative target claims for each weakness (Figure 4), annotators then finalize their selections by starring a (potentially
improper) subset of these claims (here, Claim 1). Additionally, they may manually add a target claim from the text
if it was not among the extracted candidate claims (bottom right).
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Figure 6: Annotation interface for the Weakness Labeling (WL) subtask. After finalizing the set of target claims
for a given weakness (Figure 5), annotators label these weaknesses by providing: (1) a subjectivity rating, indicating
how subjective the annotator believes the weakness to be; (2) an agreement rating, indicating the extent to which
the annotator agrees that the weakness is valid; and (3) a multi-label set of weakness types, indicating the kind of
weakness this is. Annotators may also leave further comments about the weakness in the text box at the bottom.

1. The claim-related weakness depends almost947

exclusively on subjective judgments about one948

or more aspects of the paper, such as how949

significant or exciting its contributions are, its950

novelty, likely impact, ethical implications,951

etc.952

3. The claim-related weakness depends on ob-953

jective observations or judgments but also in-954

cludes some subjective interpretations of, or955

opinions about, those observations and their956

implications.957

5. The claim-related weakness depends almost958

exclusively on objective observations (possi-959

bly in conjunction with valid commonsense,960

mathematical, logical, or statistical reasoning),961

with limited or no appeal to subjective inter-962

pretation of the paper’s claims or contribu-963

tions.964

Weakness Agreement Labels the agreement965

score is an ordinal score (1-5) for a weakness that966

represents the the extent to which an annotator967

agrees that the issue raised by the weakness is a968

problem for the paper. As with the objectivity la-969

bels, we provided annotators with descriptions for970

scores of 1, 3, and 5, with the interpretations of971

scores of 2 and 4 to be interpolated on the basis of 972

these descriptions. 973

1. The claim-related weakness makes no sense, 974

is ill-founded, or simply does not apply to any 975

claims made in the paper. 976

3. The claim-related weakness is somewhat con- 977

vincing and/or partially applicable to the tar- 978

get claims. 979

5. The claim-related weakness is fully convinc- 980

ing and directly applicable to the target claims. 981

The target claims would need to be heavily re- 982

vised or even jettisoned entirely in response 983

to the weakness. 984

Weakness Type Labels Below are the descrip- 985

tions of the multi-label weakness types as provided 986

to annotators. As with the claim types (see above), 987

our preliminary investigations revealed that a sub- 988

stantial fraction of weaknesses were adequately 989

characterized only by two or more of these la- 990

bels (e.g. weaknesses that call the novelty of some 991

method into question based on very similar pro- 992

posals in uncited related work). Thus, we were 993

similarly motivated to implement a multi-label typ- 994

ing scheme here. 995
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• Insufficient Evidence: The weakness argues996

that the paper provides insufficient evidence997

for some claim(s)—e.g. due to lack of sta-998

tistical significance testing, missing experi-999

ments, weak baselines, inappropriate choice1000

of datasets, etc.1001

• Contradictory Evidence: The weakness pro-1002

vides evidence that some claim(s) in the pa-1003

per are not only insufficiently supported but1004

are in fact false—e.g. due to numerical or1005

methodological errors or results in another1006

paper (see related work) that undermine the1007

paper’s claims of state-of-the-art performance.1008

• Novelty: The weakness claims that the paper1009

is not novel in one or more important respects.1010

• Clarity: The weakness highlights difficulties1011

in understanding the paper itself—possibly1012

due to poor writing or paper organization.1013

• Related Work: The weakness calls attention1014

to other work related to the paper that was1015

uncited or otherwise given inadequate consid-1016

eration or treatment.1017

• Other: The weakness identifies some issue1018

with the paper that does not clearly belong to1019

one of the other categories described above.1020

C Experimental Details1021

C.1 Model Details and Hyperparameters1022

We run all the experiments (WLE, CA, CV, and1023

reviewer-written weakness grounding for WIS1024

evaluation) with GPT-4o-2024-08-06 zero-shot1025

prompting. We use temperature=0.9 for CA and1026

temperature=0.3 for all the other experiments.1027

All the experiments are repeated 3 times with1028

seeds=[0,42,2025] and we report the average re-1029

sults across the three runs.1030

We provide the prompts for all the experiments1031

in Appendix D1032

D Prompts1033

Prompts used in data preprocessing and experi-1034

ments.1035
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Claim Extraction

You are an experienced AI and NLP researcher that is going to review a paper. Given the title,
abstract, and a chunk of text in the paper, your first task is to extract all the scientific claims the
authors make in this chunk. The claims should be a consecutive span of text from the sections
and consists of one or more sentences. Make sure to extract the exact original claims from the
text, without any paraphrasing. When extracting claims, focus on claims that are with respect to
the findings/contributions/results/relation with related work of the research, skip all other claims,
especially ignore any descriptions of the ideas, methods, and experiment setup. If the chunk
contains no claim satisfies the criteria, simply output an empty list. There might be some noisy
text in the chunk, such as ocr text from figures, references, due to the noise in parsing the paper
pdf.Ignore and only ignore the noisy text, extract the claims from the rest of the text. You can
determine if a part of the chunk is noisy by referring to the title and abstract. Output your results as
a JSON object with the following format: {Claims: [’Claim 1’, ’Claim 2’, ...]}, where the claims
are listed in the order they appear in the text.

Caption Extraction

Given an image of a table/figure/algorithm from a paper, your task is to extract the caption of the
image.The is caption usually located above or below the image, and starts with ’Table X:’, ’Figure
X:’, or ’Algorithm X:’, where X is the index of the image.Output your results as a JSON object
with the following format: {"Caption": "The caption of the image"}

Text Cleaning

You are an expert in AI/NLP. Given a paragraph extracted from an AI/NLP paper using OCR,
your task is to clean the text by removing OCR noises. Specifically, the paper are extracted from
NeurIPS2023/2024 anonymized submissions, so OCR will identify the line numbers and embed
them in the content text. Additionally, there might be text from tables/figures/captions that are
accidentally included in the main text due to OCR error. Your task is to clean these noise strings
from the text. Keep the substring such as ”’ that represents ”s’. And for all the numbers encoded
in brackets, e.g. [20] are in-line citation, only remove them if they are within the span that you
determine are wrong extraction from table/figure/captions. Use your knowledge to determine
which parts are noise and which parts are original text, based on fluency and coherence. Especially
when determining when mentioning tables/figures/captions is intended in the main content or are
OCR errors. Do not modify any of the original text, instead, copy them faithfully. Output the
cleaned text.Output your results as a JSON object with the following format: {’cleaned_text’: ’The
cleaned text’}

NLP Topic Classification

You are an experienced AI and NLP researcher that is going to serve as the program chair for a top
AI conference. Given a paper title and abstract, and list of keywords, you job is to determine if
the paper is broadly relevant to natural language processing (NLP) research. A paper is broadly
related to NLP if it’s any part of its topic/subject matter/methods/techniques/data and resource
use/evaluation is related to any subfield of NLP. Output your results as a JSON object with the
following format: {"NLP": "YES/NO"}, where YES indicates the paper is broadly related to NLP,
NO indicates the paper is not related to NLP. .
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Weakness Labeling and Editing (WLE)

You are an experienced AI and NLP researcher that is going to give meta reviews. You are provided
with:
1. The full text, as well as its tables, figures and algorithms as images with captions (if any) of the
main paper 2. (Optionally) The full text, as well as its tables, figures and algorithms as images
with captions of one or more related work 3. A review that comments on some weaknesses of the
paper. 4. A span of text extracted from the review that is potentially a **claim-related weakness**.
5. One or more claims from the paper that are **target claim(s)** of the claim-related weakness.
A claim-related weakness is a span of text in the provided review that specifically comments on
shortcomings of the paper, usually with reference to particular claims the paper makes. A claim is
said to be a target claim of a claim-related weakness if:
1. The weakness clearly disputes the truth or accuracy of that claim. 2. Making this determination
does not require appealing to any other claim(s).
Your tasks are to:
1. Give an ***objectivity score*** for the claim-related weakness. 2. Give an ***agreement
score*** for the claim-related weakness. 3. Assign one or more ***weakness type label(s)***
to the claim-related weakness. 4. If needed, rewrite the claim-related weakness to make it more
sound based on your understanding of (a) the paper and optionally related work, (b) the target
claim(s), and (c) the original claim-related weakness.
The objectivity score is an ordinal score (1-5) for the claim-related weakness that represents the
degree of objectivity involved in the judgments of the agreement annotation. The interpretations of
the values 1, 3, and 5 on this scale are as follows:
1: The claim-related weakness depends almost exclusively on subjective judgments about one or
more aspects of the paper, such as how significant or exciting its contributions are, its novelty,
likely impact, ethical implications, etc. 3: The claim-related weakness depends on objective obser-
vations or judgments but also includes some subjective interpretations of, or opinions about, those
observations and their implications. 5: The claim-related weakness depends almost exclusively on
objective observations (possibly in conjunction with valid commonsense,mathematical, logical, or
statistical reasoning), with limited or no appeal to subjective interpretation of the paper’s claims or
contributions.
A score of 2 should be based on an "interpolation" between the descriptions for 1 and 3 above and
a score of 4 should be based an "interpolation" between the descriptions for 3 and 5 above.
Next, the agreement score is an ordinal score (1-5) for the claim-related weakness that represents
the the extent to which you would agree with its content if you were the meta-reviewer for the
paper. The interpretations of the values, 1, 3, and 5 on this scale are as follows:
1: The claim-related weakness makes no sense, is ill-founded, or simply does not apply to
any claims made in the paper. 3: The claim-related weakness is somewhat convincing and/or
partially applicable to the target claims. The associated target claims would need to be qualified
or rephrased in response to the weakness. 5: The claim-related weakness is fully convincing and
directly applicable to the target claims. The target claims would need to be heavily revised or even
jettisoned entirely in response to the weakness.
As with the objectivity score, a score of 2 should be based on an "interpolation" between the
descriptions for 1 and 3 directly above and a score of 4 should be based an "interpolation" between
the descriptions for 3 and 5 directly above.
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Weakness Labeling and Editing (WLE) (Continued)

Finally, the weakness type labels characterize the kind of claim-related weakness we are dealing
with. Multiple labels may apply and you must select at least one. The labels are as follows:
- Insufficient Evidence (insufficient): The weakness argues that the paper provides insufficient
evidence for some claim(s)—e.g. due to lack of statistical significance testing, missing experiments,
weak baselines, inappropriate choice of datasets, etc. - Contradictory Evidence (contradictory): The
weakness provides evidence that some claim(s) in the paper are not only insufficiently supported
but are in fact false—e.g. due to numerical or methodological errors or results in another paper that
undermine the paper’s claims of state-of-the-art performance. - Novelty (novelty): The weakness
claims that the paper is not novel in one or more important respects. - Clarity (clarity): The
weakness highlights difficulties in understanding the paper itself—possibly due to poor writing
or paper organization. - (Missing) Related Work (related_work): The weakness calls attention to
other work related to the paper that was uncited or otherwise given inadequate consideration or
treatment. - Other (other): The weakness identifies some issue with the paper that does not clearly
belong to one of the other categories described above.
Your output must be a JSON object with the following format: {"Reasoning Objectivity": "Your
reasoning for the objectivity score", "Objectivity Score": "The objectivity score", "Reasoning
Agreement": "Your reasoning for the agreement score", "Agreement Score": "The agreement
score", "Reasoning Weakness Type": "Your reasoning for the weakness type label(s)", "Weakness
Types": {"insufficient": true/false, "contradictory": true/false, "novelty": true/false, "clarity":
true/false, "related_work": true/false, "other": true/false}}"Reasoning Rewritten Weakness": "Your
reasoning for if the claim-related weakness span needs to be rewritten and how", "Rewritten
Weakness": "The claim-related rewritten weakness span"}
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Claim Association (CA)

You are an experienced AI and NLP researcher that is going to write meta-reviews. You are
provided with:
1. The full paper text and a numbered list of claims that have been extracted from the paper. 2.
A review that comments on some weaknesses of the paper. 3. A span of text extracted from the
review that is potentially a **claim-related weakness**. A claim-related weakness is a span of
text in the above review that specifically comments on shortcomings of the paper, usually with
reference to particular claims the paper makes. 4. A weakness confidence score: An ordinal label
(1-5) indicating how likely you think it is that the claim-related weakness has at least one **target
claim** in the paper.
Your tasks is to : Select a subset of claims from the provided claim list that are **target claims**
of the claim-related weakness. A claim is said to be a target claim of a claim-related weakness if:
1. The weakness clearly disputes the truth or accuracy of the claim. 2. Making this determination
does not require appealing to any other claim(s).
Concerning point (2), a weakness, if true, can clearly have implications for the truth or accuracy
of multiple claims made by a paper. But for our purposes, we want to focus only on the claims
that are most immediately disputed, which is why we stipulate (2) above. We might therefore
distinguish ***direct target*** claims from ***indirect target*** claims—claims whose truth or
accuracy is affected by some weakness (if true), but only in virtue of other claims. We illustrate
this distinction with the example below.
Example 1: ———- Weakness 1: The paper’s claim that method X demonstrates superior
performance over all baselines is not convincing since the confidence intervals of X’s performances
largely overlap with many of the baselines’ confidence intervals. Claim 1: The results in Table 2
demonstrate the superior performance of proposed method X over all the existing baselines on
dataset A. Claim 2: Findings from Table 1, 2, and 3 showcase the effectiveness of the proposed
method X on task T.
Explanation: Here, Claim 1 is a direct target of Weakness 1, since Claim 1’s veracity is directly
disputed by Weakness 1, and one need not appeal to any other claims to see that this is so. In
contrast, Claim 2 is an indirect target of Weakness 1, since Weakness 1 undermines Claim 2, but
only by virtue of Claim 1. You should therefore annotate only Claim 1 as a (direct) target claim.
Another important distinction in target claim association annotation is the one between ***direct
target*** claims and merely ***relevant*** claims. You should ***NOT*** associate claims that
are merely relevant to some weakness. The following example illustrates this second distinction.
Example 2: ———- Weakness 2: While the paper claims the introduced module Y enhances the
robustness of model M under realistic types of noise, the only datasets that the paper experiments
on—i.e. B and C—are either synthetic or make heavily simplifying assumptions about the noise
distribution. More realistic datasets like D should also be considered. Claim 3: Experimental
results demonstrate the effectiveness of proposed module Y that renders model M more robust
against realistic noise. Claim 4: As shown in Figure 3 and 4, adding Y to M helps improve the
robustness of M under various kinds of noise presented in dataset B and C.
Explanation: Here, Claim 3 is clearly a direct target of Weakness 2. But Claim 4, although topically
relevant to Weakness 2, is not a direct target. Even though it refers to datasets B and C, which are
mentioned in Weakness 2, Claim 4 is not undermined by Weakness 2 and therefore should not be
associated with it.
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Claim Association (CA) (Continued)

For cases where a weakness quotes or mentions a particular claim (principally, weaknesses with a
label of 5), the target claim will generally be quite easy to identify. Beyond this, target claims can
be trickier to identify, but here are some general principles:
- Take your cue from what the weakness is about. If the weakness is about novelty, an appropriate
target claim really ought to be one that makes some assertion about, or else strongly implies,
novelty. Or if the weakness is about the superiority of a proposed method relative to existing
methods, you ought to be able to find a claim to that effect (or one that strongly implies that
superiority) in the paper—not just a table with results. This is a fairly basic point, but the moral is
that if the paper doesn’t actually make the claim imputed to it by the weakness, then that weakness
might just not have a target claim. Don’t go scrounging for target claims that aren’t there. -
Relatedly, if the weakness is very broad or vague (typically, these will have a label of 1 or 2), then
they probably don’t have a target claim either. - However, if you think the claim-related weakness
should have a target claim but you cannot find one in the list of claims, you may copy up to one
additional target claim from the paper text (called a **custom target claim**). You should always
use this option if a weakness quotes or mentions a claim in the paper that does not appear anywhere
in the list of candidate claims. - Additionally, even if the weakness does *not* explicitly quote
or mention a specific claim, you may still be able to find a target claim in the paper. You should
use a ***custom target claim*** in this situation as well—especially if the ordinal label score is
relatively high (3-5) for the weakness but you are struggling with finding a proper target claim in
the list of claims. You should select ***AT MOST 3*** target claims for the weakness, including
the custom claim (if you use one).
Your output must be a JSON object with the following format: {"Reasoning": "Your reasoning
about why the selected claim(s) are the target(s) of the weakness span, and their labels" "Target
claims extracted": ["Claim X: ...", "Claim Y: ..."] (the target claim extracted from the list of claims,
if any. Copy the original claim text and the claim number. Leave empty if no target claim is
identified.), "Custom target claim": "The custom target claim you extract (if you extract one)}",
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Claim Verification (CV)

You are an experienced AI and NLP researcher that is going to give meta reviews. You are provided
with:
1. The full text, as well as its tables, figures and algorithms as images with captions (if any) of the
main paper 2. (Optionally) The full text, as well as its tables, figures, and algorithms as images
with captions (if any) of one or more related work 3. One target claim from the paper.
Your task is to: Determine whether the target claim exhibits one or more of the following types of
weakness:
- Insufficient Evidence (insufficient): the paper provides insufficient evidence for the target claim,
e.g. due to lack of statistical significance tests, missing experiments, weak baselines, inappropriate
choice of datasets, etc. - Contradictory Evidence (contradictory): the target claim in the paper is
not only insufficiently supported but is in fact false, e.g. due to numerical or methodological errors
or results in another paper. - Novelty (novelty): novelty asserted in the target claim is not valid in
one or more important respects. - Clarity (clarity): the claim is difficult to understand, possibly due
to poor writing or paper organization. - Related Work (related_work): the claim fails to take into
account critical prior work related to the claim. - Other (other): there are some other weakness(es)
in the target claim that are not covered by any of the above categories.
The target claim definitely exhibits AT LEAST ONE of these types of weakness and may exhibit
multiple.You will then need to extract all relevant pieces of evidence from the paper (and related
work if any), which may include statements in the text, figures, tables, or algorithms. You must
assess ONLY the target claim. DO NOT try to asses any other claims in the paper for weaknesses.
This means that when you extract evidence, you must focus ONLY on pieces of evidence that are
relevant to the target claim. You must also label each piece of evidence you extract as follows:
- Label each piece of textual evidence as <text_0>, < text_1>, ..., based on their order of occurrence
in the paper. - Label each piece of figure/table/algorithm evidence as <figure_x>, <table_y>,
<algorithm_z> ..., where x, y and z are the indices of the figures/tables/algorithms as given in their
captions.
In your output, you must also explain your REASONING for the types of weakness you think the
target claim exhibits. When explaining your reasoning, you should explicitly cite relevant pieces
of evidence that you extracted. For example: ’Based on ... in <text_0> and ... in <figure_1> and ...
in <algorithm_3>, ... the target claim exhibits...’ Please output your results as a JSON object with
the following format:
{"Main Paper Evidence": {"Text Evidence": {"text_0": "The piece of evidence text", "text_1": "The
piece of evidence text", ...}, "Figure Evidence": ["figure_x", ..., ], "Table Evidence": ["table_y",
..., ], "Algorithm Evidence": ["algorithm_z", ..., ]}, "Related Work 1 Evidence": {same as
above, if provided and needed }"Related Work 2 Evidence": {same as above, if provided and
needed }"Reasoning": "Your reasoning about the weaknesses exhibited by the target claim,
specifically stating what part(s) of the target claim exhibit weakness(es) and why", "Weaknesses":
{"insufficient": true/false, "contradictory": true/false, "novelty": true/false, "clarity": true/false,
"related_work": true/false, "other": true/false}}
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Claim Verification (CV) Distill Reviewer-Written Claim-Related Weakness

You are an experienced AI and NLP researcher that is going to give meta reviews. You are provided
with:
1. The full text, as well as its tables, figures and algorithms as images with captions (if any) of the
main paper 2. (Optionally) The full text, as well as its tables, figures, and algorithms as images
with captions of one or more related work 3. A review that comments on some weaknesses of the
paper. 4. A span of text extracted from the review that is potentially a **claim-related weakness**.
5. The types for the claim-related weakness listed above, which might be one or more of the
following: - Insufficient Evidence (insufficient): The weakness argues that the paper provides
insufficient evidence for some claim(s)—e.g. due to lack of statistical significance testing, missing
experiments, weak baselines, inappropriate choice of datasets, etc. - Contradictory Evidence
(contradictory): The weakness provides evidence that some claim(s) in the paper are not only
insufficiently supported but are in fact false—e.g. due to numerical or methodological errors or
results in another paper that undermine the paper’s claims of state-of-the-art performance. - Novelty
(novelty): The weakness claims that the paper is not novel in one or more important respects. -
Clarity (clarity): The weakness highlights difficulties in understanding the paper itself—possibly
due to poor writing or paper organization. - (Missing) Related Work (related_work): The weakness
calls attention to other work related to the paper that was uncited or otherwise given inadequate
consideration or treatment. - Other (other): there are some other weakness(es) in the target claim
that are not covered by any of the above categories. 6. One claim from the paper that is the **target
claim** of the claim-related weakness.
A claim-related weakness is a span of text in the provided review that specifically comments on
shortcomings of the paper, usually with reference to particular claims the paper makes. A claim is
said to be a target claim of a claim-related weakness if:
1. The weakness clearly disputes the truth or accuracy of that claim. 2. Making this determination
does not require appealing to any other claim(s).
Your task is to:
Provide the underlying REASONING of the claim-related weakness and its type by grounding
it to pieces of evidence from the main and related work (if any), Specifically, explain your
REASONING for the types of weakness you think the target claim exhibits, based on the claim-
related weakness.based on your understanding of the main paper and optionally related work,
(b) the target claim, and (c) the original claim-related weakness and the types of weaknesses the
claim-related weakness exhibits. You will first need to extract all relevant pieces of evidence from
the paper (and related work if any), which may include statements in the text, figures, tables, or
algorithms. You must center your REASONING ONLY around the (target claim, claim-related
weakness) pair. DO NOT try to asses any other claims in the paper for weaknesses, or try to justify
any other parts of the review. This means that when you extract evidence, you must focus ONLY
on pieces of evidence that are relevant to the (target claim, claim-related weakness) pair. You can
and should elaborate more in your reasoning through grounding the claim-related weakness in
evidence, especially if the original claim-related weakness is too broad with detailed reasoning
omitted. In the meantime you must try your best to reflect the original meaning conveyed by the
claim-related weakness. But you must try not to directly quote or copy the claim-related weakness,
essentially, the REASONING should be a standalone justification of the claim-related weakness.

23



Claim Verification (CV) Distill Reviewer-Written Claim-Related Weakness (Continued)

You must also label each piece of evidence you extract as follows:
- Label each piece of textual evidence as <text_0>, < text_1>, ..., based on their order of occurrence
in the paper. - Label each piece of figure/table/algorithm evidence as <figure_x>, <table_y>,
<algorithm_z> ..., where x, y and z are the indices of the figures/tables/algorithms as given in their
captions.
When explaining your reasoning, you should explicitly cite relevant pieces of evidence that you
extracted. For example: ’Based on ... in <text_0> and ... in <figure_1>, ... the target claim
exhibits...’ Please output your results as a JSON object with the following format:
{"Main Paper Evidence": {"Text Evidence": {"text_0": "The piece of evidence text", "text_1": "The
piece of evidence text", ...}, "Figure Evidence": ["figure_x", ..., ], "Table Evidence": ["table_y", ...,
], }"Algorithm Evidence": ["algorithm_z", ..., ]}, "Related Work 1 Evidence": {same as above,
if provided and needed }"Related Work 2 Evidence": {same as above, if provided and needed
}"Reasoning": "Your reasoning about the weaknesses exhibited by the target claim based on
the claim-related weakness provided, specifically stating what part(s) of the target claim exhibit
weakness(es) and why",
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