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ABSTRACT

Chart question answering (CQA) requires multimodal large language models
(MLLMs) to integrate visual comprehension with logical reasoning, yet current
models struggle with accurate visual grounding and coherent reasoning chains.
While extrinsic chain-of-thought prompting and visual cues significantly improve
performance, current MLLMs lack intrinsic visually grounded reasoning capabil-
ities, leading to inaccurate perception and reasoning disconnected from visual ev-
idence. To address these limitations, we propose CURV, a curriculum learning
framework that develops intrinsic grounded visual reasoning capabilities by refor-
mulating CQA as multi-turn visual reasoning, where each step coordinates logical
reasoning with dynamic visual grounding through spatial attention concentration.
To assist model learning, we further introduce CCQA, a three-level curriculum
dataset with scalable synthetic generation across diverse chart types and reasoning
patterns. Our curriculum systematically progresses from basic single-operation
reasoning to complex multi-chart compositional tasks. Experiments demonstrate
that CURV achieves up to 10.79% accuracy improvements over baselines and
strong generalization to real-world benchmarks and out-of-domain multimodal
reasoning tasks , validating the effectiveness of internalizing visual reasoning with
dynamic grounding for enhanced chart understanding capabilities.

Figure 1: From Extrinsic Assistance to Intrinsic Grounded Visual Reasoning. Inspired by hu-
man ways of thinking, we internalize extrinsic CoT prompting and visual guidance to intrinsic
capabilities, enabling models to perform visual grounded reasoning through dynamically shifting
focuses across targeted image regions.

1 INTRODUCTION

How do humans tackle multimodal problems? Supported by cognitive theories (Baddeley et al.,
1974; Johnson-Laird, 1983; Barsalou, 2008; Grant & Spivey, 2003), humans decompose complex
tasks into stepwise reasoning chains, interleave each step with dynamic visual grounding, and com-
pose these grounded steps into a coherent solution (Fig. 1). Chain-of-thought (CoT) reasoning has
demonstrated its effectiveness in decomposing problems into step-wise inferences (Xu et al., 2024;
Zhang et al., 2025a). This ability becomes more critical in multimodal reasoning, where multimodal
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large language models (MLLMs) are expected to integrate visual and textual information (Fan et al.,
2025; Zhang et al., 2025b) while visual perception errors contribute to the majority of multimodal
reasoning failures (Wang et al., 2025c). Without external support such as explicit CoT prompting or
visual cues (Fig. 1), MLLMs struggle with grounded visual reasoning (Wang et al., 2025b;a).

This challenge is particularly evident in chart question answering (CQA), where models need to
faithfully interpret complex geometric structures, spatial relationships, and quantitative patterns to
derive correct answers. As a result, CQA requires models to accurately perceive visual details, per-
form step-by-step reasoning over interconnected components, and dynamically shift focus across
different chart regions (Chen et al., 2025). However, existing MLLMs exhibit several fundamen-
tal limitations in this setting (§2 & A): (1) Decomposition: They struggle to decompose complex
problems into coherent chains of reasoning, often producing inconsistent or logically flawed inter-
mediate steps (Fig. 11-12); (2) Interleaved Visual Reasoning: They show limitations in accurately
grounding individual reasoning steps in the visual input, such as misreading chart values or failing
to attend to the correct regions (Fig. 11); and (3) Composition: They exhibit difficulties in integrat-
ing visual grounding and logical reasoning across multiple steps into a coherent, interleaved chain,
leading to a disconnect between what is perceived, reasoned, and concluded (Fig. 12). Collectively,
these limitations lead to inaccurate perception and reasoning that is disconnected from the visual
evidence, ultimately causing errors even when the necessary information is present.

To address these limitations, we propose CURV, a curriculum learning framework that develops
intrinsic visually grounded reasoning capabilities in MLLMs. Our approach reformulates CQA as
multi-turn reasoning processes where each step explicitly coordinates logical reasoning with dy-
namic visual grounding. Instead of relying on extrinsic assistance, CURV enables models to
internalize the ability through dynamically focusing on relevant chart regions while maintaining
coherent reasoning chains across steps. This curriculum learning progresses from single-operation
reasoning to complex multi-operation compositions, allowing models to gradually develop both vi-
sual grounding accuracy and reasoning sophistication together. Our main contributions are:
• We propose CURV, a curriculum learning framework that develops intrinsic visual grounded

reasoning capabilities by guiding models to progressively coordinate visual attention with logical
reasoning, transitioning from basic single-operation tasks to complex nested reasoning (§3).

• We introduce a scalable synthetic CQA data generation method (§4) that systematically increases
task complexity via nested reasoning chains, enabling the efficient creation of curriculum data.

• We present the Curriculum Chart Question Answering (CCQA) (§4) that supports curriculum
learning across four different generation modes for comprehensive evaluation (§2 & 5).

• Our experiments demonstrate that CoT reasoning with visual grounding provides models with
step-by-step alignment between visual perception and logical reasoning, leading to notable per-
formance improvements across different chart types, task complexity, and domains (§6).

2 WHAT PROHIBITS MLLMS FROM CHART UNDERSTANDING SUCCESS?

2.1 PRELIMINARY ANALYSIS OF CQA FAILURES Table 1: CQA Preliminary. Prelimi-
nary results on GPT-4o using accuracy (%)
and relative improvements ∆acc (%). Error
analysis counts the number of cases.

Mode
Error Analysis (count)

Acc (%) ∆acc (%)

Vision Reasoning Answer

A – – 34 43.33 –

VA 0 18 5 61.67 ↑ 18.33

RA 17 6 5 53.33 ↑ 10.00

RVA 0 5 3 86.67 ↑ 43.33

What are the bottlenecks that hinder MLLMs from cor-
rectly answering queries about chart images?

We evaluate GPT-4o (OpenAI, 2024) on 60 CQA sam-
ples randomly selected from CharXiv (Wang et al., 2024)
with four modes: (1) Answer only (A): Model directly
generates the answer; (2) Vision + Answer (VA): Model
is provided with human-annotated visual information to
give the answer; (3) Reasoning + Answer (RA): Model
is prompted to first generate CoT reasoning, followed by the final answer; (4) Reasoning + Vi-
sion + Answer (RVA): Model is provided with the same visual information as in VA, prompted
to first generate CoT reasoning and then the final answer. Surprisingly (Table 1), GPT-4o achieves
significantly higher scores (↑ 10.00%) when prompted to generate reasoning without visual cues
(RA). Furthermore, combining perception with reasoning (RVA) leads to the highest performance
(↑ 43.33%). These reveal MLLMs’ lack of logical decomposition and visual reasoning capabilities.
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2.2 ENHANCING CHART REASONING THROUGH DYNAMIC VISUAL GROUNDING

Figure 2: Performance Across Reasoning
Depths and Modes. We evaluate CQA accuracy
(%) of Qwen2.5-VL-7B and GPT-4o on 1,800
randomly selected samples from CCQA (evenly
distributed across Di, 1 ≤ i ≤ 3).

How to improve MLLMs’ intrinsic visual rea-
soning capabilities?

Motivated by the effectiveness of extrinsic CoT
prompting and visual guidance (Tab. 1), we aim
to internalize these capabilities within MLLMs
(Fig. 1). To concretize this approach, we ex-
pand our preliminary exploration to visual rea-
soning with grounded focuses (Table 2) using
CCQA (§4) and two models: Qwen2.5-VL-
7B (Qwen, 2025) and GPT-4o (OpenAI, 2024).
Similarly, we examine model performance un-
der four modes using ground-truth reasoning
chains and visual grounding. Despite increased
curriculum difficulty (1 ≤ D ≤ 3), both
models achieve higher accuracy when equipped
with either reasoning or visual assistance, with
performance further heightened when both are combined. Consistently, extrinsic assistance en-
hances chart understanding through structured reasoning and visual grounding, motivating our core
hypothesis: MLLMs can internalize these capabilities through grounded visual reasoning (§3 & 4).

3 CURV: CHART REASONING WITH DYNAMIC VISUAL GROUNDING

3.1 PROBLEM FORMULATION

Figure 3: Error Distribution. Vi-
sualization of error analysis (§ 2).

Based on our preliminary analysis (§2 & A), we identify three
fundamental limitations of MLLMs (§1 & Fig. 3).

Problem Definition. Given a chart image I ∈ RH×W×C and
a question Q, the goal of CQA is to generate the answer A.
However, current MLLMs directly learn the mapping:

fθ : (I, Q) → A (1)

Not only does this direct mapping approach lack an intermedi-
ate reasoning structure that enables accurate visual perception
and robust visual understanding, but it also fails to effectively
and dynamically ground reasoning chains in visual space.

Our Approach. We propose to decompose this problem into a
multi-turn reasoning process with dynamic visual grounding.
Specifically, we reformulate the CQA task as:

fθ : (I, Q) → {(R1, B1), (R2, B2), . . . , (RT , BT )} → A (2)

where Rt represents the t-th reasoning step in natural language, Bt = (xt, yt, wt, ht) denotes bound-
ing boxes that grounds Rt in the visual space, T is the total number of reasoning steps to reach A,
and the sequence {(Rt, Bt)}Tt=1 forms a structured progressive visual reasoning chain.

3.2 MULTI-TURN REASONING WITH DYNAMIC VISUAL GROUNDING

We design a multi-turn visual reasoning framework ( CURV) that enables models to develop
intrinsic progressive reasoning capabilities with dynamic visual grounding, moving beyond extrinsic
assistance toward self-contained visual reasoning for enhanced CQA performance (Fig. 1).

Progressive Reasoning Generation. Each reasoning step Rt is conditioned on the chart image I,
the question Q, and the previous reasoning context:

(Rt, Bt) = fθ(I, Q, {(Rt′ , Bt′)}t−1
t′=1) (3)

3
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Figure 4: Method Overview. Proposing three visual grounding approaches (§ C), we implement
multi-turn visual reasoning to enhance perception and reasoning capabilities.

This approach develops the model’s intrinsic progressive visual reasoning capabilities, enabling it
to: (1) dynamically focus on relevant chart regions through bounding box prediction Bt, (2) gener-
ate structured reasoning that explicitly connects visual evidence to logical steps, and (3) maintain
reasoning coherence across multiple turns through contextual conditioning (§1).

Visual Grounding. We propose three visual grounding strategies, including applied, boxed, and
cropped, to dynamically support reasoning with shifting visual focuses (Fig. 4), thereby enhancing
the model’s visual reasoning capacity. Our implementation details are elaborated in §C.

Reasoning Depth. To formalize the reasoning complexity in chart question answering, we introduce
two distinct but complementary concepts that characterize the reasoning process:
• Number of Reasoning Steps (T ): The total number of CoT reasoning steps {Rt}Tt=1 a model

goes through to reach the final answer A. In multi-turn reasoning, each turn represents one step
Rt (t ∈ [1, T ]). Multiple reasoning steps may operate at the same logical complexity level (i.e.,
reasoning depth tier below) while contributing different pieces of information toward the solution.

• Tier of Reasoning Depth (D): The maximum number of nested logical functions required to
solve the task, corresponding to the deepest level of functional composition in the reasoning chain.
Formally, for a question requiring nested functions f1(f2(...(fD(x)))), the reasoning depth is D.
This metric captures the inherent logical complexity of the problem, independent of how many
intermediate steps a model uses to express the solution.

Curriculum Learning. Through gradually increased task difficulty along both reasoning and visual
dimensions, our curriculum consists of three levels (§B.2) across five fine-grained tiers (§B.3).

3.3 SUPERVISED FINETUNING WITH VISUAL GROUNDED LEARNING

Our training methodology employs supervised fine-tuning with a multi-objective learning frame-
work that combines reasoning generation, visual grounding, and mask-based spatial understanding.

Training Objective. The overall training loss combines multiple components, where LLM is the
standard language modeling loss and Lmask is our novel mask-based grounding loss with weight α:

L = (1− α)LLM + αLmask (4)

Language Modeling Loss. Reasoning generation follows standard auto-regressive training, where
rt,i represents the i-th token in the t-th reasoning step Rt, and r<t,i denotes all previous tokens:

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

Figure 5: Multi-Level Curriculum Construction. We construct CCQA through reasoning de-
composition, interleaving visual reasoning, and reasoning chain composition. Examples of applied
visual grounding is shown on the right. More examples can be found in § C.

LLM = −
T∑

t=1

|Rt|∑
i=1

log p(rt,i|I, Q, r<t,i, θ) (5)

Visual Grounding Loss. For spatial understanding, we introduce a mask-based grounding loss
(Eq. 6) that directly optimizes the model’s ability to ground reasoning steps in visual regions. Here,
LBCE and LDice are focal binary cross-entropy loss (Eq. 24) and Dice loss (Eq. 26) respectively, with
weights β and γ:

Lmask = βLBCE + γLDice (6)

4 CCQA: CURRICULUM CHART QUESTION ANSWERING

4.1 DATASET CONSTRUCTION PRINCIPLES

Supporting CURV (§3), we introduce Curriculum Chart Question Answering (CCQA), a sys-
tematically constructed curriculum learning dataset that progressively develops visual reasoning ca-
pabilities through structured difficulty levels. Our dataset construction follows three core principles:

Progressive Complexity. We implement three-level curriculum through systematic variation in
reasoning depth (D), chart complexity, and operation sophistication (Fig. 5).

Interleaved Visual Grounding. Each reasoning step Rt is paired with corresponding ground-truth
bounding boxes B∗

t and binary masks M∗
t , enabling direct alignment of visual grounding.

Template-Based Accuracy. We employ synthetic templates (§B.1) to ensure data accuracy and
systematic coverage of reasoning patterns, effectively supporting a stable progression in curriculum
learning. As shown in the example below, all chart-specific features are replaced by plotting data:

QUESTION: What is the < y axis title > of the < object singular >?

4.2 DATASET CONSTRUCTION

Figure 6: Distribution of Chart Types.

Chart Types. We leverage seven chart types to endow
our dataset with high visual diversity (Fig. 6 & Tab. 4):
bar, histogram, scatter, line, heatmap, pie, and radar.

Data Category. We define 30 domain categories (Tab. 4),
employing GPT-4o (OpenAI, 2024) to generate plotting
data for chart drawing (Fig. 19).

QA Types. Our curriculum templates (§B.2) cover vari-
ous operations (Tab. 5) on chart components to subplots.

Curriculum with Meta Learning. Our dataset construction implements a meta-learning paradigm
that maximizes visual reasoning generalization while minimizing visual overfitting (§B.4). With
only 30 unique charts for each chart type (i.e., 7 types × 30 categories = 210 base images), hundreds
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of diverse ‘query-reasoning-grounding-answer’ quadruplets are derived from each image through
systematic template instantiation (§B.2). Our approach aims to guide MLLMs to learn to reason
with accurate visual grounding, rather than memorizing specific visual appearances. Therefore, for
each base chart image Ij , multiple CQA instances {(Qk, {Dd, B

∗
d}Dd=1, Ak)}Kk=1 where K ≫ 1, are

generated to help the model develop robust visual reasoning capabilities transferable across diverse
chart appearances, data distributions, contexts and domains, as well as task complexities.

Generalize To Real-World Charts And Domains. Inspired by VDLM (Wang et al., 2025d) that
bridges the gap between low-level perception and high-level reasoning, we construct CCQA to un-
derline the significance of enhancing model’s understanding of basic visual components and spatial
features for accurate visual reasoning (§6.4). CURV finetuned on CCQA are also applicable
to real-world chart understanding and out-of-domain benchmarks (§5.2), validating not only the
effectiveness but also the adaptability and generalizability of our approach (§A.1 & B.4).

5 EXPERIMENTS

5.1 SETUP

Baseline. We use two close-source models, GPT-4o (OpenAI, 2024) and GPT-4.1-mini (OpenAI,
2025), and seven open-source MLLMs, Llama-3.2-Vision (AI, 2024), Gemma-3 (Google, 2024),
InternVL3 (OpenGVLab, 2025), and Qwen2.5-VL (Qwen, 2025) with different model sizes, as
comparison baselines.

Model. We employ five MLLMs as our base model finetuning for multi-turn chart reasoning with
visual grounding: Qwen2.5-VL (3B and 7B) and InternVL-3 (1B, 2B and 8B). Respectively, we
consider three variants of CURV (Tab. 2) through different grounding strategies (§C).

Data. We split CCQA into training and test sets. All models are evaluated on the test set unseen for
finetuned models. In particular, the base model is finetuned on levels 1-2 of CCQA (§4), where task
complexity is progressively increased. Same as baselines, finetuned models are evaluated on the test
sets of curriculum levels 1-3 to examine their in-domain performance as well as their robustness and
generalizability to more challenging tasks. Implementation details can be found in §F.1.

5.2 EVALUATION

Evaluation Data. We evaluate model on CCQA (§4) and chart and out-of-domain benchmarks:

• CCQA: Highlighting the significance of learning chart basics through increased task difficulty,
we evaluate models on the test sets of CCQA covering three increased curriculum levels, respec-
tively. CQA samples with labeled charts are randomly select to construct three-level test sets.

• Chart Benchmarks: Adapting to challenging chart understanding, we additionally evaluate on
four popular CQA benchmarks, including ChartMuseum (Tang et al., 2025), CharXiv (Wang et al.,
2024), ChartQA (Masry et al., 2022), and ChartQAPro (Masry et al., 2025).

• Out-of-Domain Benchmarks: Generalizing to different domains of multimodal reasoning, we
extend our evaluation to multi-discipline multimodal reasoning tasks, including MathVista (Lu
et al., 2023) and MMMU-Pro (Yue et al., 2025).

Evaluation Metrics. We evaluate different aspects of responses through complementary metrics
that take both textual outputs and visual grounding into consideration (§E):
(1) Answer: We define CQA accuracy as the mean answer accuracy across all testing CQA in-
stances. Specifically, we employ three accuracy metrics:
LLM As Judge (acc@LLM ): We employ GPT-4.1-mini (OpenAI, 2025) as the judge to evaluate
answer accuracy through True-or-False assessment (pass@1). More details are discussed in §E.1.
Rule As Judge (acc@range): To mitigate potential biases introduced by LLM-as-judge (Dorner
et al., 2024; Li et al., 2024a), we introduce a rule-based evaluation metric (Algorithm 1) that assesses
answer accuracy through systematic parsing and rule-based judgment. In particular, it incorporates
four range criteria that capture different levels of strictness (§E.1), including the absolute accuracy
(acc@0.0) and three progressively relaxed thresholds (acc@0.05, acc@0.1, acc@0.2).
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Table 2: Performance On CCQA. Performance of various models and baselines across different
curriculum levels using five accuracy evaluation metrics acc@X where X is LLM or ranges (§ 5.2).

Model Size Level 1 Level 2 Level 3

@LLM @0.0 @0.05 @0.1 @0.2 @LLM @0.0 @0.05 @0.1 @0.2 @LLM @0.0 @0.05 @0.1 @0.2

Close-Source MLLMs

GPT-4o - 57.64 54.07 62.00 65.36 70.50 34.04 33.75 44.93 50.54 57.96 22.14 22.29 30.25 34.04 39.14
GPT-4.1-mini - 70.86 67.43 76.29 78.79 79.93 37.61 36.54 47.18 52.93 60.86 26.14 25.46 33.11 37.79 42.32

Open-Source Baselines

Gemma-3 4B 38.21 28.64 32.79 37.00 41.29 18.07 12.86 18.82 23.64 28.29 11.43 9.64 13.14 15.54 18.96

Llama-3.2-V 11B 44.86 38.29 40.86 42.86 47.07 23.43 18.25 22.46 25.29 29.39 16.57 14.25 16.54 18.29 20.29

InternVL3
1B 20.54 16.38 20.53 24.40 29.68 8.51 7.44 12.61 15.37 20.65 6.76 5.87 8.31 10.09 10.99
2B 33.53 32.52 37.52 42.52 47.29 13.11 13.22 19.89 27.14 35.55 10.69 11.18 14.71 18.72 24.90
8B 46.79 44.29 52.14 57.71 63.00 25.75 25.57 35.36 41.64 50.79 17.84 17.48 24.57 28.93 34.68

Qwen2.5-VL 3B 45.25 43.52 51.54 56.25 61.54 22.75 22.86 31.14 37.21 45.36 16.18 16.00 21.89 25.82 31.71
7B 54.21 50.79 60.43 64.64 69.29 28.68 28.82 39.93 45.54 52.61 19.01 19.38 26.71 31.50 36.93

Ours

Applied
(InternVL3)

1B 25.79 21.36 25.29 31.43 37.86 10.57 9.25 12.89 17.18 22.21 7.11 7.36 9.25 11.00 12.93
2B 42.64 41.79 48.71 55.36 62.14 18.68 19.29 25.79 32.93 41.50 11.39 12.57 16.61 20.75 26.32
8B 58.86 54.64 66.29 69.14 71.79 34.47 33.90 49.67 56.47 63.91 18.87 19.84 27.99 31.97 37.41

Applied
(Qwen2.5-VL)

3B 54.21 51.21 59.50 65.00 68.50 25.86 27.14 39.18 47.25 55.18 16.86 17.32 23.93 28.61 33.11
7B 65.79 59.14 71.93 75.29 78.29 36.82 34.79 50.82 56.18 62.75 21.04 21.11 30.21 34.25 39.39

Boxed
(Qwen2.5-VL)

3B 58.07 51.79 61.00 65.71 69.86 25.96 25.32 37.75 45.89 53.86 16.92 16.82 22.89 27.21 33.29
7B 59.79 52.79 71.93 74.57 76.64 33.79 30.32 49.75 55.89 62.21 20.14 18.04 28.89 32.32 36.29

Cropped
(Qwen2.5-VL)

3B 49.71 46.79 54.86 60.07 65.21 20.68 21.11 32.61 40.36 50.82 15.00 18.89 20.96 24.71 30.25
7B 58.93 56.57 67.71 72.93 76.71 30.04 29.71 40.43 46.71 53.79 18.68 18.71 26.79 30.36 35.11

(2) Reasoning: For reasoning evaluation, we employ two complementary approaches:
Micro Evaluation (acc@mic): We evaluate reasoning steps using a combination of five micro
metrics: ROUGE-L (Eq. 17), BLEU (Eq. 18), METEOR (Eq. 20), BERTSCORE (Eq. 19), and
COSINE SIMILARITY (Eq. 21).
Macro Evaluation (acc@mac): We employ GPT-4.1-mini as the judge to implement macro eval-
uation by assigning ‘0-10’ quality scores to model reasoning chains based on three criteria (§E.2).

(3) Visual Grounding: For visual assessment, we leverage Intersection-over-Union (IoU) variants
CIOU (Eq. 22) and GIOU (Eq. 23), where GIOU (Rezatofighi et al., 2019) is generalized IoUs and
CIOU evaluates the cumulative intersection over the cumulative unions (Zheng et al., 2019).

6 RESULTS

6.1 MAIN RESULTS

Table 3: Performance on Chart and Out-of-Domain Benchmarks.
LLM-as-judge acc@LLM (§ 5.2) on chart understanding and out-
of-domain benchmarks.

Model Size Chart Benchmarks Out-of-Domain

ChartQA ChartQA-Pro CharXiv ChartMuseum MathVista MMMU-Pro

Baselines

InternVL3
1B 41.68 11.48 15.70 10.01 35.80 9.94
2B 66.96 20.84 24.30 15.02 55.90 16.36
8B 74.56 30.56 36.20 24.42 68.80 26.99

Qwen2.5-VL 3B 62.32 17.02 19.50 12.21 56.10 21.45
7B 72.48 29.77 32.50 21.62 64.60 28.21

Ours

Applied
(InternVL3)

1B 50.52 14.17 17.70 8.11 41.48 11.68
2B 68.24 22.41 26.10 13.71 58.52 17.24
8B 77.36 31.37 37.70 21.12 70.50 28.73

Applied
(Qwen2.5-VL)

3B 71.48 23.87 30.70 17.82 60.93 21.83
7B 74.36 31.72 33.80 23.02 66.81 29.61

Equipping MLLMs with
visual grounded reasoning,
our evaluation is based on
a variety of datasets and
domains (§5.2), extending
from our multi-level cur-
riculum datasets to chart
understanding benchmarks
and out-of-domain multi-
modal reasoning.

Performance On Levels 1-2 of CCQA. Comparing with baselines (Tab. 2), our finetuned mod-
els achieves consistently higher accuracy across all metrics (test set), spanning from LLM-based
evaluation to rule-based assessment (acc@ ± range). The highest performance is achieved by

CURV@Applied(Qwen2.5-VL-7B), showcasing up to 10.79% absolute gains in comparison to
its base model (Qwen2.5-VL-7B) on LLM-based judgment, and up to 6.50% accuracy improve-
ments on strict rule-based evaluation (acc@0.0). Compared to GPT-4O, it also presents 7.36% and
2.78% higher LLM-judged accuracy on levels 1 and 2, respectively, demonstrating the effectiveness
of CURV in endowing the model with enhanced visual reasoning abilities.

Performance On Complex Chart Understanding. Although trained solely on single-plot chart
understanding (1 ≤ D ≤ 3), finetuned models exhibit generalizabilities to multi-plot charts with
D ≥ 3. As shown in Tab. 2, CURV@Applied (Qwen2.5-VL-7B) achieves up to 3.50% accuracy
gain, and CURV@Applied (Qwen2.5-VL-3B) also shows 2.79% improvement across all metrics.
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Performance On Chart Benchmarks. Aiming for CURV to be not only adaptable across dif-
ferent task complexities but also generalizable to real-world chart comprehension, we extend our
evaluation to CQA benchmarks ( §5.2). Results in Tab. 3 highlight the strong generalizability of

CURV, with improvements of more than 1.30% across four chart benchmarks.

Generalizability To Out-of-Domain Multimodal Reasoning. As shown in Tab. 3, the performance
advantage of CURV remains consistent in out-of-domain multimodal reasoning across diverse
categories (Yue et al., 2025; Lu et al., 2023), attaining up to 4.83% accuracy improvements.

6.2 INVESTIGATION ON DIFFERENT VISUAL GROUNDING APPROACHES

Implementing three distinct visual grounding methods (§3 & §C), results in Tab. 2 unveils that visual
reasoning enhancement effects of boxed grounding stay less beneficial than explicitly highlighting
the regions of focus through applied masking, despite its simplicity and straightforwardness. On
the other hand, although restricted by the trade-off between zoom-in resolution and computation
overhead (§F.2), cropped grounding unveils its strengths in chart reasoning (Tab. 2), yielding up to
a ↑ 4.72% improvement in acc@LLM and a ↑ 5.78% improvement in acc@0.0 despite a sixteen-
fold reduction in resolution.

6.3 EFFECTS OF CURRICULUM LEVELS & CHART TYPES

Figure 7: Effects of Chart Types. We
compare ∆acc between Qwen2.5-VL-
7B and its applied versions trained on
seven chart types, respectively.

Effects of Chart Types. We compare the accuracy
improvements (∆acc) of CURV@Applied (Qwen2.5-
VL-7B) against its base model (Fig. 7). Bar charts con-
tribute the most for accuracy enhancement, followed by
line plots and heatmaps. Other types of charts also
demonstrate positive effects on CQA performance, with
radar charts contributing the least, possibly because they
are less commonly used.

Effects of Curriculum Levels. Fig. 8 illustrates the effects of different curriculum levels. Although
all three curriculum levels exhibit positive improvements on overall accuracy, levels 1+2 earns the
greatest benefit among all. Comparing among training on levels 1, 1+2, and 3, the notable im-
provements of levels 1 and 1+2 validate the significance of foundational learning in effective chart
understanding across varying difficulty levels (§6.4).

6.4 SIGNIFICANCE OF FOUNDATIONAL LEARNING

Figure 8: Foundational Learning In
Chart Understanding. We compare
Qwen2.5-VL-7B with its applied model
trained on curriculum levels 1, 1+2, and
1 + 2 + 3, respectively.

Fig. 8 reveals a critical finding that strongly validates
our curriculum learning design (§4). While training on
level 1 alone provides solid foundational performance
(↑10.79% on level 1), progressive training on levels 1+2
demonstrates the optimal learning accumulation, achiev-
ing the best overall performance across all difficulty lev-
els (↑ 11.58% on level 1, ↑ 8.14% on level 2, ↑ 2.03%
on level 3). However, extending training to include level
3 unfolds a concerning trade-off between robustness and
generalizablility: While notably improves complex rea-
soning performance (↑ 3.81% on level 3), it significantly degrades foundational reasoning abilities,
only higher than baseline by ↑ 5.93% and ↑ 0.03% on levels 1 and 2, respectively.

6.5 CHALLENGES IN MULTI-CHART UNDERSTANDING

Curriculum level 3 introduces notably increased complexity that challenges even advanced MLLMs
(Fig. 9). Compared to level 1 (20.21-70.86% accuracy range) and level 2 (8.51-37.61% accuracy
range), level 3 (≤ 26.14%) presents a substantial complexity gap. The transition from single-chart
reasoning in levels 1-2 to multi-chart scenarios in level 3 fundamentally amplifies both logical rea-
soning and visual comprehension demands, as models need to simultaneously process multiple vi-
sual contexts while maintaining coherent reasoning chains across disparate chart elements. The op-

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

erational breakdown further reveals that localization tasks pose significant challenges with accuracy
below 35% for most models. Moreover, relation interpretation that involve cross-chart reasoning
between subplots achieve even lower performance, highlighting the limitations in current MLLMs’
capacity for multi-plot cross-context visual reasoning.

Figure 9: Challenges In Multi-Chart
Understanding. Visualization of top-4
accuracy scores on curriculum level 3.

Taken together, these findings illuminate how multi-plot
chart understanding presents a qualitative leap in com-
plexity, instead of a smooth extension of earlier levels.
The steep drop in performance, combined with the com-
pounded challenges of localization and relational reason-
ing, suggests that effective progress in chart understand-
ing depends first on consolidating the foundational com-
petencies established in foundational single-chart scenar-
ios before advancing to multi-plot reasoning (§6.4).

7 RELATED WORK

Chain-of-Thought Reasoning. CoT reasoning has emerged as foundations for enhancing the in-
terpretability and performance of large language models (LLMs). Even prompting the LLMs to
do CoT reasoning before answering can lead to improved performance (Wei et al., 2022; Wang
et al., 2023). CoT reasoning is particularly beneficial for MLLMs in complex visual reasoning tasks
where attentions are interrelated to both visual and textual features (Zhang et al., 2024b; Shao et al.,
2024; Zhao et al., 2025; Qi et al., 2024). Recent work focuses on improving CoT reasoning abilities
through various approaches. (Zhang et al., 2024b) propose a two-fold approach that first distills
rationales from GPT-4o to enrich training data, then applies reinforcement learning to calibrate rea-
soning quality. Similarly, (Chen et al., 2024) introduce a two-stage training framework that employs
supervised finetuning on step-by-step reasoning samples, followed by LLM feedback incorporation
to produce highly consistent and grounded reasoning chains. The integration of visual manipula-
tions in reasoning processes also shows promising gains (Qi et al., 2024) by enabling MLLMs to
solve problems step-by-step.

Multimodal Chart Understanding. CQA represents a specialized domain that requires accurate
understanding of structured visual data representations and complex reasoning over visual and tex-
tual chart elements in addition to the language inputs. Recent datasets pay attention to real-world
chart complexity and diversity. In addition to ChartQA (Masry et al., 2022) involving visual and
logical reasoning over charts, ChartMuseum (Tang et al., 2025) is introduced with substantial per-
formance gaps between models and humans. Aligning to scientific research, CharXiv (Wang et al.,
2024) presents a comprehensive evaluation suite with more than 2,000 challenging charts extracted
from arXiv papers. Supported by chart benchmarks, SIMPLOT (Kim et al., 2024) proposes a two-
step method to extract elements necessary for chart reasoning. Paying more attention to visual
reasoing, the Graph-of-Thought (GoT) guided compositional reasoning model (Zhang et al., 2024a)
is introduced for multi-step reasoning through directed acyclic GoT. In addition to the work that ad-
vances CQA through chart component recognition (Zheng et al., 2024), (Li et al., 2024b) addresses
the reasoning challenges in CQA by leveraging LLMs to generate synthetic question-answer pairs.

8 CONCLUSION

We present CURV, a curriculum learning framework that develops intrinsic visual reasoning
capabilities through progressive multi-step visually grounded reasoning. To better support model
learning, we systematically construct CCQA with three progressive difficulty levels. Results
demonstrate that tightly interleaving reasoning with visual grounding throughout training enables
models to achieve consistent performance improvements across curriculum levels and generalize ef-
fectively to real-world chart understanding and out-of-domain multimodal reasoning. Our work
establishes a foundation for developing self-contained visual reasoning capabilities in MLLMs,
moving beyond extrinsic assistance toward intrinsic grounded visual reasoning. Building on our
model-level enhancement, for future work, we aim to explore agentic chart understanding to better
incorporate external knowledge, tools, and collaboration, to complement intrinsic visual reasoning
of individual MLLMs.
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USE OF LLMS

We used LLMs (e.g., ChatGPT) to assist with grammar correction. In a few cases, we also used
LLMs to improve the conciseness of overly long sentences.

REPRODUCIBILITY STATEMENT

We will make the complete source code and curriculum learning datasets public to ensure repro-
ducibility of our work. In this paper, we also elaborate our implementation details, hyperparameter
settings, and prompts for LLM-as-judge evaluation to assist the reproduction of our work.

ETHICS STATEMENT

In this work, we introduce a curriculum learning framework with the dataset CCQA constructed
through meta-learning supported CQA creation. Other evaluation benchmarks, including chart un-
derstanding and multimodal reasoning, are publicly available and do not contain personally iden-
tifiable information or sensitive content. Our methods are designed for research and educational
purposes, and we do not foresee direct misuse. With every step being effectively controlled, we
positively believe that our work does not violate any ethical standards.
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A PRELIMINARY EXPLORATION & VALIDATION

A.1 PRELIMINARY EXPLORATION ON MOTIVATIONS

Building on the cognitive perspectives that humans solve multimodal problems through decompo-
sition, interleaved visual reasoning, and composition (Fig. 1), we conduct preliminary studies to
examine where current MLLMs fall short (§2).

Concretely, we evaluate GPT-4o on 60 CharXiv samples, categorizing the root causes of CQA fail-
ures into three classes: reasoning errors (decomposition), perception errors (interleaved visual
reasoning), and integration errors (composition). As shown in Fig. 3, perception errors (28.33%)
emerge as the dominant reason of failures, reflecting the difficulty of accurately grounding reasoning
steps in fine-grained chart details. Beyond perception, models also exhibit weaknesses in decompo-
sition (10.00%), struggling to break down complex problems into coherent chains of reasoning. Ad-
ditionally, they also show deficiencies in composition (8.33%), failing to integrate grounded visual
evidence into a coherent, interleaved chain of thought. These findings reveal systematic shortcom-
ings in human-inspired reasoning stages, motivating our design of CURV that enhances MLLMs’
intrinsic visual grounded reasoning capabilities by simulating human cognitive process of decom-
posing, interleaving, and composing toward a solution.

Inspired by recent findings that models can effectively learn from low-level features (Wang et al.,
2025d), we concretize the notion of decomposition in two complementary forms: (1) visual de-
composition, where each chart is decomposed into low-level components (Fig. 10) to to guide
MLLMs’ attention toward fine-grained and informative details; and (2) reasoning decomposition,
where each chart understanding problem is decomposed into a structured chain of reasoning steps
to help MLLMs enhance their logical reasoning capacities. Building on these decompositions, we
incorporate interleaving insights into our design, enabling reasoning to be interleaved with dy-
namically shifting visual focuses. Accordingly, the composition process integrates all intermediate
learning in a coherent chain: from reasoning composition that consolidates step-wise reasoning into
a coherent logical chain, to visual composition that progressively aggregates low-level visual inter-
pretations into holistic chart comprehension.

Together, these elements form the foundation of our curriculum learning design (§3), which stan-
dardizes two dimensions of progression: (1) curriculum CQA reasoning difficulty, controlled by
increasing the number of nested functions; and (2) curriculum chart visual complexity, controlled
by increasing the number of low-level components, chart types, and chart subplots. We further sup-
port our design with meta-learning (§B.4) to endow MLLMs with adaptability and generalizability
in the face of varying chart types, context domains, and task complexity.

Figure 10: From Low-Level Chart Components To High Level Charts. We decompose all kinds
of charts into low-level components to endow MLLMs with both foundational chart understanding
abilities and adaptive generalizabilities to high-level complexities.

A.2 PRELIMINARY EXPLORATION ON CQA CHALLENGES

To investigate the underlying causes of failures in chart understanding, we employ five MLLMs,
including three close-source models (GPT-4.1-mini (OpenAI, 2025), GPT-4o (OpenAI, 2024),
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Gemini-2.5-Flask (DeepMind, 2025)) and two open-source models (Qwen2.5-VL-3B and Qwen2.5-
VL-7B (Qwen, 2025)) to identify the root causes of their failures. Specifically, we analyze their
CQA outputs case-by-case on different CQA benchmarks (§5.2), noticing several key patterns in
MLLMs’ CQA failures:

• Reasoning Accuracy & Consistency: While prompting MLLMs to do CoT reasoning can guide
them toward correct answers in some cases, we still observe notable visual reasoning failures.
For example, in Fig. 11, Qwen2.5-VL-3B misaligns line colors with their corresponding labels
at the beginning, which propagates this misperception through subsequent reasoning and results
in an incorrect answer. On the other hand, in Fig. 12, GPT-4o fails to excluded “Loki” despite
having correctly identified it in earlier steps, unveiling the inconsistency in its evolution of reason-
ing. Another form of reasoning inconsistency emerges in recursive self-correction, where it may
occur repeatedly throughout the model’s reasoning process, ultimately producing inconsistent or
divergent answers (e.g., Gemini-2.5-Flash in Fig. 12).

• Visual Grounding Accuracy: MLLMs exhibit significant challenges in precisely capture visual
details from the chart images. For example, in Fig. 11, GPT-4o inaccurately estimates the WH

value of the red “fi” point as approximately 0.105, while the true value is significantly less than
0.1, residing just above 0.0.

• Visual Reasoning Effectiveness: In complex reasoning tasks requiring the integration of multiple
visual regions and reasoning steps, MLLMs often struggle to effectively link visual attention with
logical reasoning. For instance (Fig. 12), although GPT-4o and GPT-4o-mini both perceive ac-
curately in their initial perception, they exhibit distinct failures in subsequent reasoning: GPT-4o
incorrectly includes “Roar” while GPT-4o-mini fails to incorporate “Loki”.

A.3 PRELIMINARY VALIDATION ON CCQA

In validating our proposed curriculum learning benchmark, CCQA (§4), we employ the same five
MLLMs as our preliminary exploration (§A.2), examining case studies on five fine-grained difficulty
tiers (§B.3) of the three curriculum levels (§B.2):

• Tier 1: Single-Plot Reasoning (D = 1). The example in Fig. 13 is a Statistics-Mean query
(Tab. 5) that MLLMs often fail to correctly answer. Among all three faiure cases, Qwen2.5-
VL-3B and GPT-4o-mini fail at accurately perceive the numbers from the chart image, while
Qwen2.5-VL-7B encounters calculation errors despite correct visual understanding.

• Tier 2: Single-Plot Reasoning (D = 2). The example in Fig. 14 defines a specific Subset
(Tab. 5) that poses significant obstacles for most MLLMs in arriving at the correct answer. Ex-
cept for Gemini-2.5-Flask, all other four models struggle to accurately identify the required chart
components.

• Tier 3: Single-Plot Reasoning (D ≥ 3). The example in Fig. 15 involves multiple operators
(Tab. 5) that unfolds notable challenges for most MLLMs in both visual reasoning and mathe-
matical calculation. Except for GPT-4o, all other four models struggle to accurately calculate the
mean, leading to wrong final answers.

• Tier 4: Multi-Plot Reasoning (Localization). The example in Fig. 16 involves both Localization
and Statistics-Sum (Tab. 5). All five models fail to correctly perceive the visual information,
resulting in wrong intermediate reasoning and incorrect final answer.

• Tier 5: Multi-Plot Reasoning (Relation). The example in Fig. 17 additionally pay attention to
the Relation (Tab. 5) of different subplots. Likewise, the incorrect visual reasoning eventually lead
to wrong final answers for all five models.

The diverging trends of failure cases (increase) and success cases (decrease) (Fig. 13-17) demon-
strate the effectiveness of our curriculum design for progressively increased complexity tiers, mean-
while highlighting the challenges that persist in chart understanding across all reasoning depths and
task complexity levels.
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What is the name of the line that is the furthest
away from its fi value from the W_H axis?

GPT-4o
First, locate the “fi” symbols on the graph. These are marked as “x”
with different colors corresponding to the lines. Here’s the observation:
- The green “fi” (x marker) point is around W_H ≈ 0.15, W_L ≈ 0.03
and it is on the green dotted line (λ_L = 0.13)
- The red “fi” point is at W_H ≈ 0.105, W_L ≈ 0.05 and it is on the
red dotted line (λ_L = 0.20)
- The blue “fi” point is at W_H ≈ 0.27, W_L ≈ 0.08 and it is on the
blue dotted line (λ_L = 0.30).

Now, to find the line which is the furthest away from its fi point:
1. Measure the distance from each "fi" point vertically to the W_H axis
for each line.
2. Check which one is further away from the W_H axis.

Considering the given data:
- Green line (λ_L = 0.13) fi point: W_H ≈ 0.15, W_L ≈ 0.03.
- Red line (λ_L = 0.20) fi point: W_H ≈ 0.105, W_L ≈ 0.05.
- Blue line (λ_L = 0.30) fi point: W_H ≈ 0.27, W_L ≈ 0.08.

From visual inspection:
- The blue fi point at W_H ≈ 0.27 is farther away from the W_H axis
than either of the other lines’ fi points.
- The red and green fi points are closer to the origin compared to the
blue fi point.
Hence, the graph shows that the blue line (λ_L = 0.30) is the furthest
away from its fi point from the W_H axis. 

GPT-4o-mini
To identify the line that is furthest away from the fi value along the
W_H axis, we first need to locate the fi value on the plot. 

The fi value is represented by a star marker (★) and corresponds to the
coordinates approximately at (0.1, 0.02).

Next, we analyze the lines representing different lambda (λ) values:
1. **λL = 0.13** (dashed line): has points that are closer to the fi
point.
2. **λL = 0.20** (dotted line): this line has some points that are
slightly further from the fi.
3. **λL = 0.30** (dashed-dotted line): shows points that are
significantly higher in W_L compared to the fi value.

Visually assessing the distances from the fi point for each line, it seems
that the line for **λL = 0.30** is the furthest away from the fi value
due to the combination of both its W_H and W_L coordinates.

Therefore, the final answer is:
The line corresponding to λL = 0.30 is the furthest away from fi.

Qwen2.5-VL-3B

1. **Identify the fi values:**
   - The fi value for the green dashed line is approximately 0.30.
   - The fi value for the red dotted line is approximately 0.20.
   - The fi value for the blue solid line is approximately 0.13.
2. **Determine the position of each line relative to its fi value:**
   - For the green dashed line (fi = 0.30), it is positioned at W_H
\\approx 0.4.
   - For the red dotted line (fi = 0.20), it is positioned at W_H
\\approx 0.25.
   - For the blue solid line (fi = 0.13), it is positioned at W_H
\\approx 0.1.
3. **Compare the distances from the fi value to the W_H axis:**
   - The distance for the green dashed line is \\(|0.4 - 0.30| =
0.10\\).
   - The distance for the red dotted line is \\(|0.25 - 0.20| =
0.05\\).
   - The distance for the blue solid line is \\(|0.1 - 0.13| = 0.03\\).
4. **Conclusion:** The green dashed line is the furthest away

Qwen2.5-VL-7B

To determine which line is the furthest away from its "fi" value on the
W_H axis, we need to follow these steps：
1. Identify the "fi" values on the plot.
2. Determine the distance of each line from its corresponding "fi" value
on the W_H axis.
From the legend, we can see that:
- The "fi" value corresponds to the red "X" marker.
Now, let's analyze the lines:
- The green dashed line (λ_L = 0.13) starts at approximately -0.2 on
the W_H axis.
- The blue dotted line (λ_L = 0.20) starts at approximately -0.1 on the
W_H axis.
- The blue dashed line (λ_L = 0.30) starts at approximately 0.0 on the
W_H axis.
The "fi" value for the "fi" marker is at approximately -0.05 on the W_H
axis.
Comparing the distances:
- Green dashed line: Approximately -0.2 - (-0.05) = -0.15
- Blue dotted line: Approximately -0.1 - (-0.05) = -0.05
- Blue dashed line: Approximately 0.0 - (-0.05) = 0.05
The green dashed line has the largest negative distance from its "fi"
value, indicating it is the furthest away.

Final answer: The green dashed line (λ_L = 0.13) is the furthest away
from its "fi" value on the W_H axis.

Gemini-2.5-Flash

CQA Benchmark - CharXiv

Understanding the Plot
The plot shows three different lines, each corresponding to a different value of
λL​ (0.13, 0.20, and 0.30). Each line is composed of several points, and four of
these points are labeled with different shapes representing specific values (ap,
sm, fi, and ni). We're interested in the fi value, which is marked by an 'x' .

The x-axis represents the WH​ values, and the y-axis represents the WL
values. The prompt asks which line is "furthest away from its fi value from the
WH​ axis." This phrasing is a bit ambiguous. It could mean either the furthest
vertical distance from the WH​ axis to the 'fi' point for each line, or the
furthest horizontal distance from a 'fi' point to the WH​ axis. However, the
WH​ axis is the horizontal axis, and the distance from a point to a line is the
perpendicular distance. So, the distance from a point to the WH​ axis is its WL​
value.

Analyzing the Data
For the λL​ = 0.13 line (green dashed line): The 'fi' point is at approximately
WH​≈ −0.2 and WL​≈ 0.025. The distance from the WH​ axis is about
0.025.
For the λL​ = 0.20 line (red dotted line): The 'fi' point is at approximately
WH​≈ 0.02 and WL​≈ 0.05. The distance from the WH​ axis is about 0.05.
For the λL​ = 0.30 line (blue dash-dotted line): The 'fi' point is at
approximately WH​≈ 0.12 and WL​≈ 0.07. The distance from the WH​ axis is
about 0.07.

Comparing the WL​ values for the 'fi' points, we see that 0.07 > 0.05 > 0.025.
Therefore, the 'fi' point for the λL​ = 0.30 line is the one furthest from the
WH​ axis. The line associated with this point is the one for λL​ = 0.30.

Figure 11: Examples of Preliminary Exploration on CharXiv. We conduct case study on CharXiv
samples by prompting the model to generate CoT reasoning and final answer. CoT reasoning prompt
is omitted in the input for clarify.
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Figure 12: Examples of Preliminary Exploration on CharXiv. We conduct case study on CharXiv
samples by prompting the model to generate CoT reasoning and final answer. CoT reasoning prompt
is omitted in the input for clarify.
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GPT-4o

To find the mean Average Annual Rainfall (in inches) for all the cities in the chart,
we can follow these steps:

1. Sum the rainfall amounts for all the cities.
2. Divide the sum by the number of cities.

The rainfall amounts for each city are as follows:
- New York: 78.5 inches
- Los Angeles: 65.2 inches
- Chicago: 89.3 inches
- Houston: 55.1 inches
- Phoenix: 92.4 inches
- Philadelphia: 70.6 inches
- San Antonio: 83.7 inches
- San Diego: 60.8 inches
- Dallas: 74.9 inches
- San Jose: 68.3 inches

Sum = 78.5 + 65.2 + 89.3 + 55.1 + 92.4 + 70.6 + 83.7 + 60.8 + 74.9 + 68.3
     = 738.8 inches

Number of cities = 10

Mean average annual rainfall = 738.8 / 10 = 73.88 inches

The mean Average Annual Rainfall for all the cities is 73.88 inches.

GPT-4o-mini
To calculate the mean Average Annual Rainfall for the cities shown in the chart, we first
need to gather all the rainfall amounts:
- New York: 68.3 inches
- Los Angeles: 65.2 inches
- Chicago: 89.3 inches
- Houston: 55.1 inches
- Phoenix: 92.4 inches
- Philadelphia: 70.6 inches
- San Antonio: 83.7 inches
- San Diego: 60.8 inches
- Dallas: 74.9 inches
- San Jose: 78.5 inches

Now, let's sum these values:
68.3 + 65.2 + 89.3 + 55.1 + 92.4 + 70.6 + 83.7 + 60.8 + 74.9 + 78.5 =  67.97

Next, we divide the total by the number of cities (10):
Mean = \frac{749.8}{10} = 74.98 

Finally, rounding to two decimal places, the mean Average Annual Rainfall is 74.98 inches.

For all the cities in this chart, what is their mean Average
Annual Rainfall (inches)? Please round to two decimal places.

CCQA - Curriculum 1: D=1

Qwen2.5-VL-3B

To calculate the mean average annual rainfall for all cities:

1. Sum up the rainfall amounts for all cities:
68.3 + 74.9 + 60.8 + 83.7 + 70.6 + 92.4 + 55.1 + 89.3 + 65.2 + 78.5 = 724.2 inches

2. Count the number of cities: There are 10 cities listed.

3. Divide the total rainfall by the number of cities:
724.2 / 10 = 72.42 inches

Therefore, the mean average annual rainfall for all cities is 72.42 inches.

To find the mean average annual rainfall for all the cities in the chart, we need to
follow these steps:

1. Identify the average annual rainfall for each city from the chart.
2. Sum up all the average annual rainfalls.
3. Divide the sum by the number of cities.

Let's list the average annual rainfall for each city:
- New York: 78.5 inches
- Los Angeles: 65.2 inches
- Chicago: 89.3 inches
- Houston: 55.1 inches
- Phoenix: 92.4 inches
- Philadelphia: 70.6 inches
- San Antonio: 83.7 inches
- San Diego: 60.8 inches
- Dallas: 74.9 inches
- San Jose: 68.3 inches

Now, let's sum these values:
78.5 + 65.2 + 89.3 + 55.1 + 92.4 + 70.6 + 83.7 + 60.8 + 74.9 + 68.3 = 750.0

Next, we divide the sum by the number of cities, which is 10:
\frac{750.0}{10} = 75.0

Therefore, the mean average annual rainfall for all the cities in the chart is: 75.00

Qwen2.5-VL-7B Gemini-2.5-Flash

Based on the chart provided, the average annual rainfall for each city is:

New York: 78.5 inches

Los Angeles: 65.2 inches

Chicago: 89.3 inches

Houston: 55.1 inches

Phoenix: 92.4 inches

Philadelphia: 70.6 inches

San Antonio: 83.7 inches

San Diego: 60.8 inches

Dallas: 74.9 inches

San Jose: 68.3 inches

To find the mean average annual rainfall, you need to sum the rainfall amounts for all the
cities and then divide by the total number of cities.

Step 1: Sum the average annual rainfall for all cities.
78.5 + 65.2 + 89.3 + 55.1 + 92.4 + 70.6 + 83.7 + 60.8 + 74.9 + 68.3 = 738.8 inches

Step 2: Count the total number of cities.
There are 10 cities listed on the chart.

Step 3: Divide the sum by the number of cities to find the mean.
Mean = 738.8 / 10 = 73.88 inches

Figure 13: Examples of Validation On Curriculum Level 1 (D = 1). We validate our CCQA on
Tier 1 (§ B.3), i.e., Curriculum Level 1 (D = 1), by prompting the model to generate CoT reasoning
and final answer. CoT reasoning prompt is omitted in the input for clarify.
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For the bars that have their Average Annual Rainfall
(inches) above the lowest while below the highest,
what is the sum of their Average Annual Rainfall
(inches)? Please round to two decimal places.

CCQA - Curriculum 2: D=2 GPT-4o (Curriculum 2 - D=2)

To determine the mean average annual rainfall (in inches) for the cities with their
values above the lowest and below the highest, we need to follow these steps:

1. Identify the cities with the highest and lowest average annual rainfall:
    - Highest: Phoenix with 92.4 inches
    - Lowest: Houston with 55.1 inches

2. List the cities with average annual rainfall above the lowest (55.1 inches) and
below the highest (92.4 inches):
    - Los Angeles: 65.2 inches
    - New York: 78.5 inches
    - San Jose: 68.3 inches
    - Dallas: 74.9 inches
    - San Antonio: 83.7 inches
    - San Diego: 60.8 inches
    - Philadelphia: 70.6 inches

3. Calculate the mean of these values:
    - Mean = (65.2 + 78.5 + 68.3 + 74.9 + 83.7 + 60.8 + 70.6) / 7
    - Mean = 502.0 / 7
    - Mean = 71.71 inches

Therefore, the mean average annual rainfall for the cities above the lowest
(Houston) and below the highest (Phoenix) is 71.71 inches.

GPT-4o-mini (Curriculum 2 - D=2)

To find the mean of the Average Annual Rainfall (inches) for the cities that have their
values above the lowest but below the highest, we can follow these steps:

1. Extract the Average Annual Rainfall Data:
   - New York: 78.5
   - Los Angeles: 65.2
   - Chicago: 89.3
   - Houston: 55.1
   - Phoenix: 92.4
   - Philadelphia: 70.6
   - San Antonio: 83.7
   - San Diego: 60.8
   - Dallas: 74.9
   - San Jose: 68.3

2. Identify the Lowest and Highest Values:
   - Lowest: 55.1 (Houston)
   - Highest: 92.4 (Phoenix)

3. Find the Cities with Average Annual Rainfall Above the Lowest and Below the Highest:
   - The valid values are:
     - New York: 78.5
     - Los Angeles: 65.2
     - Chicago: 89.3
     - Philadelphia: 70.6
     - San Antonio: 83.7
     - San Diego: 60.8
     - Dallas: 74.9
     - San Jose: 68.3

4. Calculate the Mean of These Values:
   Mean = (78.5 + 65.2 + 89.3 + ... + 68.3) / 8
     = 619.3 / 8
     = 77.41

5. Round to Two Decimal Places:
   Mean ≈ 77.41

Thus, the mean of the Average Annual Rainfall (inches) for the selected cities is 77.41.

To find the mean of the average annual rainfall for cities with values between the
lowest and highest, we need to:

1. Identify the range of values between the lowest and highest.
2. Sum up all the values within this range.
3. Divide the sum by the number of values.

Let's go through these steps:

Step 1: Identify the Range
The lowest value is 55.1 inches (Houston).
The highest value is 92.4 inches (Phoenix).

Step 2: Sum Up All Values Between the Lowest and Highest
We'll add up all the values from 55.1 to 92.4:
- Houston: 55.1
- Philadelphia: 70.6
- San Antonio: 83.7
- Chicago: 89.3
- Los Angeles: 65.2
Sum = 55.1 + 70.6 + 83.7 + 89.3 + 65.2 = 364.9 inches

Step 3: Divide by the Number of Values
There are 5 cities in this range.
Mean = Sum / Number of Values = 364.9 / 5 = 72.98 inches

Therefore, the mean of the average annual rainfall for cities with values between the
lowest and highest is 72.98 inches.

Qwen2.5-VL-3B (Curriculum 2 - D=2)

Qwen2.5-VL-7B (Curriculum 2 - D=2)

To find the mean of the Average Annual Rainfall (inches) for the bars that have their
values above the lowest (55.1 inches) but below the highest (92.4 inches), we need to
follow these steps:

1. Identify the cities whose average annual rainfall falls within this range.
2. Sum the average annual rainfall for these cities.
3. Count the number of cities in this range.
4. Calculate the mean by dividing the sum by the count.

Let's go through each step:

Step 1: Identify the cities
The cities with average annual rainfall between 55.1 and 92.4 inches are:
- Houston: 55.1 inches
- San Antonio: 83.7 inches
- Philadelphia: 70.6 inches
- Chicago: 89.3 inches

Step 2: Sum the average annual rainfall
Sum = 55.1 + 83.7 + 70.6 + 89.3 = 308.7 inches

Step 3: Count the number of cities
There are 4 cities in this range.

Step 4: Calculate the mean
Mean = Sum / Number of cities = 308.7 / 4 = 77.175

Rounding to two decimal places, the mean is 77.18 inches.

Final Answer: The mean of their Average Annual Rainfall (inches) is 77.18 inches.

Gemini-2.5-Flash (Curriculum 2 - D=2)

The average annual rainfall for the bars between the lowest and highest values on the
chart is 71.84 inches. 📊

Calculation Steps

Identify all rainfall values from the bar chart:

New York: 78.5
Los Angeles: 65.2
Chicago: 89.3
Houston: 55.1
Phoenix: 92.4
Philadelphia: 70.6
San Antonio: 83.7
San Diego: 60.8
Dallas: 74.9
San Jose: 68.3

Find the lowest and highest values:

The lowest value is Houston at 55.1 inches.
The highest value is Phoenix at 92.4 inches.

List the values between the lowest and highest:

San Diego: 60.8
Los Angeles: 65.2
San Jose: 68.3
Philadelphia: 70.6
Dallas: 74.9
New York: 78.5
San Antonio: 83.7
Chicago: 89.3

Calculate the mean:

Sum the values: 60.8 + 65.2 + 68.3 + 70.6 + 74.9 + 78.5 + 83.7 + 89.3 = 591.3
Divide the sum by the number of values (8): 591.3/8 = 73.9125

Round to two decimal places:

73.9125 rounded to two decimal places is 73.91.

Figure 14: Examples of Validation On Curriculum Level 2 (D ≥ 2). We validate our CCQA on
Tier 2 (§ B.3), i.e., Curriculum Level 2 (D ≥ 2), by prompting the model to generate CoT reasoning
and final answer. CoT reasoning prompt is omitted in the input for clarify.
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What is the lowest Average Annual Rainfall (inches)
among bars that have their Average Annual Rainfall
(inches) above the average Average Annual Rainfall
(inches) of all bars? Please round to two decimal places.

CCQA - Curriculum 2: D=3 GPT-4o (Curriculum 2 - D=3)

Step 1: Calculate the average rainfall of all cities:
The rainfall data for the cities are:
- San Jose: 68.3 inches
- Dallas: 74.9 inches
- San Diego: 60.8 inches
- San Antonio: 83.7 inches
- Philadelphia: 70.6 inches
- Phoenix: 92.4 inches
- Houston: 55.1 inches
- Chicago: 89.3 inches
- Los Angeles: 65.2 inches
- New York: 78.5 inches

Sum of all rainfall:
68.3 + 74.9 + 60.8 + 83.7 + 70.6 + 92.4 + 55.1 + 89.3 + 65.2 + 78.5 = 738.8 inches

Number of cities = 10

Average rainfall:
738.8 inches / 10 cities = 73.88 inches

Step 2: Identify cities with rainfall above the average of 73.88 inches:
Cities with rainfall above 73.88 inches:
- Dallas: 74.9 inches
- San Antonio: 83.7 inches
- Phoenix: 92.4 inches
- Chicago: 89.3 inches
- New York: 78.5 inches

Step 3: Find the lowest rainfall among the identified cities:
Rainfall values for above-average cities:
- Dallas: 74.9 inches
- San Antonio: 83.7 inches
- Phoenix: 92.4 inches
- Chicago: 89.3 inches
- New York: 78.5 inches

By comparing these values, the lowest rainfall among them is:
Dallas: 74.9 inches

Qwen2.5-VL-3B (Curriculum 2 - D=3)

To determine the lowest average annual rainfall among bars with an average above the
overall average, we need to follow these steps:

1. Calculate the overall average annual rainfall:
   - Sum up all the rainfall values: 68.3 + 74.9 + 60.8 + 83.7 + 70.6 + 92.4 + 55.1 +
89.3 + 65.2 + 78.5 = 749.2 inches
   - Divide by the number of cities (10): 749.2 / 10 = 74.92 inches

2. Identify the cities with an average above this value:
   - New York: 78.5 inches
   - Chicago: 89.3 inches
   - Los Angeles: 65.2 inches

3. Among these cities, find the one with the lowest rainfall:
   - New York: 78.5 inches
   - Chicago: 89.3 inches
   - Los Angeles: 65.2 inches

The city with the lowest average annual rainfall among those above the overall average
is Los Angeles, with 65.2 inches.

Gemini-2.5-Flash (Curriculum 2 - D=3)

Calculating the Average of All Bars
To find the average of all the bars, we sum all the values and divide by the number of
values (which is 10).

(78.5 + 65.2 + 89.3 + 55.1 + 92.4 + 70.6 + 83.7 + 60.8 + 74.9 + 68.3)/10
638.8/10 = 63.88
The average annual rainfall for all cities is 63.88 inches.

Identifying Bars Above the Average
Next, we identify all the cities that have an average annual rainfall greater than 63.88
inches:

New York: 78.5 inches
Los Angeles: 65.2 inches
Chicago: 89.3 inches
Phoenix: 92.4 inches
Philadelphia: 70.6 inches
San Antonio: 83.7 inches
Dallas: 74.9 inches
San Jose: 68.3 inches

Finding the Lowest Value Among Those Bars
Finally, from this new list of values, we find the lowest one.

The values are: 78.5, 65.2, 89.3, 92.4, 70.6, 83.7, 74.9, and 68.3.

The lowest value in this group is 70.6, which is the average annual rainfall for
Philadelphia.

GPT-4o-mini (Curriculum 2 - D=3)
1. Extract the Average Annual Rainfall data:
   - New York: 68.3
   - Los Angeles: 65.2
   - Chicago: 89.3
   - Houston: 55.1
   - Phoenix: 92.4
   - Philadelphia: 70.6
   - San Antonio: 83.7
   - San Diego: 60.8
   - Dallas: 80.0
   - San Jose: 78.5

2. Calculate the average Annual Rainfall of all bars:
   - Sum of all rainfall: \( 68.3 + 65.2 + 89.3 + 55.1 + 92.4 + 70.6 + 83.7 + 60.8 +
80.0 + 78.5 =  883.9 \)
   - Number of cities: 10
   - Average rainfall = \( \frac{883.9}{10} = 88.39 \)

3. Identify the values above the average (88.39):
   - Phoenix: 92.4
   - Chicago: 89.3
   - San Antonio: 83.7 (not above the average)
   - New York: 68.3 (not above the average)
   - Dallas: 80.0 (not above the average)
   - San Diego: 60.8 (not above the average)
   - Houston: 55.1 (not above the average)
   - Philadelphia: 70.6 (not above the average)
   - Los Angeles: 65.2 (not above the average)
   - San Jose: 78.5 (not above the average)

The cities with rainfall above the average are:
- Phoenix: 92.4
- Chicago: 89.3

4. Determine the lowest Average Annual Rainfall among those:
   - Lowest among Phoenix (92.4) and Chicago (89.3) is Chicago with 89.3.

5. Final Answer: 
   - The lowest Average Annual Rainfall among bars that have their Average Annual
Rainfall above the average is 89.30 inches.

Qwen2.5-VL-7B (Curriculum 2 - D=3)

To find the lowest Average Annual Rainfall (inches) among bars, we need to go through
the following steps:

Step 1: Calculate the average Average Annual Rainfall (inches)
First, we sum up the Average Annual Rainfall (inches) for all cities:
68.3 + 74.9 + 60.8 + 83.7 + 70.6 + 92.4 + 55.1 + 89.3 + 65.2 + 78.5 = 732.5

Next, we divide this sum by the number of cities (10):
\\[ \\text{Average} = \\frac{732.5}{10} = 73.25 \\]

Step 2: Identify cities with Average Annual Rainfall (inches) above the average
We compare each city's Average Annual Rainfall (inches) to 73.25 inches:
- New York: 78.5 (above)
- Los Angeles: 65.2 (below)
- Chicago: 89.3 (above)
- Houston: 55.1 (below)
- Phoenix: 92.4 (above)
- Philadelphia: 70.6 (above)
- San Antonio: 83.7 (above)
- San Diego: 60.8 (below)
- Dallas: 74.9 (above)
- San Jose: 68.3 (below)

The cities with Average Annual Rainfall (inches) above the average are:
- New York
- Chicago
- Phoenix
- Philadelphia
- San Antonio
- Dallas

Step 3: Find the lowest Average Annual Rainfall (inches) among those cities
From the list above, we identify the lowest value:
- New York: 78.5
- Chicago: 89.3
- Phoenix: 92.4
- Philadelphia: 70.6
- San Antonio: 83.7
- Dallas: 74.9

The lowest value among these is 70.6 inches.
Thus, the lowest Average Annual Rainfall (inches) among bars that have their Average
Annual Rainfall (inches) above the average is 70.6 inches.

Figure 15: Examples of Validation On Curriculum Level 2 (D ≥ 3). We validate our CCQA on
Tier 3 (§ B.3), i.e., Curriculum Level 2 (D ≥ 3), by prompting the model to generate CoT reasoning
and final answer. CoT reasoning prompt is omitted in the input for clarify.
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GPT-4o-mini

To compute the sum of Graduation Rates (%) for universities with a Student-to-
Teacher Ratio higher than 9 but lower than 18, we need to identify the universities
that meet these criteria based on the scatter chart data.

From the scatter chart, we can observe the following information:

1. **Student-to-Teacher Ratios** and **Graduation Rates (%)**:
   - **UC Berkeley**: Ratio ~ 12, Graduation Rate ~ 92
   - **Yale**: Ratio ~ 12, Graduation Rate ~ 88
   - **Stanford**: Ratio ~ 12, Graduation Rate ~ 94
   - **MIT**: Ratio ~ 14, Graduation Rate ~ 93
   - **UCLA**: Ratio ~ 10, Graduation Rate ~ 89
   - **Princeton**: Ratio ~ 12, Graduation Rate ~ 97
   - **Columbia**: Ratio ~ 16, Graduation Rate ~ 89
   - **Cambridge**: Ratio ~ 14, Graduation Rate ~ 87
   - **Oxford**: Ratio ~ 11, Graduation Rate ~ 75

2. Now, identify the universities fitting the criteria:
   - UC Berkeley (Graduation Rate: 92)
   - Yale (Graduation Rate: 88)
   - Stanford (Graduation Rate: 94)
   - MIT (Graduation Rate: 93)
   - UCLA (Graduation Rate: 89)
   - Princeton (Graduation Rate: 97)
   - Columbia (Graduation Rate: 89)
   - Cambridge (Graduation Rate: 87)
   - Oxford (Graduation Rate: 75)

3. Now, calculate the sum of these rates:
   - 92 + 88 + 94 + 93 + 89 + 97 + 89 + 87 + 75 = 814

4. Finally, round the sum to two decimal places, which remains 814.00.

Therefore, the sum of Graduation Rate (%) for all the universities with their
Student-to-Teacher Ratio higher than 9 but lower than 18 is 814.00.

According to the scatter chart, please compute the
sum of Graduation Rate (%) for all the universities
with their Student-to-Teacher Ratio higher than 9 but
lower than 18. Please round to two decimal places.

CCQA - Curriculum 3: Localization GPT-4o

To compute the sum of the Graduation Rates (%) for all the universities with a
Student-to-Teacher Ratio higher than 9 but lower than 18, we first identify the
relevant universities on the scatter chart in the provided image.

The universities with their corresponding Graduation Rates (%) and Student-to-
Teacher Ratios that fit this criterion are:
1. UC Berkeley: Graduation Rate of 96% and Student-to-Teacher Ratio of 10
2. Yale: Graduation Rate of 97% and Student-to-Teacher Ratio of 9.5
3. MIT: Graduation Rate of 94% and Student-to-Teacher Ratio of 12
4. Princeton: Graduation Rate of 91% and Student-to-Teacher Ratio of 12.5
5. Harvard: Graduation Rate of 94% and Student-to-Teacher Ratio of 13
6. UCLA: Graduation Rate of 90% and Student-to-Teacher Ratio of 15.5

These universities have a Student-to-Teacher Ratio that is higher than 9 but lower
than 18. We now sum their Graduation Rates:
UC Berkeley:     96%
Yale:            97%
MIT:             94%
Princeton:       91%
Harvard:         94%
UCLA:            90%

Sum = 96 + 97 + 94 + 91 + 94 + 90 = 562
So, the sum of the Graduation Rate (%) for all the selected universities is 562.00.

Qwen2.5-VL-3B

To solve this problem, we need to identify the universities with a Student-to-Teacher
Ratio between 9 and 18 (exclusive) from the scatter chart and then calculate the sum
of their graduation rates.

From the scatter chart:
- UC Berkeley: Student-to-Teacher Ratio = 10
- Yale: Student-to-Teacher Ratio = 12
- Stanford: Student-to-Teacher Ratio = 14
- MIT: Student-to-Teacher Ratio = 16

These are the universities with ratios between 9 and 18.

Now, let's find their graduation rates:
- UC Berkeley: 95%
- Yale: 93%
- Stanford: 92%
- MIT: 91%

Summing these graduation rates:
95% + 93% + 92% + 91% = 371%

Rounding to two decimal places:
371.00%

Therefore, the sum of the graduation rates for all the universities with their
Student-to-Teacher Ratio higher than 9 but lower than 18 is 371.00%.

Qwen2.5-VL-7B

To solve this problem, we need to identify the universities with their Student-to-Teacher Ratio
(STTR) between 9 and 18, and then sum their Graduation Rates.

Here are the universities and their corresponding STTR and Graduation Rates:
1. **UC Berkeley**: STTR = 10, Graduation Rate = 95.0%
2. **Yale**: STTR = 12, Graduation Rate = 93.0%
3. **Stanford**: STTR = 14, Graduation Rate = 96.0%
4. **MIT**: STTR = 15, Graduation Rate = 92.0%
5. **Harvard**: STTR = 16, Graduation Rate = 85.0%
6. **Princeton**: STTR = 12, Graduation Rate = 77.0%
7. **UCLA**: STTR = 13, Graduation Rate = 80.0%
8. **Columbia**: STTR = 17, Graduation Rate = 69.0%
9. **Cambridge**: STTR = 18, Graduation Rate = 68.0%

Next, we sum the graduation rates for these universities:
\\[\n95.0 + 93.0 + 96.0 + 92.0 + 85.0 + 77.0 + 80.0 + 69.0 + 68.0\n\\]

Calculating the sum:
\\[\n95.0 + 93.0 = 188.0\n\\]\n\\[\n188.0 + 96.0 = 284.0\n\\]
\\[\n284.0 + 92.0 = 376.0\n\\]\n\\[\n376.0 + 85.0 = 461.0\n\\]
\\[\n461.0 + 77.0 = 538.0\n\\]\n\\[\n538.0 + 80.0 = 618.0\n\\]
\\[\n618.0 + 69.0 = 687.0\n\\]\n\\[\n687.0 + 68.0 = 755.0\n\\]

The sum of the graduation rates is 755.0.

Gemini-2.5-Flash (Curriculum 3 - Localization)
1. Identify the Universities

The chart shows the relationship between Student-to-Teacher Ratio and Graduation Rate (%) for various
universities. The request specifies a Student-to-Teacher Ratio that is higher than 9 but lower than 18.

Universities Excluded:
Oxford: Its Student-to-Teacher Ratio is approximately 9, which is not "higher than 9".
Cambridge: Its Student-to-Teacher Ratio is approximately 18, which is not "lower than 18".

2. Extract the Data

Next, we extract the approximate Graduation Rate (%) for each of the included universities from the scatter plot:
UC Berkeley: approximately 95%
Yale: approximately 97%
Princeton: approximately 77%
Stanford: approximately 97%
MIT: approximately 96%
UCLA: approximately 79%
Harvard: approximately 97%
Columbia: approximately 70%

3. Calculate the Sum

Finally, we sum the graduation rates of all the included universities:

95 + 97 + 77 + 97 + 96 + 79 + 97 + 70 = 708

The total sum is 708%.

Figure 16: Examples of Validation On Curriculum Level 3 (D ≥ 3). We validate our CCQA on
Tier 4 (§ B.3), i.e., Curriculum Level 3 (D ≥ 3), by prompting the model to generate CoT reasoning
and final answer. CoT reasoning prompt is omitted in the input for clarify.
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GPT-4o

To find the total Showing Times for movies on Netflix with a runtime of 100 to 150
minutes, I'll follow these reasoning steps:

1. Identify Relevant Movies: From the graph titled "Movie Ratings vs Runtime," I will
determine the movies that fall within the specified runtime of 100 to 150 minutes.
  
2. Extract Showing Times: Next, I will refer to the "Movie Showing Times by Streaming
Platform (2020-2024)" graph to find the showing times for the identified movies that
are on Netflix.

3. Calculate the Total Showing Times: Finally, I will sum the showing times of these
movies to get the total showing time for Netflix.
Here’s the breakdown of the steps:
- Movies within 100 to 150 minutes:

- Interstellar: 169 minutes (excluded)
- The Dark Knight: 152 minutes (excluded)
- Inception: 148 minutes (included)
- Pulp Fiction: 154 minutes (excluded)
- Parasite: 132 minutes (included)
- Titanic: 195 minutes (excluded)
- The Shawshank Redemption: 142 minutes (included)
- Spirited Away: 124 minutes (included)
- The Grand Budapest Hotel: 100 minutes (excluded)
- The Matrix: 136 minutes (included)

- Showing Times for Included Movies on Netflix:
- Inception: 52 minutes
- Parasite: 43.0 minutes
- The Shawshank Redemption: 60 minutes
- Spirited Away: 50 minutes
- The Matrix: 61 minutes

- Now sum the showing times:
  52 + 43 + 60 + 50 + 61 = 266 minutes

The total Showing Times for movies on Netflix with a runtime of 100 to 150 minutes,
rounded to two decimal places, is:
Total Showing Time = 266.00

For movies with a runtime of more than 100 minutes
while less than 150 minutes, what are their total
Showing Times (2020-2024) on Netflix? Please first
give your reasoning steps, followed by the final answer
rounded to two decimal places.

CCQA - Curriculum 3: Relation
Step 1: From the Ratings vs Runtime scatter, the movies with runtime >=100 and <=150
minutes are:

The Grand Budapest Hotel — 100 min
The Matrix — 136 min
Spirited Away — 125 min
Parasite — 132 min
The Shawshank Redemption — 142 min

Step 2: From the Netflix (red) series in the showing-times plot, the corresponding Netflix
showing times are:

The Grand Budapest Hotel: 52.00
The Matrix: 42.00
Spirited Away: 61.00
Parasite: 43.00
The Shawshank Redemption: 35.00

Step 3: Sum them
52.00 + 42.00 + 61.00 + 43.00 + 35.00 = 233.00

GPT-4o-mini

To find the total Showing Times for movies with a runtime of >= 100 minutes and <=
150 minutes on Netflix:

1. Identify the movies that fall within this runtime range.
2. Sum up their showing times.

From the chart:
- Inception: 38.0
- The Grand Budapest Hotel: 32.0
- The Matrix: 38.0
- Spirited Away: 55.0
- Pulp Fiction: 59.0
- The Dark Knight: 52.0

Summing these values:
38.0 + 32.0 + 38.0 + 55.0 + 59.0 + 52.0 = 264.0

Therefore, the total Showing Times for movies with a runtime of >= 100 minutes and
<= 150 minutes on Netflix is 264.0

Qwen2.5-VL-3B

To find the total Showing Times for movies with a runtime of >= 100 minutes and <=
150 minutes on Netflix, we need to follow these steps:

1. Identify the movies that fall within the specified runtime range.
2. Sum the Showing Times for these movies on Netflix.

From the "Movie Showing Times by Streaming Platform" graph:
- The movies with a runtime between 100 and 150 minutes are:
  - Inception: 67.0
  - The Grand Budapest Hotel: 52.0
  - The Matrix: 38.0
  - Spirited Away: 42.0
  - Pulp Fiction: 41.0
  - The Dark Knight: 45.0
  - Titanic: 72.0
Now, sum these values:
67.0 + 52.0 + 38.0 + 42.0 + 41.0 + 45.0 + 72.0 = 359.0

The total Showing Times for these movies on Netflix is 359.0.
Final Answer: 359.00

Qwen2.5-VL-7B 1. Identify the relevant charts: The user's request requires data from two charts: the "Movie
Ratings vs Runtime" scatter plot to filter movies based on their runtime, and the "Movie Showing
Times by Streaming Platform (2020-2024)" line chart to find the Netflix showing times for
those movies.

2. Filter movies by runtime: Using the "Movie Ratings vs Runtime" chart, identify all movies with a
runtime (y-axis) greater than 100 minutes but less than 150 minutes. The movies that meet this
criteria are:

The Grand Budapest Hotel (~105 minutes)
The Matrix (~136 minutes)
Spirited Away (~125 minutes)
Parasite (~132 minutes)
The Shawshank Redemption (~142 minutes)
Inception (~148 minutes)

3. Retrieve Netflix showing times: From the "Movie Showing Times by Streaming Platform (2020-
2024)" chart, locate the Netflix data line (red line with triangles) for each of the filtered movies
and read their corresponding showing times (y-axis values).

The Grand Budapest Hotel: 44.0
The Matrix: 49.0
Spirited Away: 65.0
Parasite: 68.0
The Shawshank Redemption: 40.0
Inception: 52.0

4. Calculate the total showing time: Sum the Netflix showing times for all the identified movies.
Total = 44.0 + 49.0 + 65.0 + 68.0 + 40.0 + 52.0 = 318.0

Gemini-2.5-Flash

Figure 17: Examples of Validation On Curriculum Level 3 (D ≥ 3). We validate our CCQA on
Tier 5 (§ B.3), i.e., Curriculum Level 3 (D ≥ 3), by prompting the model to generate CoT reasoning
and final answer. CoT reasoning prompt is omitted in the input for clarify.

B DATASET CONSTRUCTION

Chart Metadata. Extending our introduction to CCQA (§4), we elaborate on the seven types of
charts, the domain categories of the source plotting data, and fundamental operators that support
multi-layer nested functions, as summarized in Tables 4-5.

Data Augmentation. To effectively support curriculum learning with meta-learning insights (§B.4),
we design a comprehensive set of chart-specific data augmentation strategies implemented through
chart rendering functions. These augmentations introduce controlled variability in both the struc-
tural layout and visual presentation of charts, thereby enhancing model generalization across diverse
chart types. Specifically, we consider the following transformations: (1) chart rotation at different
angles (e.g., 0°, 30°, 45°, 60°, 75°, 90°); (2) orientation adjustments between vertical and horizontal
layouts; (3) axis placement variations, such as shifting the x- and/or y-axis among left, right, top,
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and bottom; (4) color setting across chart elements; (5) legend positioning (top, bottom, center, left,
or right) and visibility; (6) label positions and visibili(ty such as axis labels, tick labels, and numeric
annotations); and other augmentation strategies tailored for specific types of charts (e.g., ‘explode’
settings for pie charts, marker styles for scatter plots, etc.) Collectively, these augmentation strate-
gies form a systematic approach for generating richly diverse chart appearances using a small set
of metadata, ensuring robustness and adaptability of models trained under meta-learning supported
curriculum learning.

Table 4: Metadata of Chart Plotting. We employ seven commonly used chart types across 30
different domain categories to construct the meta images for CCQA.

Category Description

Chart Types

Bar Histogram Scatter Line

Heatmap Pie Radar

Domain Categories

1. Media & Entertainment
2. Geography & Demography
3. Education & Academia
4. Business & Industry
5. Major & Course
6. Animal & Zoology
7. Plant & Botany
8. Biology & Chemistry
9. Food & Nutrition

10. Space & Astronomy
11. Sale & Merchandise
12. Market & Economy
13. Sports & Athletics
14. Computing & Technology
15. Health & Medicine
16. Energy & Environment
17. Travel & Expedition
18. Arts & Culture
19. Communication & Collaboration
20. Language & Linguistics
21. History & Archaeology
22. Weather & Climate
23. Transportation & Infrastructure
24. Psychology & Personality
25. Materials & Engineering
26. Philanthropy & Charity
27. Fashion & Apparel
28. Parenting & Child Development
29. Architecture & Urban Planning
30. Gaming & Recreation
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Table 5: Foundational Operators. Our CCQA incorporates 12 basic operators to query different
aspects of chart components, facilitating comprehensive understanding of each chart elements.

Operator Description

Read Read or estimate the value of chart component(s) that meet given
requirement(s)

Statistics -
Sum/Mean/Median

Calculate the sum/mean/median of a group of chart components that
meet given requirement(s)

Statistics - Count Count the number of chart components that meet given
requirement(s)

Extrema - Value -
Min/Max

Calculate the minimum/maximum value (which may be combined
with nested functions, e.g., the minimum mean value of two groups
of chart components) of chart components that meet given
requirement(s)

Extrema - Position Localize chart component(s) that meet given requirement(s), e.g., the
leftmost bar in the bar chart

Sort -
Ascending/Descending

Sort a group of chart components that meet given requirement(s)

Compare -
Value/Diff/Position

Compare the value/difference/position of two groups of chart
components based on the given requirement(s)

Filter Filter chart component(s) based on the given requirement(s)
Threshold Identify chart component(s) based on the given threshold condition(s)
Subset Identify the subset of chart component(s) that satisfy the specified

requirement(s)
Localization Localize specific chart components and/or subplots
Relation Understand relations between or among different chart components

and/or subplots

Figure 18: From Template To CQA Data. A template-based data generation example that illus-
trates how question and reasoning templates are converted to CQA data based on the chart data.

B.1 DATA STRUCTURE

Our CCQA (§4) encompass seven basic chart types, including bar chart, histogram, scatter plot,
line chart, heatmap, pie chart, and radar chart (Tab. 4). Only the chart plotting data (i.e., the value
and label of each chart component, along with the axis and image titles) are generated by GPT-4o
(see an example in Fig. 19). We construct the CQA data of each chart type and curriculum level
across 30 domain categories (Tab. 4). The number of samples for each chart type is influenced by
chart features (e.g., scatter plots depend on both X- and Y-axis features, whereas heatmaps depend
on cell values and labels), CQA types (Tab. 4, 5), and properties of the source plotting data (e.g., the
number of bars, scatter points, or cells; variations in label angles; etc.). To ensure high data quality,
we implement template-based CQA generation that guarantees not only the diversity of CQA tasks
but also the accuracy and reliability of intermediate reasoning, visual grounding, and final answers.
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Specifically, all question-answer pairs in CCQA, together with their corresponding reasoning steps
and dynamic visual grounding coordinates, are generated using human-defined templates and func-
tions (§4.1). An example is shown in Fig. 18 to illustrate the template-based CQA data generation
process.

GPT-4o Prompt For Plotting Data Generation

Can you help with heatmap chart plotting data generation for my heatmap plotting?

**Data Example**
This plotting data example below is an input data dictionary for the first domain category "1 - Media & Entertainment".
```python
HEATMAP_DICT = {
    "heatmap_data": [[80.5, 20.5, 55.5, 90.0, 60.0], [30.5, 75.0, 45.5, 60.0, 80.0], [90.0, 10.5, 80.0, 20.0, 70.5], [80.0, 60.5, 30.0,
90.0, 59.5], [77.5, 80.5, 66.5, 25.5, 95.5]],
    "heatmap_category": {"singular": "rating score", "plural": "rating scores"},
    "x_labels": ["Titanic", "Star Wars", "The Lord of the Rings", "Snow White and the Seven Dwarfs", "The Lion King"],
    "y_labels": ["2005", "2010", "2015", "2020", "2025"],
    "x_label": "Movies",
    "y_label": "Rating Year",
    "image_title": "Correlation Between Movie Ratings and Rating Year",
}
```

**Your Task**
For the second domain category "2 - Geography & Demography", can you help generate a new plotting data using the same
dictionary structure and data format?

**Important Requirements**
* Please generate the new plotting data specifically for the new domain category.
* Each data entry should be unique and should simulate real-world circumstances of the new domain category.
* Please be careful about `heatmap_category`, which will be used as how to generally call the heatmap cells. For example,
`sentence=f"these heatmap cells represent different {HEATMAP_DICT['heatmap_category']['plural']}"` will become "these
heatmap cells represent different *movie rating scores*".
* Please response in the following format:
```python
HEATMAP_DICT = <your new data dictionary>
```

HEATMAP_DICT = {
    "heatmap_data": [
        [70.5, 82.0, 65.0, 90.0, 75.0],
        [60.0, 55.0, 85.0, 80.0, 70.0],
        [55.0, 78.0, 88.0, 60.0, 65.0],
        [80.0, 68.0, 72.0, 85.0, 90.0],
        [95.0, 75.0, 60.0, 70.0, 80.0]
    ],
    "heatmap_category": {"singular": "urbanization index", "plural": "urbanization indices"},
    "x_labels": ["Tokyo", "New York", "Paris", "São Paulo", "Lagos"],
    "y_labels": ["1990", "2000", "2010", "2020", "2030"],
    "x_label": "Cities",
    "y_label": "Year",
    "image_title": "Urbanization Indices Over Time in Major Global Cities"
}

Figure 19: Example of Plotting Data Generation Prompt. We prompt GPT-4o to generate the
source plotting data, which will be used as the input for chart drawing functions. This example is
for the heatmap plotting data generation of the second domain category (Tab. 4).

B.2 MULTI-LEVEL CURRICULUM

Implementing curriculum learning to progressively increase reasoning difficulty across three distinct
levels (Fig. 5), each level targets at specific aspects of visual reasoning development (Tab. 5): read,
statistics, extrema, sorting, comparison, filtering, thresholding, subset constraints, localization, and
relation. The knowledge transfer between levels contributes to the increase of task complexity (§B).

LEVEL 1: Foundational Single-Operation Reasoning. LEVEL 1 establishes fundamental chart
understanding capabilities (reasoning depth: D1 = 1) with single-operation reasoning processes on
single-plot charts:

SINGLE(x) = f(x) (7)
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where f(·) represents basic operations such as direct value reading, simple arithmetic, and elemen-
tary comparisons within a single-plot chart. Hereby, the reasoning depth of a CQA data sample,
denoted as Dl, is defined as the number of nested operations for curriculum level l.

Accordingly, the template structure of LEVEL-1 CQA data follow the format:

TEMPLATE1 = {Q, {Rt, B
∗
t }

T1
t=1, A} (8)

where Q is the question, T1 ≥ 1 is the number of reasoning steps, Rt is the t-th reasoning step, B∗
t

is the corresponding ground-truth visual grounding with reasoning depth D1 = 1, and A is the final
answer.

LEVEL 2: Multi-Operation Reasoning. LEVEL 2 introduces compositional reasoning (reason-
ing depth: D2 > 1) through nested operations on single charts:

SINGLE(x) = F (f(x)) (9)

where F (·) represents composite operations applied to f(x), e.g., F (f(x)) = h(g(f(x))). This
level requires models to perform sequential reasoning and visual grounding where each step builds
upon previous computations. Consequently, LEVEL 2 templates extend to multi-step reasoning:

TEMPLATE2 = {Q, {Rt, B
∗
t }

T2
t=1, A} (10)

where T2 ≥ 2 is the number of reasoning steps, each reasoning step Rt progresses through nested
operations with reasoning depth D2 ≥ 2, and B∗

t is the corresponding ground-truth visual grounding
for the t-th step.

LEVEL 3: Complex Multi-Chart Reasoning LEVEL 3 represents the most challenging scenarios
that involve complex reasoning (D3 ≥ 2) across multiple subplots and chart types:

MULTI(x) = MULTI(SINGLEi(x)) (11)

where i conforms to 1 ≤ i ≤ n and 1 ≤ n ≤ subplot num. LEVEL 3 templates thereby incorporate
multi-step and cross-chart dependencies:

TEMPLATE3 = {Q, {Rt, B
∗
t , Ct}T3

t=1, A} (12)
where T3 ≥ 3 is the number of reasoning steps, each reasoning step Rt progresses through com-
plex nested operations with reasoning depth D3 ≥ 3, B∗

t is the corresponding ground-truth visual
grounding, and Ct indicates the chart index for the t-th reasoning step. Specifically, our multi-plot
reasoning incorporates both localization (n − 1) and relation (n > 1) operations across multiple
charts.

B.3 FINE-GRAINED CURRICULUM TIERS

We construct our three-level curriculum dataset (Fig. 5) based on reasoning depth and chart com-
plexity (§B.2). According to their fine-grained problem-solving difficulty, we categorize them into
five curriculum tiers:

• Tier 1: Curriculum Level 1 (D = 1). In Tier 1, all CQA data correspond to queries about single-
plot chart image input. Reasoning is limited to one depth level, i.e., single-function reasoning
(Eq. 7, D1 ≥ 1), to derive the final answer.

• Tier 2: Curriculum Level 2 (D = 2). In Tier 2, all CQA data correspond to queries about single-
plot chart image input. Reasoning requires two depth levels, i.e., constructed through two nested
functions (Eq. 9, D2 ≥ 2), to derive the final answer.

• Tier 3: Curriculum Level 2 (D ≥ 3). In Tier 3, all CQA data correspond to queries about single-
plot chart image input, with reasoning that involves three or more depth levels, i.e., constructed
through three or more nested functions (Eq. 9, D2 ≥ 3), to derive the final answer.

• Tier 4: Curriculum Level 3 - Localization (D ≥ 3). In Tier 4, all CQA data correspond
to queries about multi-plot chart image input, with reasoning that involves three or more depth
levels, i.e., constructed through three or more nested functions (Eq. 11, D3 ≥ 3), to derive the
final answer. While different from single-plot charts, multi-plot CQA tasks in Tier 4 involves the
precise localization of target subplot(s) that directly yield the answer.
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• Tier 5: Curriculum Level 3 - Relation (D ≥ 3). CQA tasks in Tier 5 are similar to the constitu-
tion of Tier 4, corresponding to queries about multi-plot charts with reasoning that involves three
or more depth levels, i.e., constructed through three or more nested functions (Eq. 11, D3 ≥ 3).
The key distinction is that, while Tier 4 emphasizes precise localization of target subplot(s), Tier
5 additionally demands the modeling of relations across the identified subplots.

B.4 META-LEARNING SUPPORTED CURRICULUM LEARNING

Our curriculum learning design (§3) is reinforced through meta-learning, which provides a princi-
pled way to structure both data and task complexity. Specifically, we leverage meta-learning through
the following aspects:

1. Domain diversity as meta-tasks. We construct CCQA using 30 domain categories (Tab. 4),
where each category contributes one source plotting data, and thus one chart image. This struc-
tured diversity provides a wide range of meta-tasks that expose MLLMs to domain-generalizable
visual reasoning.

2. Chart-type variability as meta-structures. We employ 7 fundamental chart types (Tab. 4) to
visualize the 30 domain datasets. Multiplying 30 plotting datasets by 7 chart types yields 210
unique chart-structure metadata, based on which the entire dataset is systematically constructed.
This ensures that each domain is represented across diverse chart structures, promoting cross-task
adaptation.

3. Operator set as meta-functions. To support multi-layer nested reasoning, we define 12 fun-
damental operators (Tab. 5). These operators serve as compositional primitives for constructing
multi-level CQA tasks. By progressively increasing the depth of nesting, we control CQA diffi-
culty level, thereby enabling MLLMs to gradually acquire higher-order reasoning capabilities.

4. Decomposition as learning scaffolds. Following decomposition insights (§A.1), we disentangle
each task into visual decomposition (low-level chart components) and reasoning decomposition
(singular operations across nested functions). This scaffolding allows MLLMs to incrementally
learn fine-grained visual perception and step-wise logical reasoning, supporting the high-level
composition of accurate chart understanding.

5. Meta-learning for transferability. Beyond dataset construction, our design leverages meta-
learning to encourage transferability across chart types, domains, and reasoning depths. By re-
peatedly exposing MLLMs to varied meta-tasks with systematically controlled complexity, we
enable them to acquire generalizable strategies rather than overfitting to particular chart types or
reasoning templates. Our meta-learning implementation strengthens the robustness of curriculum
learning by aligning it with principles of adaptation and generalization.

Together, these design principles ensure that our curriculum learning is not only systematic but
also meta-learnable, allowing MLLMs to progressively integrate visual and reasoning competencies
across tasks of increasing complexity.

C VISUAL GROUNDING STRATEGIES

We propose three visual grounding strategies — applied, boxed, and cropped (Fig. 4, Tab. 6) — to
enable dynamic visual focus navigation throughout the evolution of multi-turn reasoning. All three
strategies follow the same RVA process where the model generates reasoning steps accompanied by
grounded bounding box coordinates, while the “dynamic” nature refers to how the visual focus adap-
tively changes as the train of thoughts progresses. Each strategy implements a distinct grounding
mechanism for directing the model’s visual attention to corresponding image regions of focus while
maintaining coherent reasoning flow. On the other hand, these strategies also represent different
trade-offs between visual clarity, computational efficiency, and reasoning precision (Tab. 6).
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Table 6: Comparative Analysis of Visual Grounding Strategies. We evaluate each grounding
strategy across seven key dimensions that are significant for effective visual reasoning. ✓ indicates
the strategy possesses the advantage, while ✗ indicates limitation. Boxed grounding achieves the best
overall balance, applied grounding provides clear interpretability and highlighting with moderate
trade-offs, and cropped grounding maximizes precision at the cost of computational efficiency and
understanding straightforwardness.

Method Low Computation High Precision Full Context No Occlusion Multi-Region Easy Integration Easy Comprehension

applied ✓ ✗ ✓ ✗ ✓ ✓ ✓

boxed ✓ ✗ ✓ ✓ ✓ ✓ ✓

cropped ✗ ✓ ✓ ✓ ✓ ✗ ✗

Applied Visual Grounding

What is lowest Annual CO₂ Emissions (Million Metric Tons) 

among bars with their Annual CO₂ Emissions (Million Metric 

Tons) higher than 410 but lower than 1200?

<think>First, I need to find all the bars with 
their Annual CO₂ Emissions (Million Metric Tons) 
higher than 410 but lower than 1200.</think>
<|box_start|>[[2180, 334, 2522, 656], [60, 344, 

1766, 500], [2614, 391, 2783, 461], [60, 539, 
1093, 695], [2614, 587, 2767, 657], [2180, 711, 
2490, 907], [60, 735, 1154, 891], [2614, 782, 

2809, 852], [60, 1125, 1031, 1282], [2614, 1173, 
2731, 1243], [60, 1321, 1827, 1477], [2614, 1369, 
2841, 1439], [60, 1516, 1256, 1673], [2614, 1564, 

2766, 1634], [60, 1712, 1521, 1868], [2614, 1760, 
2752, 1830], [60, 1907, 1977, 2064], [1979, 1951, 

2092, 2021], [2614, 1955, 2735, 2025]]<|box_end|>

<think>Second, I need to compare their Annual CO₂
 
Emissions (Million Metric Tons) to find the one
 
with the lowest Annual CO₂ Emissions (Million 

Metric Tons).</think><|box_start|>[[2180, 586, 

2412, 656], [60, 1125, 1031, 1282], [2614, 1173,

 
2731, 1243]]<|box_end|>

<answer>430</answer>

Figure 20: Example of Applied Visual Grounding. The applied visual grounding method directly
accentuates the regions of focus through semi-transparent yellow highlighting overlays.
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C.1 APPLIED: GROUNDING THROUGH DYNAMIC VISUAL FOCUS HIGHLIGHTING

Method. The applied grounding strategy directly underlines the predicted regions of focus through
semi-transparent yellow highlighting overlays. As the reasoning progresses, the yellow highlight-
ing adaptively shifts to emphasize different visually focused regions mirroring each reasoning step,
while preserving full visual context.

Specifically, our applied grounding strategy implements visual grounding through semi-transparent
highlighting overlays that mask visual focuses:

I ′vis,t = Iorig ⊙ (1− κ ·Mfocus,t) + κ ·Hyellow ⊙Mfocus,t (13)

where Iorig is the original input image, Mfocus,t is the binary mask derived from the list of bounding
boxes {Bt,i}Nt

i=1 where each Bt,i = [xmin, ymin, xmax, ymax] and Nt is the number of bounding
boxes at reasoning step t, Hyellow is the highlight color (i.e., yellow), κ controls transparency, and
⊙ denotes element-wise multiplication.

Examples. Fig. 20 shows an example for multi-turn CoT reasoning with applied visual grounding.

C.2 BOXED: GROUNDING THROUGH DYNAMIC VISUAL BOX GUIDES

Method. The boxed grounding strategy straightforwardly guides visual attention by adding red
rectangular borders to the focus regions. These red boxes dynamically relocate and resize along
with the evolution of the reasoning chain, emphasizing current regions of focus through explicit
visual boundaries.

Particularly, the border guides are generated by drawing rectangular outlines at the specified coordi-
nates:

I ′vis,t = BOX(Iorig, {Bt,i}Nt
i=1, Cred, τ) (14)

where Iorig is the original input image, {Bt,i}Nt
i=1 is the list of bounding boxes at reasoning step

t where each Bt,i = [xmin, ymin, xmax, ymax], BOX(·) draws colored rectangular border lines for
each specified regions of focus, Cred is the border line color (i.e., red), and τ is the thickness of
border lines.

Examples. Fig. 21 shows an example for multi-turn CoT reasoning with boxed visual grounding.

C.3 CROPPED: GROUNDING THROUGH DYNAMIC VISUAL FOCUS ZOOMING

Method. The cropped grounding strategy localizes corresponding regions of focus by zooming
in, extracting and presenting the focused sub-regions as separate zoomed images alongside the full
chart. As reasoning evolves, different cropped regions are dynamically generated and presented,
enabling detailed examination of the specific components relevant to each reasoning step.

Therefore, the cropping operation extracts sub-regions using array indexing based on the bounding
box coordinates:

I ′vis,t = {Iorig, {CROP(Iorig, Bt,i)}Nt
i=1} (15)

where CROP(Iorig, Bt,i) = Iorig[ymin : ymax, xmin : xmax] (16)

Here, Iorig is the original chart image, {Bt,i}Nt
i=1 is the list of bounding boxes at reasoning step t, and

the model processes both the full context Iorig and multiple zoomed crops {CROP(Iorig, Bt,i)}Nt
i=1

simultaneously.

Examples. Fig. 22 shows an example for multi-turn CoT reasoning with cropped visual grounding.
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Boxed Visual Grounding

What is lowest Annual CO₂ Emissions (Million Metric Tons) 

among bars with their Annual CO₂ Emissions (Million Metric 

Tons) higher than 410 but lower than 1200?

<think>First, I need to find all the bars with 
their Annual CO₂ Emissions (Million Metric Tons) 
higher than 410 but lower than 1200.</think>
<|box_start|>[[2180, 334, 2522, 656], [60, 344, 

1766, 500], [2614, 391, 2783, 461], [60, 539, 
1093, 695], [2614, 587, 2767, 657], [2180, 711, 
2490, 907], [60, 735, 1154, 891], [2614, 782, 

2809, 852], [60, 1125, 1031, 1282], [2614, 1173, 
2731, 1243], [60, 1321, 1827, 1477], [2614, 1369, 
2841, 1439], [60, 1516, 1256, 1673], [2614, 1564, 

2766, 1634], [60, 1712, 1521, 1868], [2614, 1760, 
2752, 1830], [60, 1907, 1977, 2064], [1979, 1951, 

2092, 2021], [2614, 1955, 2735, 2025]]<|box_end|>

<think>Second, I need to compare their Annual CO₂
 
Emissions (Million Metric Tons) to find the one
 
with the lowest Annual CO₂ Emissions (Million 

Metric Tons).</think><|box_start|>[[2180, 586, 

2412, 656], [60, 1125, 1031, 1282], [2614, 1173,

 
2731, 1243]]<|box_end|>

<answer>430</answer>

Figure 21: Example of Boxed Visual Grounding. The boxed visual grounding method directly
accentuates the regions of focus through semi-transparent yellow highlighting overlays.
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Cropped Visual Grounding

What is lowest Annual CO₂ Emissions (Million Metric Tons) 

among bars with their Annual CO₂ Emissions (Million Metric 

Tons) higher than 410 but lower than 1200?

<think>First, I need to find all the bars with 
their Annual CO₂ Emissions (Million Metric Tons) 
higher than 410 but lower than 1200.</think>
<|box_start|>[[2180, 334, 2522, 656], [60, 344, 

1766, 500], [2614, 391, 2783, 461], [60, 539, 
1093, 695], [2614, 587, 2767, 657], [2180, 711, 
2490, 907], [60, 735, 1154, 891], [2614, 782, 

2809, 852], [60, 1125, 1031, 1282], [2614, 1173, 
2731, 1243], [60, 1321, 1827, 1477], [2614, 1369, 
2841, 1439], [60, 1516, 1256, 1673], [2614, 1564, 

2766, 1634], [60, 1712, 1521, 1868], [2614, 1760, 
2752, 1830], [60, 1907, 1977, 2064], [1979, 1951, 

2092, 2021], [2614, 1955, 2735, 2025]]<|box_end|>

<think>Second, I need to compare their Annual CO₂
 
Emissions (Million Metric Tons) to find the one
 
with the lowest Annual CO₂ Emissions (Million 

Metric Tons).</think><|box_start|>[[2180, 586, 

2412, 656], [60, 1125, 1031, 1282], [2614, 1173,

 
2731, 1243]]<|box_end|>

<answer>430</answer>

Figure 22: Example of Cropped Visual Grounding. The cropped visual grounding method directly
accentuates the regions of focus through semi-transparent yellow highlighting overlays.

D GENERATION MODE

D.1 MODE A

Fig. 24 shows an example of generation mode A, where the model directly outputs the answer
without intermediate reasoning and visual grounding.

D.2 MODE VA

Fig. 23 shows an example of generation mode VA, through which the model first generates its inter-
mediate visual grounding via applied grounding method, followed by its final answer. For clarity,
the input instructions for VA generation are omitted in the figure. To save space, the user’s interme-
diate responses are shown as smaller images on the right of each model response, corresponding to
the model’s response on the left in each turn of the multi-turn interaction.
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D.3 MODE RA

Fig. 25 shows an example of generation mode RA, through which the model first generates its
intermediate CoT reasoning, followed by its final answer. The model is prompted to produce its
CoT reasoning and final answer in a single-turn manner. For clarity, the input instructions of CoT
reasoning and answering for RA mode are omitted in the figure.

D.4 MODE RVA

Fig. 26 shows an example of generation mode RVA, where the model first produces its intermedi-
ate reasoning with visual grounding, followed by its final answer. Similar to Fig. 23, for clarity, the
input instructions for RVA mode generation are omitted in the figure. To save space, the user’s inter-
mediate responses are shown as smaller images on the right of each model response, corresponding
to the model’s response on the left in each turn of the multi-turn RVA reasoning.

Mode VA

What is the highest Plant Height (Meters) among plants that have their Plant Height (Meters) above the average
Plant Height (Meters) of all plants?

<|box_start|>[[2541, 125, 2900, 288], [554, 578, 776, 705], [2719, 1122, 
2954, 1288], [1651, 1213, 1872, 1363], [1119, 1304, 1437, 1444], [765, 
1394, 1063, 1527], [2533, 1551, 2629, 2193], [2638, 1554, 2899, 2190],
[677, 1576, 877, 1706], [291, 1757, 475, 1876], [519, 1848, 719, 1974], 
[783, 2029, 1069, 2162]]<|box_end|>

<answer>16</answer>

<|box_start|>[[2541, 125, 2900, 288], [2719, 1122, 2954, 1288], [1651, 1213,
1872, 1363], [2533, 1803, 2629, 1941], [2638, 1806, 2899, 1938], [2534, 2054, 
2628, 2130], [2639, 2057, 2775, 2127]]<|box_end|>

<|box_start|>[[2719, 1122, 2954, 1288], [2534, 1803, 2628, 1879], [2639, 
1806, 2773, 1876]]<|box_end|>

<|box_start|>[[2541, 125, 2900, 288], [554, 578, 776, 705], [2719, 1122, 
2954, 1288], [1651, 1213, 1872, 1363], [1119, 1304, 1437, 1444], [765, 
1394, 1063, 1527], [2533, 1551, 2629, 2193], [2638, 1554, 2899, 2190],
[677, 1576, 877, 1706], [291, 1757, 475, 1876], [519, 1848, 719, 1974], 
[783, 2029, 1069, 2162]]<|box_end|>

Figure 23: Example of Generation Mode VA. A CQA example resolved through generation mode
VA.
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Mode A

What is the highest Plant Height (Meters) among plants that have their Plant Height (Meters) above
the average Plant Height (Meters) of all plants?

<answer>16</answer>

Figure 24: Example of Generation Mode A. A CQA example resolved through generation mode
A.

Mode RA

What is the highest Plant Height (Meters) among plants that have their Plant Height (Meters) above the average
Plant Height (Meters) of all plants?

<think>
First, I need to read the Plant Height (Meters) of each plant in this chart.
Second, I need to compute the average Plant Height (Meters) of all plants.
Third, I need to find all the plants whose Plant Height (Meters) is higher than 7.23.
Fourth, I need to identify the plant with the highest Plant Height (Meters) among these plants. 
</think>

<answer>16</answer>

Figure 25: Example of Generation Mode RA. A CQA example resolved through generation mode
RA.
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Mode RVA

What is the highest Plant Height (Meters) among plants that have their Plant Height (Meters) above the average
Plant Height (Meters) of all plants?

<think>First, I need to read the Plant Height (Meters) of each plant in this chart.</think>
<|box_start|>[[2541, 125, 2900, 288], [554, 578, 776, 705], [2719, 1122, 2954, 1288], [1651, 
1213, 1872, 1363], [1119, 1304, 1437, 1444], [765, 1394, 1063, 1527], [2533, 1551, 2629, 
2193], [2638, 1554, 2899, 2190], [677, 1576, 877, 1706], [291, 1757, 475, 1876], [519, 1848, 
719, 1974], [783, 2029, 1069, 2162]]<|box_end|>

<answer>16</answer>

<think>Third, I need to find all the plants whose Plant Height (Meters) is higher than 
7.23.</think><|box_start|>[[2541, 125, 2900, 288], [2719, 1122, 2954, 1288], [1651, 1213, 
1872, 1363], [2533, 1803, 2629, 1941], [2638, 1806, 2899, 1938], [2534, 2054, 2628, 2130], 
[2639, 2057, 2775, 2127]]<|box_end|>

<think>Fourth, I need to identify the plant with the highest Plant Height (Meters) among 
these plants.</think><|box_start|>[[2719, 1122, 2954, 1288], [2534, 1803, 2628, 1879], 
[2639, 1806, 2773, 1876]]<|box_end|>

<think>Second, I need to compute the average Plant Height (Meters) of all plants.</think>
<|box_start|>[[2541, 125, 2900, 288], [554, 578, 776, 705], [2719, 1122, 2954, 1288], [1651, 
1213, 1872, 1363], [1119, 1304, 1437, 1444], [765, 1394, 1063, 1527], [2533, 1551, 2629, 
2193], [2638, 1554, 2899, 2190], [677, 1576, 877, 1706], [291, 1757, 475, 1876], [519, 1848, 
719, 1974], [783, 2029, 1069, 2162]]<|box_end|>

Figure 26: Example of Generation Mode RVA. A CQA example resolved through generation
mode RVA.

E EVALUATION METRICS

To elaborate more details in §5.2, our evaluation incorporates multiple complementary metrics to
assess different aspects of model performance.

E.1 EVALUATION OF ANSWERS

In pursuit of accurate evaluation on multimodal datasets that contain both multi-choice and free-
form responses, we compute answer accuracy by comparing model outputs with their corresponding
ground-truth answers. Aiming for more comprehensive assessment, we employ two complementary
evaluation approaches: LLM-based judgment for semantic understanding and rule-based evaluation
for systematic accuracy measurement. The overall accuracy score for each dataset is calculated as
the mean accuracy across all test samples.
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LLM-Based Answer Evaluation. For LLM-based answer evaluation, we employ GPT-4.1-mini
as the judge, guided by the prompt shown in Fig. 27. Each model response undergoes LLM-as-
judge evaluation to extract the model answer content, ensuring consistent comparison with ground
truth. The judge performs a True-or-False assessment by evaluating whether the model response
semantically matches the ground truth, accounting for variations in phrasing and presentation while
maintaining semantic equivalence.

Rule-Based Answer Evaluation. To mitigate potential biases introduced by using LLMs as
judges (§5.2), we complement the LLM-as-judge approach with a systematic rule-based evalua-
tion (Algorithm 1). This rule-based method assesses answer accuracy through predefined parsing
and judgment rules, incorporating both strict and relaxed error tolerance through four range crite-
ria: absolute accuracy (acc@0.0) and three progressively relaxed thresholds (acc@0.05, acc@0.1,
acc@0.2).

Algorithm 1 Rule-Based Answer Evaluation with Tolerance Ranges
Require: Ground truth answer gt, predicted answer pred, choices C (optional), tolerance ranges R =
{0.0, 0.05, 0.1, 0.2}

Ensure: Accuracy scores acc@r for each r ∈ R
1: gt← CLEAN(gt), pred← CLEAN(pred)
2: answer type← DETECTTYPE(gt)
3: if gt = ∅ and pred = ∅ then
4: return acc@r = 1.0 for all r ∈ R
5: end if
6: if answer type = ”multi-choice” then
7: gt list← PARSECHOICES(gt, C)
8: pred list← PARSECHOICES(pred, C)
9: if gt list = pred list then

10: return acc@r = 1.0 for all r ∈ R
11: else
12: match rate← |gt list∩pred list|

|gt list|
13: for r ∈ R do
14: acc@r ← 1[match rate ≥ r]
15: end for
16: end if
17: else if answer type ∈ {int, float} then
18: gt num← EXTRACTNUMBER(gt)
19: pred num← EXTRACT(pred)
20: acc@0.0← EXTRACTNUMBER(pred num, gt num)
21: for r ∈ {0.05, 0.1, 0.2} do
22: lower ← gt num× (1− r)
23: upper ← gt num× (1 + r)
24: acc@r ← 1[lower ≤ pred num ≤ upper]
25: end for
26: else
27: exact match← GRADEANSWER(pred.lower(), gt.lower())
28: substring match← 1[|gt| > 5 and gt.lower() ∈ pred.lower()]
29: acc@r ← max(exact match, substring match) for all r ∈ R
30: end if
31: return acc@r for all r ∈ R

E.2 EVALUATION OF REASONING

To comprehensively evaluate model reasoning, we implement both micro- and macro-level assess-
ments (§5.2). Our micro-level evaluation relies on five metrics (Eq. 17 - 21), providing the semantic
similarity assessment of model reasoning. The final score (acc@mic) is the average across all five
metrics. At the macro level (acc@mac), we leverage GPT-4.1-mini as the judge, which rates the
quality of model reasoning on a 0 − 10 scale based on three criteria: (1) visual understanding and
grounding, (2) logical coherence and multimodal integration, and (3) alignment with ground-truth
reasoning. While micro-level evaluation focuses on fine-grained similarity between ground-truth
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and model reasoning, macro evaluation provides a holistic judgment of reasoning quality through
LLM-as-judge (Fig. 28).

LLM As Judge For Answer Evaluation

Given a Question, a Model Response, and its Ground-truth Answer, determine whether the Model's reponse is correct.
The Question can be either multi-choice or free-form, please treat them separately:

* 1. **Multi-Choice Question:**
The Model Response is correct only if it **exactly matches** the correct choice letter (e.g., "A", "B", "C", or "D") after
necessary normalization.
Follow these instructions carefully:
(1) If the Model Response is a number (e.g., "2", "3", etc.), map it to the corresponding option letter based on its order in the
Question (e.g., 1 → A, 2 → B, etc.).
(2) Ignore irrelevant text, explanations, or format differences. Extract the core predicted answer.
(3) Compare the final normalized response with the Ground-truth Answer letter.

* 2. **Free-Form Question:**
The Model Response is correct if it fully aligns with the meaning and key information of the Ground-truth Answer.
Respond with True if the Model Response is correct and False otherwise.

Question: {question}
Model Response: {model_answer}
Ground-truth Answer: {gt_answer}

Response Format:
* Analysis: First extract the model's answer, then explain the comparison. Please enclose your analysis in: <analysis>your
analysis here</analysis>
* Extracted Model Answer: Please ensure the format of the extracted answer is consistent with the format of the ground-truth
answer, but the content of the extracted answer should be exactly what the model responsed. Please enclose the extracted model
answer in: <model>extracted model answer</model>
* Judge: Return "True" only for exact matches, otherwise "False". Please enclose your True-or-False judge in <judge>True or
False</judge>

<analysis>...</analysis>
<model>...</model>
<judge>...</judge>

Figure 27: LLM-As-Judge For Answer Evaluation. We employ GPT-4.1-mini as the judge to
assess model answer accuracy using the prompt shown in this figure.

LLM As Judge For Reasoning Evaluation

You are an expert evaluator tasked with assessing the quality of reasoning chains in Chart Question Answering (CQA) tasks.
Given an Image, a Question, a Model's Reasoning, and the Ground-truth Reasoning, evaluate ONLY the Model's reasoning process, NOT the final answer.

**Evaluation Criteria:**
1. **Visual Understanding and Grounding (0-10)**: Does the reasoning demonstrate accurate perception and interpretation of visual elements in the image? Are visual observations correctly identified, described, and used as evidence? Check for:
   - Accurate identification of chart elements, components, labels, values, legends, and spatial relationships
   - Correct interpretation of visual context and relevant details
   - Appropriate grounding of reasoning in observable visual evidence
   - Absence of hallucinated or misperceived visual elements

2. **Logical Coherence and Multimodal Integration (0-10)**: Does the reasoning logically connect visual observations with the question requirements? Are the steps coherent and does each conclusion follow from visual evidence and prior reasoning? Evaluate:
   - Logical flow from visual observations to conclusions
   - Appropriate integration of visual and textual information
   - Sound inferential steps that bridge perception and reasoning
   - Absence of logical fallacies or non-sequiturs

3. **Alignment with Ground-Truth Reasoning (0-10)**: How well does the model's reasoning align with the provided ground-truth reasoning in terms of approach, key insights, and logical structure? Evaluate:
   - Similarity in problem-solving approach and methodology
   - Coverage of the same key reasoning steps and insights as the ground-truth
   - Alignment in the logical progression and chain of thought
   - Whether the model identifies and addresses the same critical visual elements as the ground-truth
   - Overall coherence with the expected reasoning pattern, even if expressed differently

**Input:**

* Image: [The image will be provided to you for reference]

* Question: {question}

* Model Reasoning:
{model_reasoning}

* Ground-truth Reasoning:
{gt_reasoning}

**Instructions:**
- Carefully examine the provided image and understand its contents
- Compare the Model Reasoning against both the image content and Ground-truth Reasoning
- Focus exclusively on the reasoning process, NOT the final answer
- Be objective and consistent in your scoring across different types of visual content
- Use the full 0-10 scale for each criterion, and each score should be an integer, NOT float
- Implement your evaluation by strictly following the three criteria above

**Response Format:**

<analysis>
Provide a detailed analysis of the Model Reasoning across all three criteria:
1. Visual Understanding and Grounding: [Assess accuracy of visual perception, object identification, and use of visual evidence]
2. Logical Coherence and Multimodal Integration: [Evaluate logical flow and integration of visual and textual information]
3. Alignment with Ground-Truth Reasoning: [Compare the model's approach and insights with ground-truth reasoning, assessing similarity in methodology and coverage of key points]

Compare with ground-truth reasoning and justify your scores based on visual accuracy, reasoning quality, and alignment with expected reasoning patterns.
</analysis>

<judge>score1, score2, score3</judge>

Where score1 = Visual Understanding and Grounding, score2 = Logical Coherence and Multimodal Integration, score3 = Alignment with Ground-Truth Reasoning

**Response Format:**
* Analysis: Explain xxx. Please enclose your analysis in: <analysis>your analysis here</analysis>
* Judge: Return three scores respectively for three criteria, separated with comma. Please enclose your judge scores in <judge>score1, score2, score3</judge>

<analysis>...</analysis>
<judge>...</judge>

Figure 28: LLM-As-Judge For Reasoning Evaluation. We employ GPT-4.1-mini as the judge to
evaluate model reasoning using the prompt shown in this figure. Prompt is restricted to smaller sizes
to save space.
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Micro-Evaluation: Reasoning Similarity. We employ five metrics to measure the semantic sim-
ilarity between ground-truth and model reasoning, including ROUGE-L (Eq. 17), BLEU (Eq. 18),
METEOR (Eq. 20), BERTSCORE (Eq. 19), and COSINE SIMILARITY (Eq. 21).

ROUGE = ROUGE-L =
2 · Plcs ·Rlcs

Plcs +Rlcs
(17)

BLEU = BLEU-4 = BP · exp

(
4∑

n=1

wn log pn

)
(18)

where Plcs and Rlcs are precision and recall of longest common subsequences.

BERTSCORE =
1

|Sp|
∑

si∈Sp

max
sj∈Sg

vT
i vj

|vi||vj |
(19)

where Sp and Sg are the sets of predicted and ground-truth reasoning tokens respectively, and vi,vj

are their corresponding BERT contextual embeddings.

METEOR =
(1 + η1) · Pr ·Rr

η1 · Pr +Rr
·
(
1− η2 ·

(
c

um

)η3
)

(20)

COSINE =
ep · eg
|ep||eg|

(21)

where Pr and Rr are precision and recall of reasoning tokens, um is the number of matched uni-
grams, c is the number of chunks, and we define η1 = 0.9, η2 = 0.5, and η3 = 3 as hyperparameters
controlling the weight of recall, penalty magnitude, and penalty sharpness, respectively; and ep and
eg are the embedding vectors of predicted and ground-truth reasoning steps respectively.

Macro-Evaluation: Reasoning Quality. The quality of model reasoning is evaluated through
LLM-as-judge assessment. Specifically, we employ GPT-4.1-mini as the judge, guided by the
prompt shown in Fig. 28, to assign a quality score on a 0 − 10 scale based on three criteria, in-
cluding visual understanding and grounding, logical coherence and multimodal integration, and
alignment with ground-truth reasoning. The final quality score for each dataset is calculated as the
mean score across all test samples.

• Criterion 1: Visual Understanding and Grounding. Reasoning accuracy in identifying, inter-
preting, and grounding reasoning in visual elements, meanwhile without introducing hallucinated
details

• Criterion 2: Logical Coherence and Multimodal Integration. Logical progression throughout
the entire reasoning chain, with appropriate integration of multimodal information.

• Criterion 3: Alignment with Ground-Truth Reasoning. Consistency with ground-truth reason-
ing, especially in terms of problem-solving approach, key insights, and logical structure, even if
expressed differently.

E.3 EVALUATION OF VISUAL GROUNDING

As introduced in (§5.2), we employ two IoU variants, CIOU (Eq. 22) and GIOU (Eq. 23), as the
primary evaluation metrics for visual grounding assessment.

CIOU = IOU − ρ2(cp, cg)

d2
(22)

GIOU = IOU − |Ac −Au|
Ac

(23)

where ρ2(cp, cg) is the squared distance between predicted and ground-truth centroids, d is the
diagonal of the enclosing box, Ac is the enclosing area, and Au is the union area.
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E.4 TRAINING METRICS

During training, we integrate focal binary cross-entropy loss (Eq. 24) with Dice loss (Eq. 26) to
compute the mask loss (Eq. 6):

Binary Cross-Entropy (BCE) Loss. BCE loss ensures pixel-level grounding accuracy, and we im-
plements focal BCE loss (Eq. 24) to emphasize multi-object grounding and address class imbalance:

LBCE = − 1

HW

H∑
h=1

W∑
w=1

wh,w[M
∗
h,w log(Mh,w) + (1−M∗

h,w) log(1−Mh,w)] (24)

where M∗ is the ground-truth binary mask, M is the predicted mask derived from parsed bounding
boxes, and wh,w is the focal weight (Eq. 25) defined as:

wh,w =

{
λ(1− ph,w)

ϕ if M∗
h,w = 1

(1− λ)pϕh,w if M∗
h,w = 0

(25)

where ph,w = M∗
h,w ·Mh,w + (1−M∗

h,w) · (1−Mh,w) is the probability of the correct class, λ is
the class weighting factor, and ϕ is the focusing parameter.

Dice Loss. We leverage Tversky loss (Salehi et al., 2017), a generalized form of Dice loss designed
to address class imbalance in visual grounding by asymmetrically weighting false positives and false
negatives:

LDice =

∑
h,w Mh,wM

∗
h,w + ϵ∑

h,w Mh,wM∗
h,w + δ ·

∑
h,w(1−Mh,w)M∗

h,w + (1− δ) ·
∑

h,w Mh,w(1−M∗
h,w) + ϵ

(26)

where δ is the asymmetric weighting parameter that controls the balance between precision and
recall, and ϵ is a smoothing factor to prevent division by zero. When δ = 0.5, LDice reduces to
standard Dice loss, while values of δ < 0.5 emphasize recall and values of δ > 0.5 emphasize
precision.

For reasoning, we compute the SIMILARITY (Eq. 27) as a weighted combination of Eq. 17 and
Eq. 18:

SIMILARITY = µ2 · ROUGE + (1− µ2) · BLEU (27)

Visual Grounding Metrics. For visual grounding evaluation, we compute Intersection over Union
(IoU) variants CIOU (Eq. 22) and GIOU (Eq. 23), as adapted from our evaluation metrics (§5.2).
The final mIOU (Eq. 28) is therefore calculated as a weighted combination of Eq. 22 and Eq. 23:

mIOU = µ3 · CIOU + (1− µ3) · GIOU (28)

where µ3 is the strength parameter to balance between CIOU and GIOU.

Combined Performance Metric. We define a unified metric that balances all aspects:

COMBINED = w1 · ACCURACY + w2 · SIMILARITY + w3 ·mIOU (29)

where w1, w2, and w3 are balancing weights for accuracy, similarity, and grounding performance
respectively.

E.5 EVALUATION MODE

Furnishing models with the capabilities to reason through dynamic visual grounding, we employ
different generation modes (§5.1) to support comparable evaluations:

• Mode A: Answer-Only mode where MLLMs are prompted to directly generate the final answer.
• Mode RA: Reason-Answer mode where MLLMs first go through the intermediate reasoning pro-

cess, followed by the final answer.
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• Mode VA: Vision-Answer mode where MLLMs first generate their visual grounding coordinates,
followed by the final answer.

• Mode RVA: Reason-Vision-Answer mode where MLLMs first go through the reasoning process
with dynamic visual grounding, and then generate the final answer.

F IN-DEPTH ANALYSIS

F.1 IMPLEMENTATION DETAILS.

We train each model for 3 epochs with an initial learning rate lr = 1e− 4 using cosine scheduler.
The ratio of training and validation is set to train:val=9:1. Employing NVIDIA 80G H100
GPUs, our model training is powered by LoRA for memory efficiency. For hyperparameter settings,
we define mask loss weight α = 0.5, BCE weight β = 0.8, Dice weight γ = 0.2, and combined
metric weights w1 = 0.4, w2 = 0.3, w3 = 0.3, respectively. Implementing different generation
modes, reasoning (R) is enclosed within <think></think>, visual grounding coordinates (V)
are enclosed within <|box start|><|box end|>, and the final answer (A) is enclosed within
<answer></answer>.

F.2 GROUNDING METHOD & COMPUTATION COST

Employing zoom-in visual grounding, the cropped grounding method requires substantially larger
memory at the same resolution. To mitigate this cost, we reduce the training resolution of cropped
grounding to 128 × 128, thereby maintaining a comparable computational overhead. Despite the
resolution degradation, reasoning with cropped visual grounding achieves notably higher accu-
racy than the baseline (up to 4.72% improvement on CCQA) and performs competitively with the
other two grounding methods (Tab. 2). These results highlight the effectiveness of zoom-in visual
enhancement, albeit at the expense of increased computational cost when aiming for higher perfor-
mance.

Table 7: The Computation & Configuration Of Different Grounding Method. This table sum-
marizes the visual computation requirements and parameter configuration.

Grounding Method Resolution Dmax Tmax α β γ

Applied 448× 448 4 5 0.5 0.8 0.2

Boxed 448× 448 4 5 0.5 0.8 0.2

Cropped 128× 128 4 5 0.5 0.8 0.2

F.3 THE ROLE OF VISUAL GROUNDING: FROM EXTRINSIC ASSISTANCE TO INTRINSIC
ABILITIES

A critical finding from our experiments reveals the fundamental distinction between the utility of
multi-turn visual reasoning during training versus inference (Tab. 8). While incorporating visual
grounding in the training process significantly enhances models’ intrinsic visual reasoning capabil-
ities, directly applying the same multi-turn approach during inference can paradoxically degrade
performance due to error accumulation (Fig. G.2 & §G.1).

Training Benefits of Visual Grounding. Our curriculum learning approach with visual ground-
ing supervision effectively teaches models to develop stronger intrinsic representations for chart
understanding. By learning to align reasoning steps with visual focuses during training, models in-
ternalize the ability to focus on relevant image components, leading to improved performance even
when generating direct answers without explicit visual grounding steps.

Inference Challenges with Multi-Turn Visual Grounding. On the other hand, when models are
required to explicitly generate visual grounding coordinates during inference (i.e., Mode RVA),
performance degrades in comparison with direct answer generation (Mode A) and reasoning without
grounding (Mode RA). This degradation stems from two primary factors: (1) Cumulative grounding
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errors: Inaccurate bounding box predictions in early reasoning steps propagate and compound errors
in subsequent steps; (2) Reasoning-grounding misalignment: Discrepancies between intended visual
focus and actual predicted coordinates lead to reasoning based on incorrect visual regions.

Power of Intrinsic Visual Reasoning Capabilities. Results in Tab. 8 demonstrate that visual
grounding serves as an effective training signal rather than an inference mechanism. Our curriculum
learning with visual supervision enables models to learn better intrinsic visual-textual alignments,
which manifest as improved performance in direct answer generation Tab. 2. However, explicitly
requiring visual grounding during inference introduces additional complexity and error sources that
outweigh the potential benefits. Nevertheless, compared with baselines, our finetuned models man-
age to achieve remarkably higher performance in not only Mode A, but also Modes RA, VA, and
RVA.

G MULTI-TURN REASONING WITH DYNAMIC VISUAL GROUNDING

Table 8: Performance Evaluation for RVA Mode Inference. Employing the set of evaluation
metrics (§ 5.2), we assess model reasonnig, visual grounding, and final answer, respectively.

Model Size

CCQA
Level 1 Level 2 Level 3

Reasoning Grounding Answer Reasoning Grounding Answer Reasoning Grounding Answer
acc@mac acc@mic mIoU acc@mac acc@mac acc@mic mIoU acc@mac acc@mac acc@mic mIoU acc@mac

Baselines
GPT-4o - 53.17 51.02 22.03 50.00 53.32 53.60 13.01 24.00 50.20 46.86 11.14 21.50

Qwen2.5-VL 3B 44.90 39.07 37.12 36.00 38.72 40.08 29.73 14.00 32.17 35.47 27.43 12.00
7B 48.53 41.70 48.17 45.00 40.49 40.68 32.25 21.50 35.82 38.10 32.26 17.50

Ours
Applied

(Qwen2.5-VL)
3B 50.50 53.63 47.17 50.00 45.79 45.66 40.59 19.00 41.95 38.76 34.60 15.00
7B 56.13 54.01 57.55 52.00 49.87 47.17 45.72 23.00 46.05 38.83 39.90 19.50

Boxed
(Qwen2.5-VL)

3B 50.23 49.90 45.55 46.00 40.70 42.74 38.11 14.50 36.98 36.97 33.37 13.50
7B 51.27 48.20 50.88 49.00 42.97 43.44 43.09 22.50 41.33 37.45 34.52 18.00

Cropped
(Qwen2.5-VL)

3B 42.17 46.68 51.22 39.00 40.52 42.69 45.82 14.50 39.63 35.86 34.27 13.00
7B 50.33 50.79 51.33 47.00 44.97 43.75 50.10 24.00 42.43 38.51 39.19 19.00

G.1 CHALLENGE: INFERENCE WITH VISUALLY GROUNDED REASONING

We leverage CCQA, randomly selecting 500 samples to evaluate model inference through RVA
mode (§5.1). Training MLLMs with explicit reasoning and visual grounding as intermediate outputs
effectively enhances model’s intrinsic visual reasoning capabilities (§6.1). This step-by-step visual
reasoning guides the model to decompose complex tasks into structured reasoning chains through
dynamic attention grounding. With intermediate grounding naturally supporting more coherent rea-
soning trajectories, this in turn enhances model’s ability to establish interleaved thinking-perception
correspondences. Aligning with human visual reasoning, decomposed reasoning chains effectively
help models to develop and strengthen their intrinsic visual reasoning capabilities.

Different from learning, during inference, human visual reasoning is rather a composed process that
interleaves logical reasoning with visual comprehension, while compositing all intermediate steps
into a coherent chain of thought. In contrast, inference in RVA exposes the fragility of step-wise
generation: once an intermediate step is flawed, whether by incorrect calculation or inaccurate visual
comprehension, the error propagates through the chain, breaking the balance between perception and
reasoning that eventually leads to incorrect final answers (§G.1). Therefore, it can be an effective
way of learning, while may not be as useful in inference.

Tab. 8 summarizes the evaluation results of RVA inference. Fintuned models achieve noticeable
improvements across reasoning (up to 10.23% absolute gain), grounding (up to 9.38% absolute
gain), and answering (up to 14% absolute gain). Beyond these numerical results, qualitative inspec-
tion (§G.3) reveals distinct behavioral patterns where training with step-by-step visual grounding
encourages systematic reasoning chains with sharper object localization, showcasing stronger align-
ment with human-like reasoning trajectories.

Despite these improvements, however, the answering performance remains lower than that of
CURV when using the same base model and grounding method (Tab. 2). This indicates that,

while RVA training can effectively enhance intrinsic visual reasoning capabilities, RVA inference
magnifies the vulnerability to intermediate error accumulation.

Build upon our discussions above, we present the challenge for MLLMs in CQA through mode
RVA. Although RVA training notably enhances model’s intrinsic visual reasoning capabilities,
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RVA inference reveals critical limitations. During RVA inference, cumulative intermediate errors
can cascade through the reasoning chain, ultimately compromising the model’s ability to produce
correct answers. For example, Fig. 29 shows a CQA example that is responded to by GPT-4o and
Qwen2.5-VL-7B, respectively. Both GPT-4o and Qwen2.5-VL-7B fail to generate the correct an-
swer due to their disrupted reasoning chains that evolve through their incorrect visual grounding.

Question

Among bars whose Starting Salary ($ Thousand) are above the mean Starting Salary ($ Thousand) of all bars, what is
the lowest Starting Salary ($ Thousand)?

<think>Now, I need to compare their Starting Salary ($ Thousand) to 
find the one with the lowest Starting Salary ($ Thousand).</think>
<|box_start|>[[536, 120, 707, 372], [345, 294, 534, 370], [244, 377, 528, 
651]]<|box_end|>

<answer>68.50</answer>

<think>First, I need to read their Starting Salary ($ Thousand).</think>
<|box_start|>[[536, 120, 707, 372], [1328, 229, 1855, 1922], [345, 294, 534, 
370], [244, 377, 528, 651], [1303, 893, 1855, 1922], [1253, 1951, 1855, 2185], 
[1126, 2045, 1241, 2121], [1076, 2128, 1225, 2185]]<|box_end|>

GPT-4o

<think>Next, I will identify the bars whose Starting Salary ($ Thousand) 
are above the mean Starting Salary ($ Thousand) calculated in the 
previous step.</think><|box_start|>[[70, 20, 150, 80], [220, 20, 300, 80], 
[450, 20, 530, 80], [600, 20, 680, 80]]<|box_end|>

<answer>The lowest Starting Salary ($ Thousand) among the 
bars whose Starting Salary ($ Thousand) are above the mean 
is 78.60</answer>

<think>First, I will calculate the mean Starting Salary ($ Thousand) of 
all bars.</think><|box_start|>[[0, 0, 800, 600]<|box_end|>

Qwen2.5-VL-7B
<think>Finally, I will determine the lowest Starting Salary ($ Thousand) 
among the identified bars.</think><|box_start|>[[70, 20, 150, 80]]
<|box_end|>

Figure 29: Challenge of Inference in Mode RVA. Tested on GPT-4o and Qwen2.5-VL, this exam-
ple illustrates the challenge MLLMs face in performing inference in RVA.

G.2 INFERENCE FAILURE

Fig. 32 illustrates examples of model inference failures in RVA. In both cases, the model fails to
properly ground its reasoning in the chart, leading to inaccurate extraction and misinterpretation of
visual information. Arising in early reasoning steps, these visual comprehension inaccuracies can
propagate through the reasoning chain, ultimately resulting in incorrect question answering.

G.3 INFERENCE SUCCESS

Example 1 - Mode A: Figures 30 & 31 exhibit examples on chart question answering in mode A,
where the baseline Qwen2.5-VL-7B fails to generate the correct answer, while CURV (Qwen2.5-
VL-7B) finetuned through applied grounding succeeds. Fig. 30 (a) is a simple value reading problem
(D = 1), where the baseline model fails to localize the exact queried chart component. Fig. 30 (b)
consists of two nested functions (D = 2), where the baseline model fails to localize the queried
bar in the given subset of countries. Fig. 30 (c) further enhance the CQA complexity (D = 3),
involving three nested functions across reasoning, visual grounding, and interleaved calculation that
the baseline model fails to correctly response. Different from Fig. 30 that query about a single
chart, each CQA sample in Fig. 31 involves multiple charts that significantly complicates question
answering. The baseline model fails in Fig. 30 (a) (D = 3) as it requires the localization of the
exact chart subplot, the required subset, as well as the Y-axis value reading. Fig. 30 (b) increases
the CQA difficulty (D = 4) by including not only accurate localization of chart components, but
also extremia comparison of both bar values and spatial positions. Fig. 30 (c) (D = 5) presents
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further enhanced complexity by involving relations across different charts. This relational chart
understanding making the problem solving more challenging, unveiling the significance of accurate
visual reasoning in tackling complex CQA tasks.

Example 2 - Mode RVA: Fig. 33 presents two examples of successful inference in RVA mode.
The bar chart example on the left shows reasoning with accurate visual grounding. The heatmap
example on the right shows a case where the grounding is not exact but falls close to the regions of
focus, also leading to the correct answer.

What is the Annual Visitors (Millions) of the
museum positioned as the bottom bar among all
the museums in this chart? Please round to two
decimal places.

Qwen2.5-VL-7B

<answer>6.10</answer>

CCQA - Curriculum Level 1
(                    )

Ours - Applied (Qwen2.5-VL-7B)

<answer>8.50</answer>

Which country corresponds to the rightmost bar
among 'Japan, Singapore, Australia, Italy,
Iceland'?

CCQA - Curriculum Level 2
(                    )

Qwen2.5-VL-7B

<answer>Australia</answer>

Ours - Applied (Qwen2.5-VL-7B)

<answer>Iceland</answer>

Which country has the lowest Gold Medals
among countries that have their Gold Medals
above the average Gold Medals of all bars?

CCQA - Curriculum Level 2
(                    )

Qwen2.5-VL-7B

<answer>Germany</answer>

Ours - Applied (Qwen2.5-VL-7B)

<answer>Australia</answer>

(a) (b) (c)

Figure 30: Success Examples On Curriculum Levels 1-2. This figure shows three examples on
curriculum levels 1-2 of CCQA, where the baseline Qwen2.5-VL-7B fails while our CURV using
applied grounding succeeds.

According to the bar chart, what is the Gold
Medals of the country corresponding to the
rightmost bar among all the bars that have their
'Country' labels among 'USA, Japan, UK,
Australia, Netherlands'?

Qwen2.5-VL-7B

<answer>17</answer>

CCQA - Curriculum Level 3 - Localization
(                    )

Ours - Applied (Qwen2.5-VL-7B)

<answer>12</answer>

According to the bar chart, among the bars that
are located as the 1st, 3rd, 4th, 6th, 7th species
from left to right, what is the Maximum Height
(meters) of the species represented as the rightmost
bar? Please round to two decimal places.

CCQA - Curriculum Level 3 - Localization
(                    )

Qwen2.5-VL-7B

<answer>92.6</answer>

Ours - Applied (Qwen2.5-VL-7B)

<answer>86.20</answer>

What is the Beneficiaries Served of the organization
that has the highest Annual Donations Received ($
Millions) among all the organizations with their
Annual Donations Received ($ Millions) less than 800?

CCQA - Curriculum Level 3 - Relation
(                    )

Qwen2.5-VL-7B

<answer>150000</answer>

Ours - Applied (Qwen2.5-VL-7B)

<answer>180000</answer>

(a) (b) (c)

Figure 31: Success Examples On Curriculum Level 3. This figure shows three examples on the
curriculum level 3 of CCQA, where the baseline Qwen2.5-VL-7B fails while our CURV using
applied grounding succeeds.
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What is the average Annual Launches
of all data points in this line chart?
Please round to two decimal places.

RVA Mode - Failure

Ours - Applied (Qwen2.5-VL-7B)

<think>First, I need to read the Annual
Launches of each data point in this
chart.</think><|box_start|>[[51, 267,
474, 901], [493, 351, 655, 468], [...],
[2580, 2933, 2704, 3024]]<|box_end|>

Turn 1

<think>Second, I need to calculate the
mean Annual Launches of all data
points</think><|box_start|>[[51, 267,
474, 901], [493, 351, 655, 468], [...],
[2580, 2933, 2704, 3024]]<|box_end|>

Turn 2

<answer>12.33</answer>

Turn 3

If given that the structure of the urban feature 'Residential Units' is
920, what is the mean structure of all urban features in this chart?
Please round to two decimal places.

RVA Mode - Failure

Ours - Applied (Qwen2.5-VL-7B)

<think>First, I need to find the percentage of Residential Units in
the pie chart.</think><|box_start|>[[354, 377, 783, 459], [30, 532,
437, 1323], [0, 1326, 67, 1451], [1441, 1326, 1755, 1451]]<|box_end|>

Turn 1

<think>Mean Calculation: Residential Units: 920, Commercial
Buildings: 730, Civic Infrastructure: 410, Green Spaces: 560, Cultural
Sites: 195. total structure = 920 + 730 + 410 + 560 + 195 = 2915. The
mean structure = 2915 / 5 = 583.00</think><|box_start|>[[354, 377,
783, 459], [30, 532, 437, 1323], [0, 1326, 67, 1451], [1441, 1326, 1755,
1451], [1105, 1797, 1386, 1879], [890, 1948, 1124, 2120]]<|box_end|>

Turn 2

<answer>583.00</answer>

Turn 3 Ground-truth
Answer: 563.00

Ground-truth
Answer: 13.62

Figure 32: Failure Examples Through Mode RVA. This figure shows two examples of RVA
inference on CCQA, where the model fails to give correct answers.

Among all the bars shown in this chart,
what is the Annual Commuter Rail
Passengers (Millions) of the city
represented as the rightmost bar?

RVA Mode - Success

Ours - Applied (Qwen2.5-VL-7B)

<think>First, I need to find the
rightmost bar in this chart.</think>
<|box_start|>[[2529, 707, 2856, 777],
[2628, 786, 2831, 2013], [2573, 2016,
2762, 2242]]<|box_end|>

Turn 1

<think>Second, I need to read its
Annual Commuter Rail Passengers
(Millions).</think><|box_start|>[[2529,
707, 2856, 777], [2628, 786, 2831, 2013],
[2573, 2016, 2762, 2242]]<|box_end|>

Turn 2

<answer>395</answer>

Turn 3

What rating score corresponds to 2025
and The Lion King?

RVA Mode - Success

Ours - Applied (Qwen2.5-VL-7B)

<think>First, I need to locate the cell at
the intersection of 2025 (Rating Year)
and The Lion King (Movies).</think>
<|box_start|>[[489, 1712, 961, 2091]]
<|box_end|>

Turn 1

<think>Moved to the cell at the
intersection of 2025 (Rating Year) and
The Lion King (Movies). I need to read
the rating score at this position.
</think></think><|box_start|>[[489,
1712, 961, 2091]]<|box_end|>

Turn 2

<answer>95.50</answer>

Turn 3

Figure 33: Success Examples Through Mode RVA. This figure shows three examples of RVA
inference on CCQA, where the baseline Qwen2.5-VL-7B fails while our CURV using applied
grounding succeeds.
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