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ABSTRACT

Robust generalization of brain state decoding across days remains a grand chal-
lenge for brain-computer interfaces (BClIs), throttling the real-world deployment of
applications like mental-workload (MWL) estimation. This long-standing problem
has been difficult to address, largely due to the scarcity of public corpora suitable
for rigorous long-term evaluation. To establish the first robust benchmark for this
challenge, we introduce CD-MWL, the longest public MWL dataset to date: 42
hours of EEG from 14 participants over three days. Building on this benchmark,
we argue that true generalization requires models that are not only high-performing
but also neuroscientifically plausible. We therefore propose GACET, a Graph-
Aware Cross-domain EEG Transformer that achieves superior generalization by
dynamically learning the brain’s underlying functional connectivity in a neurosci-
entifically plausible manner. Through topology-aware message passing on this
learned graph, GACET not only delivers significant performance gains over all
state-of-the-art methods but also provides a transparent window into its decision-
making process. Crucially, we demonstrate that the model’s learned connectivity
patterns align with established neuroscience, establishing a powerful, evidence-
based link between its interpretability and robust performance. All data, code,
training logs and a one-command reproduction script are publicly available at
https://anonymous.4open.science/r/GACET-B6FS8.

1 INTRODUCTION

Brain state decoding with electroencephalography (EEG) plays a crucial role in brain—computer
interfaces (BCIs) (Zhang et al.,|2021). Continuous monitoring of spontaneous EEG signals enables
inference of cognitive and affective states without explicit user intervention (Appriou et al., 2018}
Al-Nafjan et al.|[2017)). This paradigm has found applications in stress detection (Sharma et al., [2022)),
fatigue monitoring (Othmani et al.| [2023)), sleep-stage classification (Wang et al., 2021)), emotion
recognition (Peng et al., 2022), and mental workload (MWL) assessment (Virbu et al., [2022). While
a multitude of models have been developed to characterize dynamic brain states (Lotte et al.| 2018)),
their practical utility remains severely limited by a critical, unresolved challenge.

That challenge is the profound variability of EEG signals across days (Yin & Zhang| |2017;|Wu et al.|
2022) and its even greater variability across subjects (Gibson et al.| [2022) presents key obstacles
for real-world deployment. Most studies still rely on single-day recordings due to the scarcity of
large-scale, multi-day EEG datasets (Lin et al., [2017). As a result, decoding accuracy remains
insufficient, and both cross-day and cross-subject generalization remain largely unverified (Wang
et al.| 2016} [Kingphai & Moshfeghil 2024). Systematically tackling this issue requires a two-pronged
approach. First, a rigorous benchmark is needed to measure progress, addressing the scarcity of
suitable multi-day EEG datasets. Second, a model architecture must be engineered for generalization
to overcome the profound variability of EEG signals across days.

To address this foundational gap, we begin by introducing CD-MWL, the longest public MWL dataset
to date. Comprising 42 h of EEG recordings from 14 participants over three days, it establishes
a rigorous benchmark for safety-critical applications like aviation and adaptive training. Building
upon this benchmark, we then propose GACET, a Graph-Aware Cross-domain EEG Transformer
architecturally designed for generalization. GACET employs bidirectional cross-attention to fuse
differential features, then dynamically learns a signal-dependent electrode graph via a Gumbel-
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Softmax estimator followed by TransformerConv for topology-aware message passing. This end-to-
end model achieves state-of-the-art (sota) accuracy and robustness in cross-day MWL recognition.

In summary, the main contributions of our paper are as follows:

1. Largest Public EEG Dataset for MWL Assessment: We present the largest publicly
available EEG dataset named CD-MWL (cross days) for MWL evaluation. This dataset
consists of recordings from 14 participants across three days and five difficulty levels,
providing a comprehensive resource for future MWL research and model development.

2. A Novel Interpretable Framework (GACET): We introduce GACET, an interpretable
framework that fuses spectral-temporal features using topology-aware graph reasoning.
The model autonomously learns neurophysiologically plausible brain connectivity pat-
terns, offering a transparent window into meaningful neural dynamics while achieving sota
classification performance.

3. A Rigorous, Transparent, and Reproducible Benchmark: We establish a stringent
benchmark to counteract common evaluation pitfalls like data leakage, ensuring fairness via
exhaustive hyperparameter tuning for all baselines, and full transparency and reproducibility
via publicly released code, training logs, and a one-click script.

2 RELATED WORK

2.1 PuBLIC EEG DATASETS FOR MWL

Table 1: Summary of Public EEG Datasets for MWL

Dataset Task Level CD Channels Sampling Rate P*D Duration
BVWM&14 VWM 4 No 64 500 Hz 13x1 3 hours
EHCDZ® N-BACK 4 No 30 1000 Hz 26x1 13 hours
STEW@18 SIMKAP 4 No 14 128 Hz 48x1 16.8 hours
EEGMAT®Z®  MA 2 No 23 500 Hz 36x1 2.4 hours
WME2 VWM 3 Yes 8 256 Hz 9%(2-7)*  6hours
WAUCE2D MATB-II 2 No 8 500 Hz 48x1 16 hours
CcoGa™) MATBIL 0 Yes o4 500 Hz 29x3 ~ 2Shours
N-BACK 32 hours
CL-Drive®2®  vD 10 No 4 256 Hz 21x1 10.5 hours
CD-MWL MATB-II 5 Yes 64 1000 Hz 14x3 42 hours

Abbreviations: CD = Cross Days, P*D = number of participants x number of days and * means
that each participant performed the task over 2—7 separate days.

MWL is defined as the ratio of available resources to task demands (Wickens| [2008) and its paradigms
fall into two categories: one cognitive-oriented, which assesses pure cognitive processing load (e.g.,
visual working memory (VWM) (Bashivan et al.,[2014; Boran et al.,2020), mental arithmetic (MA)
(Zyma et al.,2019) and n-back (Shin et al.| 2018}; Hinss et al.,|2023))); and the other operation-oriented,
which simulates real-world work scenarios and emphasizes multitasking and resource allocation (e.g.,
simultaneous capacity test (SIMKAP) (Lim et al.| 2018)), multi-attribute task battery-1I (MATB-II)
(Albuquerque et al., 2020; [Hinss et al., 2023)), vehicle driving (VD) (Angkan et al.,|2024), and air
traffic management (Arico et al., [2015)).

Table [T] summarizes publicly available datasets, most of which are limited by low channel counts or
single-day recordings, offering insufficient longitudinal data. This scarcity highlights the challenges
in cross-day generalization research. For instance, while the valuable COG dataset offers multi-day
recordings, its two tasks have non-equivalent difficulty scaling, which precludes their joint use for
training a unified MWL model—the reason they are listed separately in our summary table. Its fixed
task sequence may also introduce confounding fatigue effects. The WM dataset is unsuitable for our
graph-based approach due to its low channel density and for robust personalized modeling due to its
brief and highly variable per-subject recording times. Therefore, we selected the MATB-II task from
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COG as an external benchmark alongside our newly collected CD-MWL, and further validated our
model’s cross-task generalization on the COG N-back task.

2.2 DEEP LEARNING METHODS FOR BRAIN STATE DECODING

Convolutional Neural Networks (CNNs) remain essential in EEG-BCI research, thanks to their
capacity to extract spatial-temporal patterns directly from raw signals. Recent variants exemplify
this progression: TSLANet (Eldele et al.,[2024) incorporates an adaptive spectral block that merges
FFT-based denoising with interaction convolutions to achieve robust performance on multi-channel
recordings, and SFT-Net (Gao et al.,|2024) combines depth-wise separable convolutions with fre-
quency attention to facilitate lightweight fatigue detection.

Originally conceived for NLP and renowned for modeling long-range dependencies (Vaswani et al.,
2017), Transformers have been increasingly applied to EEG decoding: MAET (Zhao & Gul, 2024)
applies multi-head self-attention within an adaptive Transformer to compute attention weights over
different view embeddings and fuse them via a weighted sum.

Some have combined both methods: MCA (Jiang et al. 2023) leverages cross-attention to fuse
features, using bidirectional scaled dot-product attention within each band. The resulting fused 3D
tensor is then passed into a customized and optimized 3D-CNN backbone.

Inspired by foundation models in vision and language, researchers have recently begun pre-training
universal EEG backbones. EEGPT (Wang et al.)) is trained on a diverse corpus to deliver task-agnostic
representations that can be fine-tuned with minimal labeled data; similarly, LaBraM (Jiang et al.,
2024) expands model capacity and capitalizes on roughly 2,500 hours of EEG signals to advance
general-purpose feature learning.

3 METHOD

3.1 DATASET AND PREPROCESSING

Dataset. We utilized the MATB-II in this study, given its realistic multitasking simulation and
adjustable difficulty levels. Originally developed at NASA’s Langley Research Center (Hancock
et al.,|1995)) and updated in 2011 as a modernized color version for Windows (Santiago-Espada et al.|
2011) (for task details, refer to Appendix Q), MATB-II serves as a robust benchmark for cognitive
workload evaluation. To rigorously evaluate the performance of our model, we tested it on two EEG
datasets featuring the MATB-II task: one publicly available and one collected in our laboratory.

Dataset 1 utilized a subset of the COG_BCI (Hinss et al.,2023)). It included 29 participants, consisting
of 11 females and 18 males, with a mean age of 23.9 + 3.2 years. The participants completed three
days one week apart. The participants performed the MATB-II task with four difficulty levels (with
the resting state in the experiment designated as level 1). EEG data were recorded using a 64—channel
electrode cap with the international 10-20 system at a sampling rate of 500 Hz.

Dataset 2 was collected in our laboratory as a dedicated MATB-II dataset. It comprised 14 participants,
including 6 females and 8 males, aged 21-24 years. All experiments were run in a controlled
laboratory environment, and sessions were scheduled during the daytime to minimize fatigue. Each
participant completed three days at least 48 hours apart, with a 30-minute training session before the
first. In each session, they performed the MATB-II task under five difficulty levels (for details of
task difficulty design, see Appendix D)), completing 3-minute blocks at each level with rest intervals
between. Task order was counterbalanced using a Latin square design, shown in Figure[T] except that
the resting level always appeared first. EEG data were recorded using a 64—channel electrode cap
with the international 10-20 system at a sampling rate of 1000 Hz.

Preprocessing. EEG recordings contain environmental and physiological artifacts, so we prepro-
cessed the data using the MNE-Python toolbox for cleaner and more reliable signals (Gramfort
et al., 2013). A 1-100 Hz bandpass filter was first applied, followed by a 50 Hz notch filter to
remove low-frequency drifts and powerline noise. Bad channels were interpolated, and signals
were re-referenced to the average of all channels. The data were then downsampled to 500 Hz and
independent component analysis (ICA) was performed for artifact removal. Finally, the data were
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Figure 2: Overview of GACET architecture. : (1) spectral-temporal Feature Extraction (DE &
SampEn), (2) Axial Attention Fusion (AAF), and (3) Dynamic Graph Transformer Conv (DGTConv).
Bottom: detailed views of the AAF module (denoted AAF*) on the left and the DGTConv module
(denoted DGTConv*) on the right. Legend: Pool = pooling, Pos = electrode positions, EucDist =
Euclidean distance.

segmented into non-overlapping, 16-second windows. For details of preprocessing parameters, please
refer to Appendix [E]

3.2 GACET

In this section we present GACET, a brain-state monitoring framework that takes MWL recognition
as its entry point and delivers an end-to-end solution spanning spectral-temporal feature derivation,
cross-domain representation learning and graph-aware spatial reasoning. The whole pipeline is
depicted in Figure 2} it is organised into three functional blocks:

1. Feature Extraction (Figure[3): every 16-s pre-processed EEG segment X € R Nex8000

is band-pass filtered into Delta, Theta, Alpha, Beta, and Gamma bands. Differential Entropy
(DE) and Sample Entropy (SampEn) are computed to form two token sequences that fully
capture frequency-domain power and time-domain complexity.
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2. Axial Attention Fusion (AAF)(Figure 2JAAF*): AAF first fuses DE and SampEn features
using cross-attention blocks, then uses cross-frequency attention along the frequency axis to
capture inter-band dependencies.

3. Dynamic Graph Transformer Conv (DGTConv) (Figure 2[DGTConv*): an electrode
graph is sampled on-the-fly via a Gumbel-softmax hard-concrete scheme that blends geo-
metric and latent distances. A shared TransformerConv propagates information through the
graph at every time step.

R vetta 1
e ] thea 00000 00000
Nx§ N x [ Atpha —|N x (N, x5) nx 00000 N 00000
S I 00000 : 00000
EEG (C, 8000) [ camm — 00000 00000
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(N, N,, 8000) (N, N, x 5, 8000) (N, N, x 5, 4, 2000) DE (N, 4, N, x 5) SampEn (N, 4, N, x 5)

Figure 3: Feature extraction pipeline. N is the number of samples, and NV, is the number of channels.

Feature extraction. The preprocessed signals X € RNV*Nex8000 'where N and N.. denote the
number of samples and channels. With a uniform sampling rate of 500 Hz after preprocessing, each
16-second segment contains 8000 time points. Then we extract the Delta (1-4 Hz), Theta (4-8 Hz),
Alpha (8-13 Hz), Beta (13-30Hz), and Gamma (30-100 Hz) bands. The 8000-point sequence
(T = 8000) is split into .S = 4 non-overlapping temporal segments of length L = T'/S = 2000, and
differential entropy (DE) and sample entropy (SampEn) are computed for each segment.

DE is a nonlinear frequency-domain feature that demonstrates significant effectiveness in MWL
evaluation (Wei et al.,[2025)). For a certain length of EEG signal that approximately obeys Gaussian
distribution N(y, ), its DE can be defined as (Li-Chen Shi et al.,[2013):

h(X)=- /_OO f(z)log f(x)dz = %log (2mec?) (D

For a discrete time segment of length L, the signal energy in the ¢-th frequency band can be estimated
from the sample variance o2 as P; = Lo?, thus yielding:

1 1 1 2 1 1
hi(X) = 5 log (2meay) = ilog (Lo?) + ilog% =5 log (P;) + 3 log

2Te
7 @)
SampEn is a nonlinear time-domain measure that improves the approximate entropy by addressing its
limitations (Richman & Moorman, 2000), and has been shown to be effective in MWL (Guan et al.|
2021). To compute it, the time series is first reconstructed into template vectors of length m. We then
count the number of vector pairs (4, j) whose Chebyshev distance is within a tolerance r. Let B be
the total count of such matching pairs for vectors of length m, and A be the total count for vectors of
length m + 1. For a detailed derivation, please see Appendix [F] The SampEn is then calculated as:
A

SampEn(m,r) = —In B 3)

In practice, we use the algorithm’s default parameters (m = 2 and r = 0.2) (Raphael, 2023).

AAF. The AAF module is designed to synergistically fuse two complementary EEG-derived feature
sets: DE and SampEn. The input features, denoted as Xpg and XggmpEn, are enriched with
positional information by adding learnable positional embeddings, resulting in tensors of shape
(B, S, D), where B is the batch size, S is the sequence length, and D is the feature dimension. The
AAF module then operates on these feature representations in two primary stages.

The first stage focuses on facilitating bidirectional cross-domain interactions over several layers (L),

enabling the DE and SampEn representations to mutually inform and refine each other. Within each

layer [ € [1, Lp] (with X)), = Xpp and X5 o = Xsampen):
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The DE features, X 1(3151)’ are updated by attending to the SampEn features, X ga:i; n- Specifically,

X l()l;) acts as the Q, while X ga_ni; g, Provides the K and V for a multi-head attention mechanism:

T
-1 -1
X(DE )WQ (Xgam;)EnWK)

XompeaWv @)

@) _
AttnDE(—SampEn = softmax \/g SampEn

The output of this attention operation is combined via a residual connection followed by layer
normalization, and is then refined by a Feed-Forward Network (with residual connection and layer
) 0)

normalization), yielding X . Similarly, applying the same process t0 X samprn yields X, p,,-

After L such layers of iterative cross-domain refinement, the resulting advanced representations,

X E,LEF ) and Xé{;f,gp En are integrated. This is achieved using a gated fusion mechanism. The two
refined representations are first concatenated, and this combined tensor is passed through a small

MLP to compute adaptive gating weights w, , wp, via a softmax function:

[wa, wp] = softmax (reshape(B7S727D) (MLPfusion([ x(;EF), a:EgZiBPE”])), dim = 2) 5)

These weights determine the contribution of each modality to the final fused representation, which is
formed as a weighted sum, followed by a final layer normalization:

Tfysed = LayerNorm(w, © xgg ) fw, © x(SLa‘;gp En) (6)
In the second stage, the Cross-Frequency Attention module ingests the fused representation Xy;seq,
whose embedding dimension D is factorized into No X Np. T he tensor is then reshaped and
permuted from (B, S, D) to (B, S, Nr, N¢) where Ng correspond to the numbers of frequency
bands, respectively. Axial self-attention is then applied along the frequency axis, where each band
attends to every other, enabling the model to capture rich inter-band dependencies and integrate
spectrum-wide contextual information. Through this, the network explicitly encodes interactions
among frequency bands by leveraging multi-frequency features aggregated across all channels.

In summary, the AAF module yields a synergistic feature representation by bidirectionally refining
the DE and SampEn streams and capturing spectrum-wide context, providing an optimized base for
the subsequent DGTConv module can effectively perform topology-aware spatial reasoning.

DGTConv. The DGTConv module operationalizes our central hypothesis: that explicitly modeling
the brain’s dynamic network topology is key to robust generalization. It transforms static electrode
coordinates into dynamic embeddings via positional projections plus context-driven offsets,computes
Gumbel-Softmax—based adjacency scores by fusing latent and geometric distances, hardens them
into a discrete adjacency matrix, and symmetrically normalizes it for graph convolution.

Initially, raw electrode positions p; are centered, L2-normalized, and passed through a projection
layer to produce basic positional embeddings s;. Concurrently, pooled features g are fed into a
delta-MLP to generate dynamic offsets A;(g). The final dynamic latent representation of each node
is then the sum of these two components, z; = s; + A;(g).

Based on these dynamic representations, we compute the similarity logits /;; between node pairs from
a weighted combination of two distance metrics. The first is the latent-space distance, djaenc (%, j) =
|lz; — z;]|2, and the second is the geometric distance between the static embeddings, dgeom (4, j) =
|lsi — s;l|2. These are combined using a learnable scalar /3 to form the final logit:

Eij = _(dlatent(i7j) + |6‘ dgeom(iaj))- @)

To address the non-differentiability caused by discrete sampling when constructing the adjacency ma-
trix, we draw on the Gumbel-Softmax method (Jang et al.,2017). Gumbel noise G;; ~ Gumbel(0, 1)
is added to the similarity score ¢;;, and the sum is divided by a learnable temperature parameter 7.
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Subsequently, soft adjacency probabilities A;‘J’»f‘ are obtained via the Softmax function:

Ei]‘ + Gm‘)

T

Af;?ft = softmax; ( 8)

where softmax ; denotes normalization along the dimension of node j.

We extend the standard Gumbel-Softmax process by introducing learnable gating parameters o and

6. First, given the soft adjacency value Ai;?ft produced by Gumbel-Softmax, we compute

Yij = o (o (A" —0)) € (0,1). )

We then apply the straight-through estimator to “harden” -;; into a binary decision:

Ay = stopgrad([’yij > 0.5] — 'yij) + Yij- (10)

In the forward pass, A;; = [v;; > 0.5] yields a discrete 0/1 adjacency, while in the backward pass we

% = 1 by treating the thresholding operation as the identity mapping. This ensures that
i

we obtain a truly discrete adjacency matrix while preserving differentiability with respect to « and 6.

enforce

To ensure symmetry and scale consistency, we average the discrete adjacency matrix A with its
transpose to obtain Al = 1 (A+ AT), and then replace the diagonal entries of Al With
those of the soft adjacency matrix A% i.e. (Asym)ii = A%’ft, while off-diagonal entries remain

(Asym)ij = (Agym)ij for i # j. Finally, we apply standard symmetric normalization to Agym:

~ 1 1
A= DiEAsymDiiy Du = Z(Asym)zj (]])

J

Let the input be X € RBXSXNexXNy  We first apply LayerNorm to X. We then replicate the
adjacency matrix A € RN<*Ne along the S time steps and merge all S copies of each batch into a
single graph with BSSN. nodes. This batched graph is processed by a TransformerConv module,
yielding an intermediate output of shape (BSN.) x Ny, which we reshape back to B x S x D.
Finally, we apply a residual connection and a second LayerNorm to produce dynamic graph feature.

Finally, we prepend a [CLS] token to the dynamic graph features and feed them into a Transformer-
based CLS encoder. We then extract the [CLS] representation for classification, with the depth of
the classification head increasing alongside the number of classes, producing the final predictions.

4 EXPERIMENTS

4.1 IMPLEMENTATION DETAILS

Our experiments were conducted using Python 3.12.6, PyTorch 2.4.0, and CUDA 12.1 on two
NVIDIA GeForce RTX 3090 GPUs. For both our model and the baselines, we employed the AdamW
optimizer together with the standard cross-entropy loss function, ran a coarse grid search over 0.001,
0.0001, 0.00001, 0.000001 and used a fixed batch size of 32 throughout all experiments.

Because EEG signals are temporally autocorrelated, random shuffling before forming validation folds
leaks adjacent trials into training and thus inflates non-cross-time (validation) accuracy (Shim et al.,
2021)). To prevent this, we used a two-stage split: first, leaving each recording day out in turn as an
external test set (three splits); then, on the remaining two days, partitioning each subject’s trials at
each difficulty into five sequential, non-overlapping folds—ensuring that within each fold samples
are temporally contiguous—yielding 3 x 5 = 15 runs per subject.

We set the random seed to 42 and standardized inputs using the training set’s mean and variance
(applied to validation and test). We applied early stopping—training was terminated if the 5-epoch
average validation accuracy failed to improve by more than 0.01 for 10 epochs—and reduced the
learning rate by 10x whenever the 5-epoch average validation accuracy didn’t increase by over 0.01.
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4.2 PERFORMANCE EVALUATION

We evaluated the model performance on Dataset 1 (binary classification between levels 1 and 4, and
four-class classification across levels 1-4) and Dataset 2 (binary classification between levels 1 and 4,
and five-class classification across levels 1-5). The results are presented in Table[2] All comparative
models have undergone rigorous hyperparameter tuning to achieve their optimal performance. For
more details, please refer to Appendix

Table 2: Comparison of different methods on Dataset 1 and Dataset 2 (cross-day).

Dataset 1 (2-class) Dataset 1 (4-class) Dataset 2 (2-class) Dataset 2 (5-class)

ACC (%) Fl1(%) ACC(%) Fl(%) ACC(%) Fl (%) ACC(%) Fl (%)

LaBraMZ%2  60.3724.17 41.1726.41 32.77£5.06 20.33+6.13 71.31x8.83 67.30+11.65 28.3425.44 18.02+6.07
TSLANet202971.45:12.01 68.67+13.43 45.93+6.51 44.3026.58 75.79+7.98 74.47+8.79 29.63+3.21 27.9223.39
MAET®%2)  96.27+3.17 96.15+3.29 65.97+9.18 62.84+10.10 89.69+4.84 89.06+5.86 40.67+4.63 37.00+5.73
MCAC2H 91.75+¢5.37 91.2116.01 58.8228.15 56.70+£9.21 84.64+5.49 83.85+6.00 35.81+3.34 32.27+3.98
SFT-NetZ2® 9549+3.93 95.11x4.39 56.16+7.16 52.77+7.85 83.82+6.62 82.35+7.78 35.84:4.69 31.84+4.70
GACET 97.34:2.96 97.20:3.31 67.669.03 64.46+10.19 92.75:3.76 92.52:4.10 42.77:4.29 38.01:5.22

Table 3: Comparison of different methods on Dataset 1 and Dataset 2 (cross-subjects).

Dataset 1 (2-class) Dataset 1 (4-class) Dataset 2 (2-class) Dataset 2 (5-class)

ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%)

LaBraM©@92% 79 89:+10.27 76.69+13.58 45.83+10.93 42.73+13.45 58.62+11.72 49.5418.28 23.57+5.01 11.93+7.89
TSLANet2% 83.32+9.11 82.76+9.42 58.50+10.84 58.53+11.24 83.16+10.10 82.58+10.69 32.00+3.94 30.73x4.50
MAETZ%29  97,07+6.90 96.99+7.15 64.39+13.91 63.50+14.71 82.77+10.59 81.72+12.33 35.49+5.84 30.49+7.25
MCA 2029 94.16£6.09 93.99+6.35 57.74+14.13 57.17£14.61 71.83+11.22 69.15+13.19 31.26+5.21 27.89+6.87
SFT-Net22% 86.85+14.03 84.36+19.03 54.33+7.73 52.04+10.18 64.68+16.12 56.59+22.16 32.27+8.09 26.45+10.73
GACET 97.54+5.44 97.48+5.60 65.25:14.57 64.37+15.72 83.36+12.74 §1.79+15.91 36.21+6.84 31.44+9.72

In our primary cross-day evaluation (Table[2), GACET demonstrated clear superiority across all tasks
on both datasets. For instance, it exceeded the next-best model by over 1.69 % on the four-class
task of Dataset 1 and led by at least 3 % on the binary task of Dataset 2. To test for statistical
significance, we fit a linear mixed-effects model for each comparison and confirmed that all of
GACET’s performance advantages are statistically significant, underscoring the reliability of its
outperformance (see Appendix [[). As an additional test of robustness, we evaluated the model in the
more challenging leave-one-subject-out (LOSO) setting (Table [3), where GACET again achieved the
highest accuracy on all tasks despite high inter-subject variability.

4.3 GENERALIZATION ANALYSIS

Table 4: N-back task performance on Dataset 1. To Val.ic.lqte our model’s generalization
capabilities, we benchmarked all mod-

Model 2-class 4-class els on the N-back task from Dataset
ACC (%) Fl1(%)  ACC (%) F1 (%) 1 in a cross-time setting, following

an identical evaluation protocol. As
GACET 99.94:0.14 99.94:0.15 58.35+11.49 57.61+12.33 shown in TableEl, GACET again deliv-

MAET  99.71x0.63 99.70+0.66 57.08+10.71 56.05+11.58 ered the best performance with a sta-
MCA 93.14+3.88 92.87+4.02 47.24:6.09 47.91+6.58 tistically significant advantage over all
TSLANet 94.45:2.92 93.58+3.65 45.28+3.45 44.76:4.74 baselines, confirming its robust gener-
SFT_NET 97.83+3.50 97.08+4.97 47.69+4.07 41.91+4.87 alization to a different cognitive work-
LaBraM  85.83:4.67 82.23+6.27 40.15+2.08 32.11:2.36 load paradigm.

4.4 ABLATION STUDY

As shown in Table[5} removing either of our core components individually degrades performance. The
removal of DGTConv (M3) results in a moderate accuracy drop of approximately 2.7-4.1% across
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Table 5: Ablation Study on Dataset 1 and Dataset 2. Methods: M1 = full model, M2 = w/o AAF, M3
= w/o DGTConv, M4 = w/o both modules.

Dataset 1 (2-class) Dataset 1 (4-class) Dataset 2 (2-class) Dataset 2 (5-class)
ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%)

M1 97.34:2.96 97.20:3.31 67.669.03 64.46:10.19 92.75:3.76 92.52:4.10 42.77:4.29 38.01:5.22
M2 92.80+6.20 92.36+6.96 59.22:9.10 56.00+10.23 89.15+3.77 88.78+3.94 39.31:3.14 34.31:3.87
M3 94.68+4.69 94.45:4.98 63.55£8.47 60.77:9.28 89.84+4.59 89.45+5.10 40.13+3.57 35.27+3.83
M4 94.17+4.62 93.9424.88 62.69+8.68 59.75+9.31 89.31+4.57 88.96+5.04 39.99+3.23 35.11:3.61

tasks. The effect is more pronounced for AAF; removing it (M2) causes a substantial performance
drop, with accuracy decreasing by up to 8.44% on the four-class task of Dataset 1, confirming
its critical role. Of particular importance is the powerful synergistic effect our analysis revealed
between the AAF and DGTConv modules. The model lacking both components (M4) paradoxically
outperforms the model lacking only AAF (M2) on several tasks (e.g., 94.17% vs. 92.80% ). This
"module mismatch" strongly suggests that the DGTConv module’s effectiveness is contingent upon
receiving the refined, fused features produced by AAF. This finding moves beyond demonstrating the
independent contribution of each module; it validates the holistic architectural design of GACET,
where the components are not merely additive but mutually reinforcing.

4.5 NEUROPHYSIOLOGICAL ANALYSIS

Table 6: Node Degree Statistics by Re- To valida}te our central hypothesi§—that GACET achieves
its superior performance by learning neurophysiologically
meaningful brain dynamics—we analyzed the functional
Brain Dataset 1 Dataset 2 connectivity learned by the model. This was done by com-
Region ¢ Mean)  (Sum/Mean) puting node degrees from the subject-averaged adjacency
matrices of the binary classification tasks, followed by a
0-1 normalization. The structure represented by this matrix
Central 6.60/0.51 758/0.54 is not a prqdeﬁned anatpmical map but rather a dynamic
Temporal  3.19/035 1357022 representation of the brain’s fuqctlonal state. This represen-
Occipital  1.99/0.28 5537055 tation is learned end-to-end, guided solely by classification
loss, allowing the model to capture the inter-regional dy-
namics most salient for the cognitive task.

gion.

Parietal 9.16/0.54 8.81/0.55
Frontal 7.41/0.46 6.88/0.49

It reveals concentrated high connectivity in the Parietal, Frontal, and Central regions, a pattern
consistent with the Fronto-parietal network’s established role in managing cognitive workload (Marek
& Dosenbach| 2018). Table [6] provides a quantitative summary, presenting both sum and mean node
degrees to account for the differing number of electrodes per region. These statistics confirm this
pattern and also highlight a key difference in the Occipital region. Given that MATB-II is a highly
visual task, the substantially higher occipital connectivity in Dataset 2 (mean degree 0.55 vs. 0.28)
likely reflects a greater visual load imposed by our different difficulty settings. By autonomously
identifying a known functional network and sensitively capturing task-specific variations, GACET
demonstrates that it is not merely fitting statistical patterns, but learning an effective and interpretable
representation of the brain’s cognitive workload dynamics.

5 CONCLUSION

To systematically address the critical challenge of cross-day generalization in BCI, this work delivers a
unified solution. We first introduced CD-MWL, the largest public dataset for this purpose, establishing
a rigorous benchmark for the community. On this benchmark, our proposed GACET model achieves
state-of-the-art performance by learning neurophysiologically plausible brain connectivity. This
powerful, evidence-based link between interpretability and robust performance validates our core
hypothesis. By providing a complete package—a challenging dataset, a novel interpretable model,
and a fully reproducible protocol—we establish a new standard for rigor and transparency, fostering
progress towards real-world BCI applications.
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REPRODUCIBILITY STATEMENT

All code, our newly proposed CD-MWL dataset, and full training logs are publicly available
athttps://anonymous.4open.science/r/GACET-B6F8, including a one-click Jupyter
Notebook script for easy verification of our core results. Our research package includes a fully
programmatic preprocessing pipeline, which was applied to both the CD-MWL and the public COG
datasets. To ensure fairness and prevent data leakage, we employed a rigorous two-stage cross-
validation protocol and conducted exhaustive hyperparameter tuning for all baselines. Experiments
were conducted using PyTorch 2.4.0 on two NVIDIA GeForce RTX 3090 GPUs, with a fixed random
seed to ensure deterministic outcomes.

ETHICS STATEMENT

The experimental protocol for the data collection in this study was reviewed and approved by the
corresponding institutional review board. All participants provided written informed consent prior to
their participation and received monetary compensation for their time. All collected data, including
the publicly released CD-MWL dataset, have been fully anonymized to protect participant privacy.
We foresee no direct negative societal impacts from this research.

REFERENCES

Abeer Al-Nafjan, Manar Hosny, Yousef Al-Ohali, and Areej Al-Wabil. Review and classification of
emotion recognition based on eeg brain-computer interface system research: A systematic review.
Applied Sciences, 7(12):1239, December 2017.

Isabela Albuquerque, Abhishek Tiwari, Mark Parent, Raymundo Cassani, Jean-Francois Gagnon,
Daniel Lafond, Sébastien Tremblay, and Tiago H. Falk. Wauc: A multi-modal database for mental
workload assessment under physical activity. Frontiers in Neuroscience, 14:549524, December
2020.

Prithila Angkan, Behnam Behinaein, Zunayed Mahmud, Anubhav Bhatti, Dirk Rodenburg, Paul
Hungler, and Ali Etemad. Multimodal brain—-computer interface for in-vehicle driver cognitive load
measurement: Dataset and baselines. IEEE Transactions on Intelligent Transportation Systems, 25
(6):5949-5964, June 2024.

Aurélien Appriou, Andrzej Cichocki, and Fabien Lotte. Towards robust neuroadaptive hci: Exploring
modern machine learning methods to estimate mental workload from eeg signals. In Extended
Abstracts of the 2018 CHI Conference on Human Factors in Computing Systems, pp. 1-6, Montreal
QC Canada, April 2018. ACM. ISBN 978-1-4503-5621-3.

Pietro Arico, Gianluca Borghini, Gianluca Di Flumeri, Alfredo Colosimo, Ilenia Graziani, Jean-Paul
Imbert, Géraud Granger, Railene Benhacene, Michela Terenzi, Simone Pozzi, and Fabio Babiloni.
Reliability over time of eeg-based mental workload evaluation during air traffic management (atm)
tasks. In 2015 37th Annual International Conference of the IEEE Engineering in Medicine and
Biology Society (EMBC), pp. 7242-7245, August 2015.

Pouya Bashivan, Gavin M. Bidelman, and Mohammed Yeasin. Spectrotemporal dynamics of the
EEG during working memory encoding and maintenance predicts individual behavioral capacity.
European Journal of Neuroscience, 40(12):3774-3784, December 2014.

Ece Boran, Tommaso Fedele, Adrian Steiner, Peter Hilfiker, Lennart Stieglitz, Thomas Grunwald,
and Johannes Sarnthein. Dataset of human medial temporal lobe neurons, scalp and intracranial
eeg during a verbal working memory task. Scientific Data, 7(1):30, January 2020.

J. Cegarra, B. Valéry, E. Avril, C. Calmettes, and J. Navarro. Openmatb: A multi-attribute task
battery promoting task customization, software extensibility and experiment replicability. Behavior
Research Methods, 52(5):1980-1990, October 2020.

Emadeldeen Eldele, Mohamed Ragab, Zhenghua Chen, Min Wu, and Xiaoli Li. Tslanet: Rethinking
transformers for time series representation learning. In Proceedings of the 41st International
Conference on Machine Learning, July 2024.

10


https://anonymous.4open.science/r/GACET-B6F8

Under review as a conference paper at ICLR 2026

Dongrui Gao, Kejie Wang, Manqing Wang, Jiliu Zhou, and Yongqing Zhang. Sft-net: A network for
detecting fatigue from eeg signals by combining 4d feature flow and attention mechanism. IEEE
Journal of Biomedical and Health Informatics, 28(8):4444-4455, August 2024.

Erin Gibson, Nancy J. Lobaugh, Steve Joordens, and Anthony R. McIntosh. Eeg variability: Task-
driven or subject-driven signal of interest. Neuroimage, 252:119034, May 2022.

Alexandre Gramfort, Martin Luessi, Eric Larson, Denis A. Engemann, Daniel Strohmeier, Christian
Brodbeck, Roman Goj, Mainak Jas, Teon Brooks, Lauri Parkkonen, and Matti Himéldinen. Meg
and eeg data analysis with mne-python. Frontiers in Neuroscience, 7, December 2013.

Kai Guan, Xiaoke Chai, Zhimin Zhang, Qian Li, and Haijun Niu. Evaluation of mental workload
in working memory tasks with different information types based on eeg. In 2021 43rd Annual
International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC), pp.
5682-5685, Mexico, November 2021. IEEE. ISBN 978-1-7281-1179-7.

P.A. Hancock, G. Williams, and C.M. Manning. Influence of task demand characteristics on workload
and performance. The International Journal of Aviation Psychology, 5(1):63-86, January 1995.

Marcel F. Hinss, Emilie S. Jahanpour, Bertille Somon, Lou Pluchon, Frédéric Dehais, and Raphaélle N.
Roy. Open multi-session and multi-task eeg cognitive dataset for passive brain-computer interface
applications. Scientific Data, 10(1), February 2023.

Eric Jang, Shixiang Gu, and Ben Poole. Categorical reparameterization with gumbel-softmax. In
ICLR 2017, 2017.

Wei-Bang Jiang, Xuan-Hao Liu, Wei-Long Zheng, and Bao-Liang Lu. Multimodal adaptive emotion
transformer with flexible modality inputs on a novel dataset with continuous labels. In Proceedings
of the 31st ACM International Conference on Multimedia, pp. 5975-5984, Ottawa ON Canada,
October 2023. ACM. ISBN 979-8-4007-0108-5.

Weibang Jiang, Liming Zhao, and Bao-liang Lu. Large brain model for learning generic represen-
tations with tremendous eeg data in bci. In The Twelfth International Conference on Learning
Representations, May 2024.

Kunjira Kingphai and Yashar Moshfeghi. Mental workload assessment using deep learning models
from eeg signals: A systematic review. IEEE Transactions on Cognitive and Developmental
Systems, pp. 1-27, 2024.

Li-Chen Shi, Ying-Ying Jiao, and Bao-Liang Lu. Differential entropy feature for eeg-based vigilance
estimation. In 2013 35th Annual International Conference of the IEEE Engineering in Medicine
and Biology Society (EMBC), pp. 6627-6630, Osaka, July 2013. IEEE. ISBN 978-1-4577-0216-7.

W. L. Lim, O. Sourina, and L. P. Wang. Stew: Simultaneous task eeg workload data set. IEEE
Transactions on Neural Systems and Rehabilitation Engineering, 26(11):2106-2114, November
2018.

Yuan-Pin Lin, Ping-Keng Jao, and Yi-Hsuan Yang. Improving cross-day eeg-based emotion classifi-
cation using robust principal component analysis. Frontiers in Computational Neuroscience, 11,
July 2017.

F Lotte, L Bougrain, A Cichocki, M Clerc, M Congedo, A Rakotomamonjy, and F Yger. A review of
classification algorithms for eeg-based brain—computer interfaces: A 10 year update. Journal of
Neural Engineering, 15(3):31005, April 2018.

Scott Marek and Nico U. F. Dosenbach. The frontoparietal network: Function, electrophysiology, and
importance of individual precision mapping. Dialogues in Clinical Neuroscience, 20(2):133-140,
June 2018.

Alice Othmani, Aznul Qalid Md Sabri, Sinem Aslan, Faten Chaieb, Hala Rameh, Romain Alfred,
and Dayron Cohen. Eeg-based neural networks approaches for fatigue and drowsiness detection:
A survey. Neurocomputing, 557:126709, November 2023.

11



Under review as a conference paper at ICLR 2026

Yong Peng, Fengzhe Jin, Wanzeng Kong, Feiping Nie, Bao-Liang Lu, and Andrzej Cichocki. Ogssl:
A semi-supervised classification model coupled with optimal graph learning for eeg emotion
recognition. /IEEE Transactions on Neural Systems and Rehabilitation Engineering, 30:1288-1297,
2022.

Vallat Raphael. Antropy: Entropy and complexity of (eeg) time-series in python.
https://github.com/raphaelvallat/antropy, July 2023.

Joshua S. Richman and J. Randall Moorman. Physiological time-series analysis using approximate
entropy and sample entropy. American Journal of Physiology Heart and Circulatory Physiology,
278(6):H2039-H2049, June 2000.

Yamira Santiago-Espada, Robert R. Myer, Kara A. Latorella, and James R. Comstock. The multi-
attribute task battery ii (matb-ii) software for human performance and workload research: A user’s
guide. Technical Report L-20031, July 2011.

Lakhan Dev Sharma, Vijay Kumar Bohat, Maria Habib, Ala’ M. Al-Zoubi, Hossam Faris, and
Ibrahim Aljarah. Evolutionary inspired approach for mental stress detection using eeg signal.
Expert Systems with Applications, 197:116634, July 2022.

Miseon Shim, Seung-Hwan Lee, and Han-Jeong Hwang. Inflated prediction accuracy of neuropsychi-
atric biomarkers caused by data leakage in feature selection. Scientific Reports, 11(1):7980, April
2021.

Jaeyoung Shin, Alexander Von Liihmann, Do-Won Kim, Jan Mehnert, Han-Jeong Hwang, and
Klaus-Robert Miiller. Simultaneous acquisition of eeg and nirs during cognitive tasks for an open
access dataset. Scientific Data, 5(1):180003, February 2018.

Kaido Virbu, Naveed Muhammad, and Yar Muhammad. Past, present, and future of eeg-based bci
applications. Sensors, 22(9):3331, January 2022.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, L. ukasz
Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in Neural Information
Processing Systems, volume 30. Curran Associates, Inc., 2017.

Guagnyu Wang, Wenchao Liu, Yuhong He, Cong Xu, Lin Ma, and Haifeng Li. Eegpt: Pretrained
transformer for universal and reliable representation of eeg signals. In Advances in Neural
Information Processing Systems, 2024, volume 37, pp. 39249-39280.

Shouyi Wang, Jacek Gwizdka, and W. Art Chaovalitwongse. Using wireless eeg signals to assess
memory workload in the n-back task. IEEE Transactions on Human-Machine Systems, 46(3):
424-435, June 2016.

Yung-Hung Wang, I-Yu Chen, Herming Chiueh, and Sheng-Fu Liang. A low-cost implementation
of sample entropy in wearable embedded systems: An example of online analysis for sleep eeg.
IEEFE Transactions on Instrumentation and Measurement, 70:1-12, 2021.

Chenyu Wei, Xuewen Zhao, Yu Song, and Yi Liu. Task-independent cognitive workload discrimina-
tion based on eeg with stacked graph attention convolutional networks. Sensors, 25(8):2390, April
2025.

Christopher D. Wickens. Multiple resources and mental workload. Human Factors: the Journal of
the Human Factors and Ergonomics Society, 50(3):449-455, June 2008.

Dongrui Wu, Yifan Xu, and Bao-Liang Lu. Transfer learning for eeg-based brain—computer interfaces:
A review of progress made since 2016. IEEE Transactions on Cognitive and Developmental
Systems, 14(1):4-19, March 2022.

Zhong Yin and Jianhua Zhang. Cross-session classification of mental workload levels using eeg and

an adaptive deep learning model. Biomedical Signal Processing and Control, 33:30-47, March
2017.

12



Under review as a conference paper at ICLR 2026

Xiaowei Zhang, Jinyong Liu, Jian Shen, Shaojie Li, Kechen Hou, Bin Hu, Jin Gao, Tong Zhang, and
Bin Hu. Emotion recognition from multimodal physiological signals using a regularized deep
fusion of kernel machine. IEEE Transactions on Cybernetics, 51(9):4386-4399, September 2021.

Yimin Zhao and Jin Gu. Feature fusion based on mutual-cross-attention mechanism for eeg emotion
recognition. In Marius George Linguraru, Qi Dou, Aasa Feragen, Stamatia Giannarou, Ben
Glocker, Karim Lekadir, and Julia A. Schnabel (eds.), Medical Image Computing and Computer
Assisted Intervention — MICCAI 2024, volume 15011, pp. 276-285, Cham, 2024. Springer Nature
Switzerland. ISBN 978-3-031-72119-9 978-3-031-72120-5.

Igor Zyma, Sergii Tukaev, Ivan Seleznov, Ken Kiyono, Anton Popov, Mariia Chernykh, and Oleksii
Shpenkov. Electroencephalograms during mental arithmetic task performance. Data, 4(1):14,
March 2019.

13



Under review as a conference paper at ICLR 2026

A THE USE OF LARGE LANGUAGE MODELS

In the preparation of this manuscript, a LLM was utilized as an assistive tool. Its use was strictly
limited to post-writing improvements of language and style for the manuscript text and standardization
of formatting for the source code. The LLM was not used for any aspect of research ideation, data
analysis, or the generation of substantive content.

B DETAILS OF PUBLIC EEG DATASET

BVWM Dataset

The BVWM dataset (Bashivan et al.| 2014) comprises EEG recordings from 13 healthy participants
performing a visual working memory task. Each participant completed 240 trials, where each trial
lasted 3.5 seconds, including a 0.5-second character display and a 3-second maintenance period. In
total, the dataset contains 13 x 240 = 3,120 trials, corresponding to a total task duration of 10,920
seconds (approximately 3.03 hours). Note that only the correctly responded trials (2,670) were used
in model training and evaluation.EEG signals were recorded using 64 electrodes placed according to
the international 10—10 system, sampled at 500 Hz. The cognitive load levels were defined by the
number of characters to be memorized (2, 4, 6, or 8), corresponding to four workload conditions.

EHCD Dataset

The EEG-NIRS Hybrid Cognitive Dataset (EHCD) (Shin et al., 2018)) comprises simultaneous EEG
and near-infrared spectroscopy recordings from 26 right-handed healthy volunteers. EEG signals
were captured using 30 active electrodes arranged according to the international 10-5 system and
sampled at 1 000 Hz, while NIRS data were recorded via a NIRScout system with 16 sources and 16
detectors configured into 36 channels spanning frontal, motor, parietal, and occipital regions at 10.4
Hz .

Participants completed three cognitive paradigms in separate sessions. The n-back task comprised
four difficulty levels (rest, 0-, 2-, and 3-back); each session consisted of nine series of 2 s instruction,
40 s of digit presentations (one every 2 s), and 20 s rest—totaling roughly 27 minutes per participant .
The DSR paradigm featured two difficulty conditions (target vs. non-target) and followed the identical
timing for about 27 minutes per participant . In the Word Generation paradigm, two conditions (word
generation vs. baseline) were presented in 20 trials per session—each trial including a 2 s cue, 10 s
task, and 13—15 s rest—also amounting to approximately 27 minutes of recording per participant .
With 26 participants, each paradigm yields on the order of 13 hours of combined EEG and NIRS data
across all participants.

STEW Dataset

The STEW dataset (Lim et al., 2018)) comprises continuous EEG recordings from 48 graduate
participants, acquired with a 14-channel Emotiv EPOC headset (10-20 system) at 128 Hz . Each
session began with a 3-minute eyes-open resting-state baseline (one condition), followed by an
18-minute Simultaneous Capacity Test (SIMKAP). For workload analysis, the final 3 minutes of
SIMKAP were selected and trimmed by 15 seconds at both the start and end—yielding a 2.5-minute
“workload” segment . Participants rated their mental workload on a 1-9 scale after each segment;
these subjective scores were then binned into three levels—low (1-3), moderate (4-6), and high
(7-9)—resulting in four conditions (rest plus three workload levels) per participant.

EEGMAT Dataset

The EEGMAT dataset (Zyma et al.,[2019) contains EEG recordings from 36 healthy volunteers. Data
were acquired with a 23-channel Neurocom monopolar EEG system (International 10/20 montage)
at a 500 Hz sampling rate. Each subject contributed artifact-free EEG segments of 180 s during
eyes-closed resting and 60 s during a continuous mental arithmetic task (serial subtraction of two-digit
numbers from four-digit numbers).

WM dataset The WM dataset (Boran et al., 2020) includes EEG recordings from 9 epilepsy patients
performing a verbal working memory task. Each subject completed multiple sessions (total 37), with
50 trials per session, yielding a total task duration of approximately 370 minutes (6.17 hours).EEG
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was recorded using the 10-20 system at 256 Hz. Each trial comprised a 2-second encoding phase, a
3-second maintenance period, and a response stage.

WAUC Dataset

The WAUC dataset (Albuquerque et al., 2020) includes recordings from 48 participants. It captures
seven synchronized modalities: EEG, ECG, respiration rate, skin temperature, galvanic skin response,
blood volume pulse, and three-axis accelerometry. EEG data were acquired with 8 channels at a
500 Hz sampling rate. Participants performed the MATB tasks under two levels of mental workload
(low vs. high) and three levels of physical activity. Each combined mental-physical task block lasted
approximately 10 minutes .

COG-BCI Dataset

The COG-BCI dataset (Hinss et al., 2023)) comprises EEG recordings from 29 healthy volunteers
collected over three sessions spaced one week apart. Signals were acquired with a 64-channel ActiCap
cap following the international 10-20 layout, referenced at Fpz, and sampled at 500 Hz .

In each session, participants performed the MATB-II paradigm under four conditions — rest (4 min)
and easy, medium, and difficult runs of approximately 5 min each (= 19 min total); the N-back
paradigm under four conditions —rest (4 min) and 0-, 1-, and 2-back blocks of approximately 6 min
each (=~ 22 min total); the Psychomotor Vigilance Task lasting about 10 min ; and the Eriksen Flanker
task lasting about 10 min.

CL-Drive Dataset

The CL-Drive dataset (Angkan et al., [2024) comprises recordings from 21 participants, capturing
four synchronized modalities: EEG, ECG, electrodermal activity (EDA), and eye-tracking . EEG was
acquired via a Muse S headband with four channels (AF7, AF8, TP9, TP10) at a 256 Hz sampling
rate . Participants completed nine driving scenarios of graded complexity—and an interleaved resting
baseline—yielding a total of 10 difficulty conditions. Each scenario or rest block lasted three minutes,
separated by two-minute intervals, and during each driving block they self-reported cognitive load
every 10 seconds. Overall, each participant contributed approximately 45 minutes of recorded data,
including both task and baseline periods.
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Figure 4: MATB

This experiment simulates a multitasking environment to assess participants’ performance under
high workload conditions. The tasks are designed to reflect typical activities encountered in piloting
scenarios, including system monitoring, dynamic target control, communication handling, and
resource allocation. Participants are required to manage multiple modules simultaneously, switching
their attention effectively within a limited timeframe. The interface is organized into modular sections,
and interactions are facilitated through a keyboard and joystick. Performance is measured using
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metrics such as accuracy, response time, and task stability. Additionally, a timeline view assists
participants in planning task sequences, providing a realistic representation of decision-making and
mental workload in complex operational contexts (Cegarra et al., 2020).

1.The System Monitoring Task

Participants monitor multiple indicators on the screen and respond promptly to abnormalities. Two
light indicators (F5 and F6) at the top have default states: one green and one gray. When their
states change (e.g., the green light turns off or the gray light turns red), participants must press the
corresponding keys (F5 or F6) to restore them. Additionally, four gauges (F1 to F4) at the bottom
display pointers that are normally centered. If a pointer moves outside its central range, participants
need to recenter it by pressing the corresponding key. Actions must be completed within a set
timeframe; delays result in task failure.

2.The Tracking Task

Participants use a joystick to control a cursor on the screen, keeping it within a designated target area.
The cursor’s movement follows a sinusoidal path, which is complex but predetermined. Participants
must make precise adjustments to avoid the cursor leaving the target area. Performance is assessed
by calculating the RMS deviation of the cursor from the target area.

3.The Communication Task

Participants adjust communication channels and frequencies based on auditory instructions that
include their call sign (e.g., “GB54”). Instructions may specify actions such as “Adjust COM1 to
frequency 130.5.” Unrelated instructions must be ignored. Participants use the up/down arrow keys
to select the channel, the left/right keys to adjust the frequency, and the Enter key to confirm their
actions. Visual markers on the screen help participants verify their adjustments.

4.The Resource Management Task

Participants manage a fuel system consisting of six tanks, two of which deplete fuel at a constant
rate. They must operate eight pumps to redistribute fuel and maintain critical tank levels within a safe
range. Some supply tanks have capacity limits (e.g., 2000 units), while others have unlimited capacity.
Pump flow rates vary, with high-rate pumps transferring 800 units per minute and others operating
at 600 or 400 units. Participants actively control pump states to balance fuel levels. Performance is
measured by the time tank levels remain within the target range or by calculating RMS error.

5.The Scheduling View

The scheduling view, located at the top-right of the screen, provides a timeline of task events over the
next several minutes. Red and green markers indicate task statuses, such as inactive periods (red) and
active periods requiring action (green). A digital timer shows the elapsed time since the experiment
began. While participants do not interact directly with the scheduling view, it aids in anticipating task
changes and optimizing task prioritization.

D DETAILS OF DIFFICULTY DESIGN

Table 7: Task Parameter Settings Across Different Difficulty Levels

System Monitoring Task Tracking Task Communication Task Resource Management Task
Difficulty ~ Event Interval (s) Interval Variability (s) ~Joystick Sensitivity ~Light Motion Speed ~ Event Interval (s) ~ Call Frequency (rate) ~ Failure Interval (s)  Failure Duration (s)
Level 1 Nan Nan Nan Nan Nan Nan Nan Nan
Level 2 30 5 0.5 0.06 40 0.5 40 10
Level 3 20 2.0 0.1 30 0.5 20 10

5
Level 4 10 2 5.0 0.45 20 0.8 5 15
Level 5 5 2 10.0 0.8 10 0.8 5 15

In Table[7] the task parameter settings across different difficulty levels are summarized.In Level 1
(resting state), no task is performed. Therefore, all task-related parameters are marked as "NaN’ to
indicate no applicable values.

For Levels 2 to 5, the parameter settings are defined as follows:

The System Monitoring Task: The event interval and its variability decrease as the difficulty level
increases, making the system monitoring tasks more frequent and less predictable.
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The Tracking Task: Joystick sensitivity decreases (a larger value corresponds to lower sensitivity),
and the speed of the moving light increases, making precise control more difficult.

The Communication Task: The event interval shortens and the call frequency increases at higher
difficulty levels, requiring faster response times.

The Resource Management Task: The failure interval shortens, while the failure duration remains
constant or slightly increases, introducing more frequent and prolonged management challenges at
higher difficulty levels.

This design ensures that higher difficulty levels impose increasingly complex and demanding cognitive
loads, simulating real-world multitasking scenarios.

E DETAILS OF THE EEG PREPROCESSING

Channel exclusion:
raw.drop_channels ([’ Cz’ ]) (Dataset 1 only; Cz was not recorded for participants 1-9).

raw.drop_channels ([/CB1’,’CB2’,’HEO’,’VEO’,'EMG’,’EKG’, M1’ ,'M2'])
(Dataset 2 only; CB1/CB2 are non-standard, M1/M2 unused for referencing, others are non-EEG
signals).

Filtering:

raw.filter(l_freg=1l, h_freg=100, picks='eeg’);

raw.notch_filter (fregs=(48, 52), picks='eeg’).

Bad-channel detection & interpolation:

bads = mne.preprocessing.find_bad_channels_lof (raw, threshold=2.0);
Re-referencing:

raw.set_eeg_reference (ref_channels=’average’, ch_type='eeqg’).
Down-sampling:

raw.resample (sfregq=500) (Dataset 2 only).

ICA artifact removal:

* Fit ICA:
ica = mne.preprocessing.ICA (method='infomax’, extended=True,
max_iter='auto’, random_state=42);

* Muscle artifacts:
ica.find_bads_muscle (raw, threshold=0.9).

* ECG artifacts (Dataset 1 only, as only Dataset 1 includes ECG recordings):
ica.find_bads_ecg()

* Eye-blink artifacts:
ICLabel probability > 0.9

* Exclude & apply:
ica.exclude = muscle_idx + ecg_idx + blink_idx;

F DETAILED DERIVATION OF SAMPLE ENTROPY (SampEn)

The calculation of SampEn for a scalar time series {x1, 2, ...,2} of length L with embedding
dimension m and tolerance r proceeds as follows:

Form Template Vectors The m- and (m + 1)-dimensional template vectors are formed:
Xm(Z) = [xia Tit1y -+ xi+m—1]a i = 1727"'7L —m+ 17

12
X7n+1(i):[xia Tit1y, -+ Zi+m]7 7,:1,2,,[/—7’77, ( )

17
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Measure Distance Similarity between any two vectors u and v is measured by the Chebyshev
distance:

dmuuv)zogggﬁ;mJuk—vkh (13)

Count Pairs All pairs whose Chebyshev distance does not exceed r are counted and denoted as:
B =#{(i,7): i # j, deo(X(d), Xin(j)) <7},

L . , (14)
A= #{(’ij) i 7& 7 doo(Xm+1(Z)va+1<])) < 7"}.
Define SampEn Finally, the SampEn is defined as shown in Equation
SampEn(m,r) = — ln(%). (15)

G OVERALL

This section presents the experimental results of all comparative models under different learning rates.
All models use the input tensor of shape (N, C, 8000) as illustrated in Figure|3|and keep NV fixed.

For LaBraM, we adopted four approaches: arch_train uses only the network architecture and trains
from scratch on inputs of shape (N, C, 8000); eval_only loads the pre-trained weights and evaluates
without further training; finetune_full loads the pre-trained weights and fine-tunes all parameters;
and finetune_head loads the pre-trained weights and fine-tunes only the classification head. We
perform a coarse search over the learning rate set (0.001, 0.0001, 0.00001, 0.000001). All training
logs and detailed results are available in the 1og directory of the code.

Power Spectral Density (PSD) represents the distribution of power across different frequencies, which
has been used in MCA (Jiang et al.,2023).Since we computed PSD, we also evaluated its performance
as an input feature in other models. We employ a 512-point Short-Time Fourier Transform (STFT)
with the non-overlapping Hanning window to compute PSD. The specific calculation process is as
follows.

For a given one-dimensional signal x(n) which is divided into K segments, each of length L. The
i~th segment is denoted as z;(n) = z(1),2(2),...,z(L) ,fori =0,1,..., K — 1.

The periodogram for the i—th segment is calculated using the window function w(n) as follows:

1 L-1

i(f) = ———— w(n)az;(n)e 72 m ? (16)
Bl = S w<n>|2,;‘ (n)zi(n) |

Here, f denotes the frequency, and j is the imaginary unit. The Welch-PSD is then obtained by
averaging the periodograms of all K segments:

1 K-1
bu(f) =2 D bilf) (17)
=0

G.1 LABRAM

For data utilizing pretrained weights, we followed the preprocessing protocol from the original work
(Jiang et al.| 2024): applying a 0.1-75 Hz band-pass filter, a 50 Hz notch filter, downsampling to
200 Hz, and normalizing to the 1 range.

G.2 TSLANET

TSLANet (Eldele et al.| [2024) employs an adaptive spectral block (ASB), utilizing FFT-based
thresholding denoising to learn both long- and short-term dependencies; subsequently, an interaction
convolution block is applied to deepen spatiotemporal coupling. Since the original design uses a
limited number of physiological signal channels (two EEG channels and one ECG channel), we
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Table 8: LaBraM_overall

Dataset 1 (2-class) Dataset 1 (4-class) Dataset 2 (2-class) Dataset 2 (5-class)

ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%)

le-3
eval_only 49.50+1.31 36.3441.80 24.35+0.89 12.68+0.81 49.9740.83 36.97%1.54 19.861+0.30 8.2140.54
LaBraM_arch_train ~ 63.8243.13 41.16£5.34 28.9742.43 14.91+3.27 52.524+1.82 36.7542.61 29.68+3.90 20.8314.58
LaBraM_finetune_full 55.9944.13 43.49+5.81 29.3044.13 19.91+4.92 57.434+8.69 46.10112.11 23.45+4.86 12.0616.21
LaBraM_finetune_head 55.22+4.39 44.56+6.14 27.95+2.77 21.68+2.93 61.1748.79 58.26+10.11 24.57+3.81 20.36+3.80

le-4
LaBraM_arch_train 60.3714.17 41.17+6.41 32.7745.06 20.33+6.13 71.311+8.83 67.301+11.65 28.34+5.44 18.021+6.07
LaBraM_finetune_full 56.914-4.33 44.80+6.93 31.224-5.37 24.261+6.03 67.98+10.48 64.811+12.84 27.48+6.11 20.3347.03
LaBraM_finetune_head 55.7040.52 35.79+0.22 26.3741.19 13.30+1.43 55.114+6.84 45.854+10.01 22.9943.55 15.62+3.44

le-5
LaBraM_arch_train ~ 62.504-0.00 38.46+0.00 34.334-4.83 21.294+6.22 67.5149.86 62.62+13.10 29.16+4.46 19.60+3.84
LaBraM_finetune_full 56.224-1.03 37.48+1.83 27.6242.20 15.58+2.47 60.461+9.57 54.74412.35 24.9045.37 15.9045.42
LaBraM_finetune_head 55.7040.53 35.7740.22 26.2240.60 11.924+0.99 52.904+3.84 40.4945.65 22.1442.91 12.574+3.04

le-6
LaBraM_arch_train ~ 62.164-1.49 39.63+2.09 28.214+1.42 13.114+1.42 56.08+4.94 45.16+7.15 24.98+3.28 15.084+3.38
LaBraM_finetune_full 54.544-1.92 38.43+1.8527.1041.69 15.76+1.67 56.261+6.55 47.8148.96 21.61£1.90 10.6242.25
LaBraM_finetune_head 55.7040.53 35.7740.22 26.36+1.03 12.33+1.48 52.4543.44 39.8045.08 21.71+£2.89 11.5613.09

explored extending its network depth. Here, TSLANet ,, denotes the variant in which both the
embedding dimension and the model depth are scaled by a factor of n (with n = 1 corresponding to
the original model).

G.3 MAET

MAET (Zhao & Gu, 2024) (Multi-view Embedding Module + Adaptive Transformer) utilizes
differential entropy (DE) as the input feature; additionally, we evaluated power spectral density
(PSD) and sample entropy (SampEn), and ultimately selected DE with a learning rate of 5 x 10™% as
yielding the best performance.

G.4 MCA

MCA (Jiang et al., 2023) employs DE and PSD as dual features, fusing them via cross attention
mechanisms before classification with a customized 3D convolutional neural network.In addition to
DE + PSD, we also explored the results of DE + SampEn and PSD + SampEn.

G.5 SFT-NET

SFT(Gao et al.}[2024) employs spatial and frequency attention mechanisms, followed by depthwise
separable convolution with contextual structures, and a two-layer LSTM—thereby balancing inter-
preta bility and lightweight design . In the original model, each sample requires 16 DE segments.
Through our feature computation, each sample contains only 4 segments. Since no interface was
provided, we modified the code accordingly, naming the variant SFT,. We also computed SFT;
using a 1 s window—keeping the total number of segments per sample constant—to adapt the model.
Additionally, we evaluated the network’s performance when using PSD and SampEn as input features.

G.6 GACET
Our model also explored strategies beyond the combination of DE and SampEn, but the results

showed that the combination of DE and SampEn still achieved the best performance, confirming the
validity of our feature selection.
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Table 9: TSLANet_overall

Dataset 1 (2-class)

Dataset 1 (4-class)

Dataset 2 (2-class)

Dataset 2 (5-class)

ACC (%)

F1 (%)

ACC (%)

F1 (%)

ACC (%)

F1 (%)

ACC (%)

F1 (%)

le-3

TSLANet_1

TSLANet_2
TSLANet_3
TSLANet_4
TSLANet_5
TSLANet_6
TSLANet_7
TSLANet_8

53.38+5.43

58.85+7.72

62.97+10.79
67.79412.65
70.141+12.60
70.36413.34
71.841+12.43
71.45+12.01

51.33+5.53

55.42+8.61

59.95+11.92
65.38+13.58
67.601+14.04
67.71+£14.91
69.224+13.93
68.671+13.43

29.5743.71
33.69+4.28
37.124+5.48
40.5316.01
42.34+6.14
44231647
44.73+6.22
45.93+6.51

28.48+3.82
32.661+4.69
35.761+5.78
39.161+6.17
40.91+6.50
42.851+6.42
43.05+6.38
44.3016.58

62.72+5.52
68.5716.49
70.741+6.85
72.99+6.92
73.591+6.84
74.50+7.68
75.76+7.00
75.791+7.98

62.16+5.38
67.84+6.71
69.81+7.33
72.01+7.41
72.64+7.27
73.36£8.49
74.73+7.63
74.47+8.79

25.6912.51
26.9913.02
27.81+2.76
28.4842.79
28.651+2.84
29.2743.17
29.0242.91
29.631+3.21

25.11+£2.52
26.18+2.99
26.851+2.86
27.39+2.96
27.324+3.05
27.93£3.32
27.5242.94
27.9243.39

le-4
TSLANet_1
TSLANet_2
TSLANet_3
TSLANet_4
TSLANet_5
TSLANet_6
TSLANet_7
TSLANet_8

55.71£7.01
60.91+8.76
62.844-10.00
63.75+9.86
64.27+10.75
64.47+11.25
65.161+11.46
66.60+11.71

53.24+7.12

57.99+9.33

59.794+10.74
61.03+10.45
61.55+11.48
62.07+11.72
62.75+12.27
64.32+12.56

31.38+4.09
35.80+4.95
38.771+5.83
40.22+6.35
41.78+6.66
42.21£7.07
42.47+7.26
43.21£6.77

30.5614.33
35.04+5.18
38.1916.03
39.701+6.48
41.14+6.77
41.56+7.15
41.58+7.37
42.28+6.83

63.931+5.46
69.951+5.75
71.661+6.32
72.4716.75
72.724+6.53
73.32+6.08
73.641+6.75
74.381+6.85

63.46+5.35
69.30+5.95
70.91+6.75
71.76£7.10
71.92+7.09
72.58+6.50
72.82+7.26
73.60+7.25

24.6612.56
27.4613.16
28.9243.17
29.4013.49
29.88+3.24
30.371+3.46
30.6613.51
30.91+3.56

24.37+2.55
26.76+3.19
27.90+3.16
28.2243.41
28.62+3.21
28.99+3.40
29.25+3.46
29.49+3.50

le-5
TSLANet_1
TSLANet_2
TSLANet_3
TSLANet_4
TSLANet_5
TSLANet_6
TSLANet_7
TSLANet_8

58.00+7.45

62.561+9.46

65.214+10.41
66.801+11.44
67.68+11.77
68.391+11.68
68.61+11.91
69.34+11.71

55.78+7.66

60.29+9.84

62.921+11.00
64.541+12.22
65.42412.65
66.241+12.61
66.41+£12.79
67.09+12.85

31.5444.64
35.154+5.12
38.2446.16
40.16£6.53
41.321+6.74
41.75£7.04
42.55+6.99
42.67£7.01

30.6614.81
34.5015.53
37.86£6.56
39.871+6.96
41.0747.01
41.40+7.31
42.2447.25
42.31+£7.32

61.29+4.76
68.561+6.45
73.00£7.10
74.461+7.23
75.2047.23
75.63+7.52
75.98+7.53
76.39+7.59

60.55+4.77
67.80+6.60
72.2747.42
73.72+7.66
74.47+7.67
74.92+7.93
75.28+7.98
75.70+7.95

23.0142.01
25.931+2.41
27.9243.18
29.05+3.34
29.80+3.35
30.5413.47
31.03£3.83
31.13+3.78

22.61+£1.98
25.50+2.57
27.3343.30
28.27+3.39
28.8343.46
29.444+3.43
29.76+3.78
29.76+3.60

le-6
TSLANet_1
TSLANet_2
TSLANet_3
TSLANet_4
TSLANet_5
TSLANet_6
TSLANet_7
TSLANet_8

54.42+4.74
57.98+6.62
59.38+7.37
60.78+8.71
62.20+8.65
63.24+9.78
62.93+9.80
63.47+10.13

53.09+4.73
56.39+6.73
57.70+7.45
59.47+8.86
60.39+8.88
61.454+10.10
61.26+10.10
61.861+10.46

28.4143.51
30.99+4.32
32.19+4.89
33.40+5.46
34.444526
35.05+5.83
35.851+5.86
36.101+6.01

27.5043.53
29.8344.55
31.13+5.47
32.354+5.95
33.51+5.70
34.161+6.44
35.061+6.39
35.1616.65

57.181+4.45
59.45+4.22
62.17+5.28
63.231+5.33
65.301+5.21
66.58+5.32
67.00+5.94
68.421+6.14

56.19+4.52
57.87+4.41
60.37+5.40
61.23+5.66
63.50+5.45
64.90+5.33
65.39+6.18
67.03+6.34

22.07+1.96
23.194+1.85
24.0042.10
24.4942.25
25.2742.22
25.9842.40
26.651+2.58
26.8542.74

21.10£1.99
22.28+1.97
22.85+2.23
23.424+2.33
24.13+2.39
24.8442.41
25.50+2.65
25.724+2.81
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Table 10: MAET overall

Dataset 1 (2-class) Dataset 1 (4-class) Dataset 2 (2-class) Dataset 2 (5-class)

ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%) ACC (%) F1 (%)

le-3
MAET _single DE  96.27+3.17 96.15+3.29 65.9749.18 62.841+10.10 89.69+4.84 89.061+5.86 40.67+4.63 37.001+5.73
MAET _single_ PSD  95.8842.69 95.69+2.85 62.9649.00 60.9149.57 86.0946.23 85.4947.12 37.22+3.56 34.4243.89
MAET _single_SampEn 92.2245.56 91.82+6.24 55.3946.96 54.1747.63 86.5045.13 86.2615.34 38.78+3.53 37.4143.65

le-4
MAET _single_DE 95.98+3.45 95.8343.60 64.68+8.11 61.981+9.37 88.87+4.54 88.32+5.33 41.1044.30 36.58+5.03
MAET _single_PSD  94.6513.47 94.46+£3.62 61.6248.06 59.7648.94 85.8845.68 85.361+6.30 37.71£3.57 34.3643.86
MAET _single_SampEn 88.1216.50 87.61£7.06 51.6346.28 49.8447.01 84.7945.45 84.374+5.81 38.06+4.32 35.214+4.36

le-5
MAET _single_DE 82.04+5.82 80.9346.38 52.901+6.41 49.824+7.24 81.2347.35 80.22+8.08 35.3544.35 31.15+4.34
MAET _single_PSD  76.4115.43 75.28+£5.73 46.0045.75 43.0946.37 75.1347.99 74.0148.58 32.01+£4.18 28.9344.04
MAET _single_SampEn 58.5545.49 57.52+5.59 30.5742.90 29.1242.93 65.50+6.66 64.9616.82 27.80+3.65 26.3243.24

le-6
MAET _single_DE 62.25+4.25 59.6944.63 29.771+2.59 26.011+3.00 51.614+2.4149.11£2.88 21.3941.60 18.82+1.74
MAET _single_PSD  59.3344.27 57.20+4.59 27.7542.79 24.7943.27 50.90+1.84 49.004+2.05 20.58+1.23 18.6241.32
MAET _single_SampEn 49.4412.94 48.20+£2.99 25.2141.54 23.9541.38 49.5842.01 48.8442.02 20.33£0.79 19.554-0.87

Table 11: MCA_overall

Dataset 1 (2-class) Dataset 1 (4-class) Dataset 2 (2-class) Dataset 2 (5-class)

ACC (%)  Fl1(%) ACC(%) Fl1(%)  ACC(%) Fl(%) ACC(%) Fl1 (%)

le-3
MCA_PSD_DE 91.75+5.37 91.21+6.01 58.821+8.15 56.70+9.21 84.64+5.49 83.851+6.00 35.8113.34 32.27+3.98
MCA_SampEn_DE  86.2746.74 85.44+7.55 55.754+7.44 53.3448.00 81.7145.43 81.201+5.73 35.714+3.27 32.24+3.62
MCA_SampEn_PSD 83.4646.31 82.84+6.70 51.7446.58 49.59+7.56 77.5846.23 76.891+6.61 33.1243.35 30.21£3.29

le-4
MCA_PSD_DE 88.82+5.86 88.1146.40 56.5848.79 54.4449.67 82.70+£6.09 81.9046.66 35.6243.50 32.051+3.92
MCA_SampEn_DE  77.9249.77 75.72411.64 51.6749.20 48.06+10.00 79.2945.68 78.5346.22 35.44+3.52 31.54+4.08
MCA_SampEn_PSD 76.2949.64 74.48+10.61 48.691+7.49 45.384+8.28 72.3146.85 71.05+7.74 32.2243.44 28.78+3.94

le-5
MCA_PSD_DE  80.21%10.07 77.92411.88 43.901+8.04 36.041+9.13 72.66+8.42 69.92+10.27 29.334+3.79 19.72+3.66
MCA_SampEn_DE 58.31%10.71 50.74413.71 33.14+7.27 23.18+7.51 65.09410.05 59.80+13.02 24.611+3.86 13.58+3.86
MCA_SampEn_PSD 61.4849.90 55.43412.11 30.05+5.07 21.17+5.96 59.93+48.85 53.26+11.91 23.1743.65 12.31£4.23

le-6
MCA_PSD_DE 55.11£3.42 46.90+3.47 27.32+1.96 17.35+2.10 59.1945.76 51.741+6.57 23.184+2.43 14.62+1.93
MCA_SampEn DE  51.56+3.47 43.60+3.47 26.214+2.18 15.38+2.25 57.3245.20 49.98+5.83 22.44+1.34 12.90+1.30
MCA_SampEn_PSD 52.14+2.40 44.20+£2.84 25.5841.11 15.12+1.35 53.57+3.61 45.88+3.93 21.0341.40 12.51£1.35
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Table 12: SFT overall

Dataset 1 (2-class) Dataset 1 (4-class)

Dataset 2 (2-class)

Dataset 2 (5-class)

Fl (%) ACC (%) Fl (%)

ACC (%)  Fl(%) ACC(%) Fl(%) ACC (%)
le-3
SFT_16_DE 95.49+3.93 95.111+4.39 56.161-7.16 52.77+7.85 83.8216.62
SFT_16_PSD 82.5949.20 78.63+12.55 50.86+7.72 46.38+8.75 77.10+7.28

SFT_16_SampEn 80.07411.35 75.26+£14.74 43.23+7.47 39.5848.64 74.2446.16

82.35+7.78 35.84+4.69 31.84+4.70
73.84+8.92
71.97+£7.00 31.52£3.7528.73£3.78

33.641+4.39 28.68+5.18

SFT_4_DE 92.65+4.76 91.7145.67 50.6846.65 45.45+7.69 83.44+6.48 82.08+7.69 35.60+4.15 30.6614.86
SFT_4_PSD 84.7247.39 81.09410.50 48.38£6.06 42.6447.33 76.97+£9.31 74.39411.26 32.68+4.97 27.49+5.68
SFT_4_SampEn 71.80+9.44 63.02+12.86 41.4046.99 35.88+8.33 76.80+£6.70 75.35+7.42 31.56+3.51 27.604+4.07
le-4
SFT_16_DE 61.42+2.67 45.5044.45 36.0844.65 25.03+£5.74 69.5149.69 63.911+12.79 32.27+4.53 25.0245.36
SFT_16_PSD 58.65+3.22 41.2845.91 34.8044.06 23.63+5.64 61.1548.18 52.371+11.25 27.46+4.44 18.5045.49
SFT_16_SampEn 55.7040.53 35.7740.22 27.90+1.53 12.87+1.84 53.724£5.47 40.20+7.94 23.1343.52 12.58+4.52
SFT_4_DE 54.51£1.27 36.7042.00 28.4841.27 14.07+£1.63 58.9946.02 47.8448.24 26.06£3.73 14.631+4.22
SFT_4_PSD 54.70+1.04 37.16%1.80 27.98+1.47 13.64+2.05 54.901+5.42 42.60+7.55 23.7243.08 12.36+3.70
SFT_4_SampEn 53.4540.32 34.8240.22 26.22+0.43 11.09+0.57 51.73+£2.42 37.104+3.96 21.10£1.22 9.12+1.41
le-5
SFT_16_DE 48.884+0.20 32.80+0.24 27.204+0.94 12.7441.08 50.7010.94 34.774+1.65 20.6040.56 7.7740.63
SFT_16_PSD 48.8740.21 32.83+0.22 26.77+0.94 12.3740.96 50.861+1.71 35.2942.37 20.1540.43 7.4140.53
SFT_16_SampEn 49.041+0.52 32.9640.55 25.7740.68 10.934+0.52 50.17+0.34 33.81+0.66 20.36+0.27 7.4240.23
SFT_4_DE 52.724£0.29 34.5440.29 24.9140.07 9.9640.03 50.2840.95 34.2641.44 20.4440.52 7.43+0.49
SFT_4_PSD 52.874£0.47 34.9040.72 24.9040.11 9.9840.07 49.9640.92 33.85+1.14 20.11£0.48 7.20+0.42
SFT_4_SampEn 52.6740.26 34.4240.10 24.92+0.11 9.9940.15 50.08+0.20 33.83+0.41 20.0640.12 7.04+0.21
le-6
SFT_16_DE 48.7440.39 32.7440.29 24.844+0.57 10.3540.41 50.2740.64 34.0610.93 20.0540.30 7.4140.34
SFT_16_PSD 48.64+0.51 32.71£0.34 24.9740.54 10.5340.47 50.09+£0.44 33.8240.71 20.03+£0.40 7.25+0.28
SFT_16_SampEn 48.86+0.17 32.7340.09 24.81+0.28 10.35+0.18 50.01+£0.03 33.364-0.06 20.24:£0.23 7.4740.24
SFT_4_DE 52.701+0.26 34.501+0.23 24.91£0.07 9.9540.03 49.9740.25 33.4440.26 20.0140.26 6.9010.21
SFT_4_PSD 52.7440.42 34.6540.53 24.8940.10 9.9540.03 50.0140.08 33.3940.08 20.01£0.21 6.85+0.21
SFT_4_SampEn 52.67+0.27 34.444-0.14 24.9140.07 9.96+0.04 50.02+0.05 33.46+0.15 19.98+0.09 6.81+0.11

Table 13: GACET _overall

Dataset 1 (2-class) Dataset 1 (4-class)

Dataset 2 (2-class)

Dataset 2 (5-class)

ACC (%) F1 (%) ACC (%) F1 (%) ACC (%)

F1 (%) ACC (%) F1 (%)

le-3
GACET_PSD_DE 95.984+3.92 95.7044.49 61.14+8.15 57.18+9.11 87.831+5.49
GACET_SampEn_DE 95.7343.9595.474+4.54 61.1148.19 57.18+8.83 89.90+3.67
GACET_SampEn_PSD 95.90+4.08 95.6744.54 60.31+6.78 57.42+7.39 87.611+4.37

87.021+6.52 35.174+2.67 25.401+3.82
89.644-3.87 36.5413.23 26.801+4.67
87.231+4.67 35.724+3.09 26.591+4.56

le-4
GACET_PSD_DE 97.33+3.26 97.1843.71 65.401+9.37 61.85+10.67 90.45+5.12
GACET_SampEn_DE 97.34+2.96 97.2043.31 67.661+9.03 64.46-10.19 92.751+3.76
GACET_SampEn_PSD 97.69+2.28 97.624-2.37 66.294+8.60 63.5749.67 92.04+3.57

89.88+6.07 40.78+4.32 35.731+5.04
92.52+4.10 42.77+4.29 38.01+5.22
91.88+3.74 41.73£3.76 37.61+£4.37

le-5
GACET_PSD_DE 94.86+£4.13 94.5244.66 61.00+8.93 57.81+9.83 89.401+4.79
GACET_SampEn_DE 95.07£3.98 94.8444.33 60.98+8.31 58.20+9.11 90.56+3.45
GACET_SampEn_PSD 94.63£3.66 94.404-3.90 59.19+7.77 56.79+8.55 88.78+3.99

88.944-5.29 38.001+3.38 32.461+3.68
90.25+3.74 38.87£2.98 33.20+3.41
88.394-4.35 37.461+2.56 32.481+2.62

le-6
GACET_PSD_DE
GACET_SampEn_DE 65.37+6.00 60.554-7.23 30.33+3.05 24.574+3.23 74.244-8.66
GACET_SampEn_PSD 61.70+£4.21 56.6445.11 29.86+2.04 24.244+2.24 68.13+6.92

65.901+7.31 61.031+8.45 29.5142.93 23.174+3.25 75.33+9.08 73.33+10.16 24.2242.67 19.99+3.17

72.2349.88 23.85+2.68 20.05£3.00
66.031+7.76 22.89+1.90 19.331-2.05
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H GACET PERFORMANCE DETAILS

H.1 PERFORMANCE DETAILS AT DIFFERENT LEARNING RATES

H.1.1 1E-3

Table 14: Dataset 1 (2class)
Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 100.00 100.00 100.00 100.00
Subject_2 92.10 91.84 100.00 100.00
Subject_3 99.80 99.80 100.00 100.00
Subject_4 99.19 99.18 100.00 100.00
Subject_5 98.54 98.54 100.00 100.00
Subject_6 90.74 90.42 97.78 97.74
Subject_7 96.46 96.36 100.00 100.00
Subject_8 96.46 96.27 100.00 100.00
Subject_9 98.96 98.94 96.67 96.52
Subject_10 98.15 98.11 98.02 98.01
Subject_11 95.96 95.94 100.00 100.00
Subject_12 97.95 97.93 99.44 99.44
Subject_13 95.83 95.63 99.44 99.33
Subject_14 95.00 94.81 100.00 100.00
Subject_15 98.54 98.50 100.00 100.00
Subject_16 95.83 95.60 100.00 100.00
Subject_17 94.70 94.61 100.00 100.00
Subject_18 100.00 100.00 100.00 100.00
Subject_19 91.88 91.31 97.86 97.74
Subject_20 94.66 94.56 96.11 95.96
Subject_21 90.83 90.59 98.33 98.32
Subject_22 96.75 96.65 96.67 96.52
Subject_23 90.06 89.07 97.78 97.71
Subject_24 98.96 98.95 100.00 100.00
Subject_25 96.47 96.41 99.44 99.44
Subject_26 97.10 97.01 98.89 98.88
Subject_27 94.70 94.61 100.00 100.00
Subject_28 81.25 77.50 100.00 100.00
Subject_29 99.38 99.37 99.44 99.44
Summary 95.73+3.95 95.47+4.54 99.17+1.19 99.14+1.23

Table 15: Dataset 1 (4class)
Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 65.05 61.59 98.02 98.17
Subject_2 62.07 56.37 92.05 92.17
Subject_3 66.14 63.09 97.36 97.44
Subject_4 72.75 68.85 95.13 95.11
Subject_5 61.57 55.71 95.88 95.27
Subject_6 5491 48.63 93.06 92.50
Subject_7 68.24 63.45 98.75 98.75
Subject_8 58.82 56.40 96.54 96.63
Subject_9 57.06 55.31 96.72 96.29
Subject_10 52.25 49.90 97.09 97.04
Subject_11 70.82 67.60 96.81 96.74
Subject_12 65.13 61.63 98.04 97.97

Continued on next page
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Continued from previous page

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_13 50.73 44.83 86.65 85.29
Subject_14 54.51 50.63 95.27 95.61
Subject_15 63.43 57.95 94.63 94.33
Subject_16 63.92 59.90 98.57 98.64
Subject_17 63.67 59.15 98.26 98.03
Subject_18 62.30 61.13 98.77 98.88
Subject_19 46.86 44.20 94.87 94.47
Subject_20 65.07 60.76 88.21 87.40
Subject_21 74.12 72.00 96.94 96.67
Subject_22 52.00 46.70 95.57 95.58
Subject_23 55.38 48.73 97.05 96.93
Subject_24 65.69 63.12 98.79 98.77
Subject_25 75.54 74.11 98.53 98.37
Subject_26 53.51 52.70 93.44 93.42
Subject_27 63.67 59.15 98.26 98.03
Subject_28 39.71 32.75 94.63 94.60
Subject_29 67.41 62.04 85.68 83.31
Summary 61.11£8.19 57.18+8.83 95.50+3.45 95.2643.87

Table 16: Dataset 2 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 91.90 91.70 99.60 99.59
Subject_2 93.81 93.76 99.00 98.99
Subject_3 83.02 82.17 97.05 96.98
Subject_4 89.29 89.10 99.61 99.60
Subject_5 89.52 89.43 97.84 97.83
Subject_6 87.86 87.63 97.22 97.21
Subject_7 85.00 84.75 95.04 94.90
Subject_8 96.43 96.42 100.00 100.00
Subject_9 89.68 89.59 99.40 99.40
Subject_10 87.22 86.49 98.01 97.99
Subject_11 95.71 95.69 100.00 100.00
Subject_12 90.40 90.29 98.59 98.59
Subject_13 91.43 91.23 99.22 99.22
Subject_14 87.30 86.67 98.81 98.80
Summary 89.90+3.67 89.644+3.87 98.53+1.34 98.514+1.37

Table 17: Dataset 2 (5class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 36.63 27.39 45.16 36.57
Subject_2 40.32 33.04 53.49 46.20
Subject_3 32.06 21.02 40.40 30.93
Subject_4 39.33 30.96 50.48 44.00
Subject_5 38.51 30.69 53.33 48.34
Subject_6 33.08 22.40 41.35 29.27
Subject_7 32.98 21.38 39.92 28.77
Subject_8 39.14 26.75 43.49 32.77
Subject_9 32.86 21.70 44.52 34.27

Continued on next page
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Continued from previous page

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_10 36.98 27.21 44.52 35.48
Subject_11 42.51 35.26 52.86 44.59
Subject_12 32.98 21.64 43.41 33.69
Subject_13 35.30 24.32 45.08 36.01
Subject_14 38.83 31.40 53.65 45.36
Summary 36.544+3.23 26.80+4.67 46.554+4.93 37.59+6.49
H.1.2 1E-4

Table 18: Dataset 1 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 100.00 100.00 100.00 100.00
Subject_2 98.78 98.76 97.78 97.66
Subject_3 100.00 100.00 100.00 100.00
Subject_4 100.00 100.00 100.00 100.00
Subject_5 100.00 100.00 100.00 100.00
Subject_6 92.32 92.04 98.33 98.30
Subject_7 98.75 98.75 100.00 100.00
Subject_8 98.75 98.73 99.44 99.44
Subject_9 98.33 98.28 96.11 95.94
Subject_10 98.78 98.76 99.44 99.44
Subject_11 97.98 97.96 98.89 98.88
Subject_12 97.58 97.50 97.78 97.74
Subject_13 98.14 98.10 100.00 100.00
Subject_14 92.92 92.80 99.52 99.52
Subject_15 98.96 98.93 100.00 100.00
Subject_16 94.17 93.95 98.89 98.86
Subject_17 97.97 97.95 100.00 100.00
Subject_18 100.00 100.00 100.00 100.00
Subject_19 95.62 95.46 96.67 96.44
Subject_20 95.52 95.39 93.89 93.39
Subject_21 94.79 94.71 97.78 97.66
Subject_22 96.14 96.06 93.89 93.08
Subject_23 95.48 95.40 98.33 98.30
Subject_24 100.00 100.00 100.00 100.00
Subject_25 98.99 98.96 99.44 99.44
Subject_26 98.34 98.29 95.56 95.16
Subject_27 97.97 97.95 100.00 100.00
Subject_28 86.67 84.18 100.00 100.00
Subject_29 100.00 100.00 100.00 100.00
Summary 97.3442.96 97.20+3.31 98.68+1.80 98.59+1.97

Table 19: Dataset 1 (4class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 68.94 66.70 98.52 98.61
Subject_2 71.27 68.56 96.04 95.44
Subject_3 75.00 73.43 96.17 96.24
Subject_4 77.00 73.15 96.59 96.70

Continued on next page
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Continued from previous page

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_5 73.14 66.98 98.79 98.86
Subject_6 61.60 56.15 93.00 92.92
Subject_7 77.65 74.11 97.44 96.79
Subject_8 66.27 62.01 98.00 98.12
Subject_9 67.06 63.89 96.72 96.45
Subject_10 58.79 56.79 95.64 95.65
Subject_11 74.20 70.78 97.77 97.73
Subject_12 75.01 73.37 96.08 95.99
Subject_13 49.25 43.23 95.59 95.73
Subject_14 56.47 53.82 98.99 99.05
Subject_15 70.98 67.84 97.51 97.43
Subject_16 73.63 72.60 98.79 98.78
Subject_17 74.26 72.28 97.78 97.56
Subject_18 64.81 64.00 99.29 99.37
Subject_19 51.47 46.74 93.96 93.84
Subject_20 67.21 63.17 91.10 90.56
Subject_21 83.04 81.91 98.74 98.49
Subject_22 55.42 51.40 95.75 95.50
Subject_23 64.13 59.14 97.49 97.26
Subject_24 70.49 67.01 98.55 98.57
Subject_25 80.90 79.63 99.27 99.20
Subject_26 62.03 60.70 90.53 90.52
Subject_27 74.26 72.28 97.78 97.56
Subject_28 48.24 39.39 98.26 98.15
Subject_29 69.47 68.29 98.75 98.80
Summary 67.66+£9.03 64.46+10.19 96.86+2.24 96.754+2.31

Table 20: Dataset 2 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 92.46 92.26 98.81 98.80
Subject_2 96.35 96.34 98.59 98.58
Subject_3 82.30 81.03 97.25 97.23
Subject_4 90.32 90.12 98.42 98.40
Subject_5 92.22 92.10 98.24 98.22
Subject_6 95.79 95.78 99.41 99.41
Subject_7 93.10 92.94 98.00 97.99
Subject_8 98.57 98.57 100.00 100.00
Subject_9 93.89 93.85 99.80 99.80
Subject_10 93.10 93.07 98.82 98.82
Subject_11 95.24 95.21 99.22 99.22
Subject_12 91.90 91.84 98.39 98.39
Subject_13 94.44 94.39 98.24 98.23
Subject_14 88.81 87.81 99.40 99.40
Summary 92.7543.76 92.52+4.10 98.76+0.72 98.75+0.73

Table 21: Dataset 2 (5class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 44 .41 39.99 61.67 59.66

Continued on next page
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Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_2 44.16 41.07 62.38 60.39
Subject_3 36.44 30.06 48.97 46.43
Subject_4 46.95 43.50 59.05 56.63
Subject_5 40.19 35.19 60.08 57.73
Subject_6 40.19 36.15 58.89 56.28
Subject_7 36.44 31.55 52.94 50.03
Subject_8 49.59 46.44 57.06 55.13
Subject_9 42.57 37.77 59.76 57.31
Subject_10 42.89 37.33 54.92 53.11
Subject_11 47.68 43.42 65.08 63.94
Subject_12 40.89 35.20 58.57 57.07
Subject_13 37.40 29.80 55.00 50.74
Subject_14 49.02 44.75 62.78 60.43
Summary 42.77+4.29 38.01+5.22 58.37+4.14 56.06+4.52
H.1.3 1E-5

Table 22: Dataset 1 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 98.99 98.98 100.00 100.00
Subject_2 93.54 93.26 96.75 96.60
Subject_3 96.35 96.29 99.44 99.44
Subject_4 98.99 98.97 99.44 99.44
Subject_5 99.17 99.15 100.00 100.00
Subject_6 91.12 90.97 95.56 95.33
Subject_7 98.75 98.73 97.22 97.08
Subject_8 95.21 95.10 100.00 100.00
Subject_9 96.46 96.32 96.67 96.38
Subject_10 98.36 98.32 99.44 99.44
Subject_11 94.14 94.08 98.89 98.88
Subject_12 95.93 95.78 95.56 95.38
Subject_13 86.40 85.19 100.00 100.00
Subject_14 83.96 82.27 97.86 97.74
Subject_15 98.96 98.93 100.00 100.00
Subject_16 93.12 92.84 98.97 98.94
Subject_17 95.92 95.80 98.33 98.30
Subject_18 99.17 99.15 100.00 100.00
Subject_19 93.96 93.82 96.11 95.77
Subject_20 94.48 94.30 92.78 92.02
Subject_21 92.92 92.77 97.78 97.66
Subject_22 93.66 93.47 94.44 93.72
Subject_23 90.56 90.18 96.11 96.01
Subject_24 99.58 99.58 100.00 100.00
Subject_25 97.56 97.45 98.89 98.88
Subject_26 97.30 97.22 96.67 96.08
Subject_27 95.92 95.80 98.33 98.30
Subject_28 87.71 86.64 97.78 97.66
Subject_29 98.96 98.94 98.89 98.86
Summary 95.07+3.98 94.84+4.33 98.00+1.88 97.86+2.06
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Table 23: Dataset 1 (4class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 64.58 62.00 87.66 87.22
Subject_2 64.20 60.76 86.19 83.68
Subject_3 67.50 65.44 94.65 94.79
Subject_4 69.18 66.13 88.86 89.00
Subject_5 61.86 56.51 92.62 92.54
Subject_6 58.32 54.97 87.18 86.08
Subject_7 68.33 65.88 91.87 90.68
Subject_8 62.94 59.41 91.12 91.22
Subject_9 62.06 60.28 91.30 90.90
Subject_10 55.46 53.47 91.23 90.78
Subject_11 70.05 67.54 93.74 93.60
Subject_12 64.50 63.57 86.74 86.77
Subject_13 47.18 42.50 86.19 86.36
Subject_14 52.45 49.69 89.71 89.87
Subject_15 63.73 59.78 86.37 86.03
Subject_16 65.29 64.63 95.84 95.62
Subject_17 67.28 65.79 90.20 89.72
Subject_18 58.90 55.52 92.14 92.29
Subject_19 49.02 45.57 88.59 87.58
Subject_20 65.76 62.45 81.28 79.73
Subject_21 74.22 71.69 89.32 87.15
Subject_22 46.43 44.92 88.94 89.03
Subject_23 51.12 46.47 90.92 91.00
Subject_24 58.73 55.55 87.11 85.76
Subject_25 73.79 72.48 95.57 95.69
Subject_26 55.60 54.16 81.21 81.11
Subject_27 67.28 65.79 90.20 89.72
Subject_28 39.71 32.61 90.48 90.38
Subject_29 63.03 62.17 89.95 90.11
Summary 60.98+8.31 58.2049.11 89.56+3.47 89.12+3.78

Table 24: Dataset 2 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 93.33 93.29 96.41 96.38
Subject_2 94.05 93.99 97.01 96.99
Subject_3 83.89 83.22 93.31 93.11
Subject_4 91.27 91.16 97.05 97.00
Subject_5 89.60 89.47 94.51 94.32
Subject_6 89.52 89.41 96.46 96.44
Subject_7 87.14 86.37 92.28 91.98
Subject_8 96.90 96.89 99.22 99.22
Subject_9 92.46 92.36 99.02 99.02
Subject_10 87.22 86.11 97.45 97.44
Subject_11 94.05 94.00 97.65 97.64
Subject_12 90.95 90.87 98.62 98.61
Subject_13 91.35 91.19 97.45 97.45
Subject_14 86.11 85.23 94.88 94.74
Summary 90.5643.45 90.254+3.74 96.5242.01 96.454+2.10
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Table 25: Dataset 2 (5class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 40.51 34.94 51.19 47.21
Subject_2 40.92 35.61 50.24 45.69
Subject_3 3441 28.70 42.70 38.59
Subject_4 42.83 38.13 47.30 41.82
Subject_5 36.89 30.62 48.33 43.17
Subject_6 35.43 29.88 41.75 37.01
Subject_7 34.25 29.06 39.52 34.87
Subject_8 42.98 39.03 47.46 43.97
Subject_9 39.71 32.79 49.68 45.67
Subject_10 37.27 30.94 45.08 42.03
Subject_11 43.43 38.42 51.51 47.81
Subject_12 37.40 31.72 44.92 40.82
Subject_13 38.10 30.85 48.33 43.40
Subject_14 40.00 34.12 50.71 46.63
Summary 38.874+2.98 33.204+3.41 47.05+3.62 42.76+3.75
H.1.4 1E-6

Table 26: Dataset 1 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 70.23 66.05 80.87 76.45
Subject_2 58.38 52.20 65.63 60.36
Subject_3 61.48 54.70 72.22 67.53
Subject_4 69.29 65.16 78.81 76.43
Subject_5 58.75 53.45 74.44 70.85
Subject_6 62.83 58.37 71.19 68.57
Subject_7 67.08 64.26 73.89 70.36
Subject_8 63.33 58.50 73.33 69.76
Subject_9 74.38 72.09 78.02 74.23
Subject_10 64.13 57.09 70.63 65.47
Subject_11 59.19 55.42 74.13 72.17
Subject_12 64.76 57.93 78.97 75.00
Subject_13 48.77 39.47 63.65 57.18
Subject_14 64.17 58.08 75.40 71.16
Subject_15 77.29 74.98 85.16 81.37
Subject_16 60.00 54.50 69.52 65.08
Subject_17 66.00 62.10 78.17 74.94
Subject_18 72.27 69.13 84.76 81.78
Subject_19 72.50 68.66 73.81 69.48
Subject_20 61.86 55.72 68.17 62.85
Subject_21 56.46 50.80 63.49 58.28
Subject_22 67.45 61.98 74.68 69.87
Subject_23 67.03 62.82 78.81 74.47
Subject_24 63.12 58.65 71.03 65.67
Subject_25 71.72 67.57 81.11 79.51
Subject_26 69.84 65.37 73.73 69.28
Subject_27 66.00 62.10 78.17 74.94
Subject_28 65.00 60.11 73.81 70.70
Subject_29 72.41 68.80 79.21 75.97
Summary 65.3746.00 60.554+7.23 74.65+5.42 70.68+6.16
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Table 27: Dataset 1 (4class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 30.55 24.65 39.65 34.87
Subject_2 27.57 21.00 38.11 32.04
Subject_3 33.99 27.28 39.38 33.10
Subject_4 35.17 30.23 39.07 34.85
Subject_5 23.24 17.52 44.89 39.99
Subject_6 32.43 25.13 43.02 38.47
Subject_7 35.69 30.21 41.30 34.60
Subject_8 30.39 23.98 40.22 36.38
Subject_9 29.31 24.31 44.25 37.97
Subject_10 32.40 26.34 43.24 36.68
Subject_11 31.11 25.10 41.70 35.77
Subject_12 30.24 26.42 36.48 31.74
Subject_13 28.67 20.89 35.88 28.96
Subject_14 27.75 21.71 37.05 32.10
Subject_15 31.96 27.43 39.45 35.66
Subject_16 30.59 24.68 34.40 28.54
Subject_17 32.82 26.65 39.01 33.52
Subject_18 28.46 22.48 38.17 33.16
Subject_19 30.00 24.61 41.79 36.00
Subject_20 29.86 23.55 37.01 32.42
Subject_21 34.61 29.78 37.88 31.61
Subject_22 31.41 26.14 37.86 33.11
Subject_23 28.40 22.95 43.64 38.44
Subject_24 27.55 22.28 36.10 30.51
Subject_25 32.46 27.67 36.83 32.56
Subject_26 28.57 22.32 39.25 32.81
Subject_27 32.82 26.65 39.01 33.52
Subject_28 22.06 16.48 31.32 25.94
Subject_29 29.56 24.19 36.54 31.39
Summary 30.3343.05 24.5743.23 39.05+3.04 33.68+3.10

Table 28: Dataset 2 (2class)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 73.49 71.94 79.11 76.85
Subject_2 84.37 83.95 91.79 91.70
Subject_3 64.13 60.96 72.95 71.52
Subject_4 79.92 79.27 87.78 86.88
Subject_5 62.94 59.24 69.25 65.97
Subject_6 65.24 61.12 69.29 66.60
Subject_7 60.56 56.83 67.02 63.08
Subject_8 88.65 88.54 95.66 95.64
Subject_9 80.48 79.65 93.42 93.14
Subject_10 69.92 67.44 79.33 77.27
Subject_11 85.00 83.78 91.13 89.84
Subject_12 79.44 77.92 92.10 91.98
Subject_13 71.19 68.63 84.64 83.62
Subject_14 74.05 71.89 82.97 82.18
Summary 74.2448.66 72.234+9.88 82.60+9.56 81.16£10.67
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Table 29: Dataset 2 (Sclass)

Subject Cross Acc (%) Cross F1 (%) In-time Acc (%) In-time F1 (%)
Subject_1 23.49 19.21 26.75 23.50
Subject_2 26.89 23.82 31.83 28.36
Subject_3 22.83 17.42 24.84 22.49
Subject_4 23.17 19.59 27.46 24.57
Subject_5 22.51 19.38 26.59 23.51
Subject_6 21.49 18.11 25.32 22.20
Subject_7 20.29 16.31 22.30 17.85
Subject_8 28.41 24.72 36.51 33.96
Subject_9 24.38 20.03 29.60 26.68
Subject_10 22.54 18.02 28.57 25.03
Subject_11 29.65 26.66 34.21 29.99
Subject_12 25.24 22.03 29.44 26.42
Subject_13 21.40 17.06 26.35 22.58
Subject_14 21.62 18.29 24.44 20.33
Summary 23.85+2.68 20.05+3.00 28.16+3.77 24.82+3.95

H.2 INDIVIDUAL PERFORMANCE AT THE BEST LEARNING RATE
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I SIGNIFICANCE ANALYSIS

In our study, we fit the following linear mixed-effects model:
Yik = Po + B1 My +uj + fr + €k, (18)
where g, is the performance metric (Accuracy or F1) for subject j on fold % (of 15), and
0, GACET,
M;jy, =
1, comparator model.

)

Here u; ~ N(0,02) is the subject-level random intercept capturing between-subject variability;
fr ~ N(0, cr]%) is the fold-level random effect controlling for variability across the 15 folds; e, ~

N (0, 0?) is the residual error.

We test the null hypothesis
Hy:5,=0 wversus H;:p;#0 (19)

At a significance level of a = 0.05, all analysis results are available in the 1og/significance_
analysis directory.
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