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Abstract

Test-time adaptation (TTA) refers to adapting a trained
model to a new domain during testing. Existing TTA tech-
niques rely on having multiple test images from the same
domain, yet this may be impractical in real-world applica-
tions such as medical imaging, where data acquisition is
expensive and imaging conditions vary frequently. Here,
we approach such a task, of adapting a medical image seg-
mentation model with only a single unlabeled test image.
Most TTA approaches, which directly minimize the entropy
of predictions, fail to improve performance significantly in
this setting, in which we also observe the choice of batch
normalization (BN) layer statistics to be a highly impor-
tant yet unstable factor due to only having a single test do-
main example. To overcome this, we propose to instead in-
tegrate over predictions made with various estimates of tar-
get domain statistics between the training and test statistics,
weighted based on their entropy statistics. Our method, val-
idated on 24 source/target domain splits across 3 medical
image datasets surpasses the leading method by 2.9% Dice
similarity score on average.

1. Introduction

Deep neural networks have demonstrated impressive perfor-
mance when source (training) and target (test) images are
drawn from the same distribution. Unfortunately, this as-
sumption often fails in real-world applications, where target
data may be corrupted naturally (e.g., with weather changes
or sensor degradation [17]) or acquired differently (e.g.,
MRIs taken with different scanners or under different pro-
tocols [18]). Trained models can be sensitive to these shifts,
resulting in performance degradation, known as the domain
shift problem [6, 29].

Early work [32] solves this problem by learning auxil-
iary tasks during training, which can be sub-optimal since

Method | SC  Che. Ret. | Avg. 1
UNet 57.8 829 533 | 64.0
MEMO | 59.1 85.3 5H4.1 65.5
TEnt 57.7 93.0 589 | 68.7
SAR 57.5 93.0 589 | 684
FSeg 57.8 931 589 | 68.7
SITA 61.3 90.5 56.7 | 68.7
InTEnt | 64.5 94.1 58.6 | 71.6

Table 1. Average Dice similarity coefficient (repeated 10 times,
average of all source/target domain splits) of different TTA meth-
ods on three datasets. The leading performance is highlighted.
Our method outperforms the SOTA on two datasets and sur-
passes the leading method by 2.9% on average.

the training pipeline is altered. Fully Test-time Adaptation
(TTA) methods instead propose to adapt models solely us-
ing target domain data and have achieved significant im-
provements in robustness to domain shift [23, 24, 35]. Typ-
ically, model parameters are updated to minimize the en-
tropy of model predictions on test images, as a proxy for
minimizing the cross-entropy given that the target labels are
unknown [35]. However, recent works have observed that
these improvements have occurred only within certain con-
ditions, namely that target images (1) are available in a rela-
tively large quantity and (2) can arrive continuously, i.e., in
an online fashion [4, 26, 38]. The first condition further im-
plicitly assumes that all images in the same batch are from
the same domain and have balanced class information, and
the second condition unavoidably favors target data that ar-
rived later. Both conditions bring restrictions to real-world
usage.

In this paper, we consider an extreme case of TTA, where
a model only has access to a single target image during
adaptation. This setting is called Single Image Test-Time
Adaptation (SITTA or SITA [15]), which we summarize
and compare to related settings in Table 2. SITTA avoids
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Setting Source data  Target data Train Objective Test Objective ~ Online
Fine-tuning - Xt y? L(X1Y?Y) - v
Test-time training X5Y* Xt L(XYL YY)+ L(X5, XY - v
Test-time adaptation (TTA) - Xt - L(X?) v
Continual TTA - z!t - L(at) v
Single Image TTA (ours) - z! - L(xt) X

Table 2. Comparison of different TTA settings and the data available in each. X* and X ® refer to a batch of images from the target
and source domains, respectively. z! refers to a single image from the target domain. “Online” refers to whether information from prior

test images is accessible for a new prediction.

the above-mentioned assumption naturally and is especially
relevant to medical image analysis, where obtaining addi-
tional images from the same domain can be expensive, time-
consuming, or even infeasible due to medical image privacy
concerns and scanner setting inhomogeneities [6, 21]. We
focus on segmentation because it is a common yet challeng-
ing task in medical image analysis.

Our extensive experiments reveal that existing TTA
methods, which typically optimize learnable batch normal-
ization layer parameters (scale and shift) for the target do-
main, fail to alter network performance significantly. In-
stead, we find that batch norm. layer statistics (mean and
standard deviation), hereafter referred to simply as “statis-
tics”, play a crucial role in model adaptation, aligning with
recent observations [30]. However, the best choice of statis-
tics, is highly variable between different domain shifts, due
to the instability of relying on only a single target domain
image. To address these challenges, we propose a novel
method for creating an ensemble of several possible adapted
models constructed using different estimates of the target
domain statistics. Rather than simply selecting the model
with the lowest prediction entropy, we integrate all models’
predictions. We explore and combine various integration
strategies, including simple averaging, weighted averaging
based on entropy or entropy sharpness (a concept recently
discovered by [26] to be informative during TTA), and oth-
ers. This ensembling approach is robust when relying on
only a single test domain image because it does not require
iterative optimization of model parameters. We also incor-
porate a novel approach of equally balancing the entropy
contributions of predicted foreground and background pix-
els that is specifically designed for segmentation, rather than
treating all pixel predictions equally. Moreover, our method
can be integrated with other TTA methods as there is no
limitation on the models to be integrated from. Our method
is named InTEnt: Integrated Test-time Entropy Weight-
ing for Single Image Adaptation, summarized in Figure 1.
InTEnt achieves superior performance over existing meth-
ods in a variety of medical image domain shift settings, as
shown in Table 1.

Contributions. Our main contributions are the following:

1. We demonstrate the importance of batch normalization
layer statistic selection for adapting models to a single
test image, and use this to generate an ensemble of pos-
sible adapted models.

2. To address the variability of the optimal batch norm.
statistic choice for different domain shift settings, we
propose a simple yet effective strategy of integrating the
predictions of the different adapted models, weighted by
their prediction entropy.

3. Our method achieves an average performance of 71.6%
Dice similarity coefficient (DSC) for 24 different domain
shift settings across 3 datasets, while other approaches
give at most 68.7% DSC.

2. Related Work
2.1. Single Image Test-Time Adaptation

Test-time adaptation (TTA) aims at fine-tuning model pa-
rameters during test time, using only test data [20]. In this
work, we broaden this application by considering the chal-
lenging case of only having a single test image, focusing on
medical image segmentation where such a constraint is very
realistic.

Certain previous works approach single image TTA by
learning extra information during training [10, 22]. For ex-
ample, [14] introduced a denoising autoencoder to correct
test predictions; [33] proposed to pre-train a domain en-
coder that can simulate target image domain information;
[5] learned a diffusion model that projects target domain im-
ages back to the source domain. Although effective, these
methods utilize auxiliary networks during training, remov-
ing the possibility of adapting arbitrary pre-trained models
to target downstream tasks. Another direction is to aug-
ment the test image before adaptation, which increases the
robustness and correctness in estimating from a single test
image [5, 15, 37]. However, these methods are sensitive to
the choice of augmentation function, and we find that they
lead to sub-optimal performance for segmentation.

2.2. Test-time Adaptation with Prediction Entropy

TEnt [35] first found that minimizing prediction entropy
during test time can improve network performance. We
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Figure 1. Summary of our method for single-image test time adaptation of a segmentation model (Algorithm 1). Note that segmen-
tation probability map predictions P, and P are rounded to binary masks for visualization.

claim that the effectiveness of this approach relies on two
aspects: (1) the model is well-calibrated and (2) the esti-
mation of the test domain prediction entropy is accurate.
A model is well-calibrated if its predicted probabilities are
representative of the true correctness likelihood [7], i.e., a
predicted probability closer to O or 1 (lower entropy) should
be more likely to be correct. Thus, entropy minimization
results directly in more accurate predictions. However, it is
infeasible to precisely calibrate the model without access to
the training data.

The second aspect is that prediction entropy can only be
reliably estimated when test images arrive in a batch and
are from the same domain, allowing for a faithful estima-
tion of the target domain statistics via entropy minimization
[4, 26, 38]. To solve this problem in the single-image TTA
setting, we propose to instead integrate predictions made
with different target domain statistic estimates, as only us-
ing a single estimate found via entropy minimization leads
to inconsistent results due to the difficulty of accurate esti-
mation with just one image.

3. Method

3.1. Single Image Test-Time Adaptation for Seg-
mentation

In this section, we will review test-time adaptation (TTA)
and its connection to prediction entropy. For single im-
age TTA (SITTA), we have a pre-trained model f with pa-
rameters , and a single test image x € RNoXHXW yith
N¢ channels, which has an unknown corresponding label
Y sampled from some test domain conditional probability
distribution pyest (Y'|2) [36]. For binary segmentation, an
image label Y € {0, 1}#*W is a segmentation mask of
H x W pixels, and f outputs a predicted probability map
P € [0,1]7*W_ The goal of TTA is to determine the
optimal model parameters 6 that maximize the likelihood
p(y*7|x,0) of the model prediction for each pixel (i,7),

given the unknown pixel label sampled from piest (y57 | ).

Let go(y*7|z) denote the model’s prediction distribu-
tion for a given pixel, i.e., f’s predicted probability for
that pixel to contain the object of interest. Maximiz-
ing the pixel likelihood is equivalent to minimizing the
cross-entropy between the predicted and true distributions,
H (g, prest) = —Eyiiingy(yii|a) In prest (y*7|x) [8]. Writ-
ing qo(y"7|x) and prest (Y™’ |) as gp and piest for brevity,
the cross-entropy can be decomposed into

7Eyi,j ~qo lnptest

—Eyi,j ~qo [hlptest —Ingg+1In QG]
do

=—Eyiing, Ingo +Eyiig, In —

Dtest

= H[Qe] + DKL [qt?Hptest]» (1)

where H[qg] = —E,i.jq, In gy is the entropy of the pre-
dictive distribution, and Dy, is the Kullback-Leibler Di-
vergence between gy and pPiest.

Without access to the target labels, it is impossible to
evaluate the Prost = Prest(y"’|x) term in Dy, so that
minimizing the prediction entropy H[gg] would be the
only feasible option. If we assume that the predictions
for different pixels are independent [34], the predictive
and true distributions for the entire image mask Y can
be written as the product of individual pixel probabilities,
as qp(Y|r) = TIL, 1%, ao(y™[z) and presi(Y|z) =
Hfil H]M;1 Prest (Y7 |x), and similar for the likelihood
p(Ylz,0) = Hil H]Vil p(y*“7|x,0). Then, minimizing
the mask prediction entropy can be accomplished by mini-
mizing the sum (or equivalently, the average) of pixel pre-
diction entropies,

Hlgo(Y|r)] = —Ey gy (v|2) mga(Y|)

H W
“Eyegovie) p_ > Maa(y™]z). ()

i=1j=1

H(Qﬂa ptest) ==
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Foreground-Background-Balanced Entropy Weighting
Despite pixel predictions being independent, they can con-
tribute differently to the final quality of the predicted mask.
For example, given one mask prediction with moderately
low entropy across all pixels, and another with zero entropy
for background predictions and high entropy for foreground
predictions, the former would result in more faithful pre-
dictions yet a lower overall entropy if averaged across all
pixels. Thus, we propose a new strategy to balance the im-
portance of foreground and background predictions. Specif-
ically, we define the predicted foreground entropy as

Hralao(VIe)] = = 3 ao(y™|o) ngo(y™ o),
L,jeS 3)
where S = {(i,4) | go(y*’|z) > 0.5},

with the background entropy Hpg[ge(Y |z)] defined simi-
larly with the complement of S. We then use the average of
Hpg and Hpg as the final weight for a given model pre-
diction.

3.2. Adapting Models via Batch Normalization Lay-
ers

Formally, a Batch Normalization (BN) layer [12] can be ex-
pressed as

BN(h) = fY(h/ - Mtrain)/gtrain + 8, 4

where h is the input feature map, {v,} are scale and
shift parameters learned during training, and Si.qin =
{Wtrain, Otrain } are the tracked mean and variance of the
source domain. The mean and variance, hereafter referred
to as “statistics”, are computed per channel, i.e., over the
batch and spatial dimension. When domain shift occurs,
the test domain statistics Siest := {fitest, Ttest | can differ
from the tracked ones, leading to sub-optimal performance.
While other methods optimize v, £ at test time with gradi-
ent descent to minimize prediction entropy [26, 35] or cus-
tomized objectives [10], we find that in the SITTA setting,
optimization leads to minor changes in the final prediction.
Therefore, we propose to instead modify the statistics, with
the following scheme.

We can freely interpolate between the training and test
statistics S¢rqin and Sgese with A € (0, 1) to obtain mixed
statistics

S:;ur = A X Strain + (]- - >\) X Stest- (®))

Instead of selecting a single A, we sample evenly from (0, 1)
with a step size hyperparameter C to create a range of mixed
statistics to consider. By default, we use C' = 0.2, which
creates A € {0.2,0.4,0.6,0.8}. We use each of the train-
ing, test, and different mixed statistics to define an ensem-
ble of adapted models. Figure lc) visualizes how varying
these statistics will affect model predictions, and we include
a more detailed visualization in the Experiment section.

3.3. Integrating over Adapted Models

With our proposed strategy of adapting f to the test domain
via the modification of batch norm. statistics, we can obtain
multiple predictions for a test image = by using each of the
statistics

Sk € {Strainu Sy);;f)””liC» Stest} (6)
to define a set F of models. A simple solution would be
to use the model fj, out of F that results in the prediction
with minimum entropy, but we found this to be less stable
and robust, due to relying on a single image from the target
domain for entropy estimation.

Instead, we take a Bayesian approach [1, 9] of integrat-
ing over (the predictions of) all adapted models. First, let P,
be the prediction (segmentation probability map) of model
fr € F with adapted parameters 6; (note: here we write
0 to include the adapted batch norm. layer statistics, al-
though these aren’t learnable). We could weight each B, by
the posterior probability of the model parameters 6y, but
this is unknown. Instead, we weight each prediction by
the likelihood p(Y'|x,0)), as it is proportional to the pos-
terior given that the evidence and prior distributions are un-
known/intractable. This model weighting results in an opti-
mal prediction of

P=>" Pp(Y|z,0p). (7)
freF

As we cannot fully evaluate the likelihood of a model with-
out the ground truth label for x, we can approximate it using
the prediction entropy as in Eq. (1), with

p(Yle, Gk) = e—H(qek \Dtest)

— 67H(q9k)67DKL(QQkHptcst) x e*H(qgk)’ (8)

where we have written gg, and pies; short-hand for the
predictive and true segmentation distributions gy, (Y |x)
and piest(Y|x), respectively.  In other words, mod-
els that have lower balanced segmentation prediction en-
tropy: wg = —HF(;[(]Qk (Y|.Z‘)] + HBG[qQk (Y|x)] (Eq.
(3)) are weighted higher. Lastly, we normalize wy by
wy, = wi/[max({wy }yi) —min({wg }vi)] to assign higher
weights to predictions with lower entropy. This is the inte-
gration strategy that we use for our final algorithm (perfor-
mance shown in Table 1). We also compare a wide range of
entropy-based prediction weighting strategies in Sec. 4.5.
We will next introduce entropy sharpness, a recent concept
that is also potentially usable as a weighting strategy.

3.4. Minimizing Prediction Entropy Sharpness

As recent TTA literature [26] found that prediction en-
tropy H|[ge, (Y'|z)] can be unstable when estimated from a
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Algorithm 1 Integrated Test-time Entropy Weighting for
Single Image Adaptation for Segmentation

Input: Test image 2 € RNe*H>XW ‘source domain-trained
segmentation model f : RNoxXHXW _ [ 1) HxW,

1: Create ensemble of adapted models by modifying batch
norm statistics:

F = {fx : f with batch norm. stats S, (Eq. (6))}
Predict segmentation probability maps: Py = f(z)
Weight each model by its prediction entropy (Eq. (3)):
wy = —Hrpglas, (Yz)] — Hpalgo, (Yz)]

Normalize weights:

wj, = wi/[max({wg pv) — min({wy }pvr)]

{w }vi = softmax({wy, }vi)

Obtain integrated segmentation prediction:

P =3 erwebk

R A

_.
=4

small number of test images, we also evaluate an alternative
strategy to weight models according to prediction entropy
sharpness with respect to model parameters.

The sharpness of the prediction entropy of a model is
defined as the entropy’s highest possible sensitivity with re-
spect to a small perturbation ¢ to the model parameters. For-
mally, finding model parameters that give minimum entropy
sharpness is a joint optimization problem

min max H[qy, +(Y|z)] 9)
0 |lell2<p

[26], for some small constant p (0.1 by default), where
H{gp, +.(Y|x)] is the prediction entropy of the model eval-
uated with parameters 65 + € on the test image = (Eq. (2)).

If a first-order Taylor approximation is used for the inner
optimization, a closed-form solution

(9 = L5180 (VoHla (Y [2)]) [Vo Hao (V]2)]
Vo Hlao (V1)

(10)

is possible [2]. We can then easily estimate the prediction
entropy sharpness of some adapted model fj, € F as

Sharp(fk;x) = H[qek+€(9k)(ylx)] - H[qek (Y|SE)] (11)

Returning to our model-averaging scheme of the previ-
ous section, we can give high weight wy, to the prediction
of an adapted model fj, if it has low entropy sharpness, to
obtain a final integrated prediction P= > feeF wy Py For
our case of single image TTA for segmentation, the sharp-
ness (Eq. (11)) simplifies to

sharp(fr; x) =

H W P P .. ..
YD BB Bl B (12)
i=1j—=1

: Chest X-Ray: Spinal Cord

i\ CHN, 566 MCU, 138 JSRT, 240 MRI:
. | ] ™ <al H
. - - Site1, 30 Site2, 113

' Retinal Fundus Imaging:

, CHASE, 28 HRF, 18 RITE, 40 Site3, 200 Site4, 134 E

Figure 2. Overview of the datasets used in this paper. Above
each example image, we list its domain and the total number of
images from this domain.

where p;;;J;i-é(ek) is the (7,7) entry of the predicted seg-
mentation probability map of f; for = given parameters
O + €(0x). We could then define model weights as wy, :=

—sharp(fx; «), which we will later compare to our strategy.

3.5. Summary

We summarize our method for single image test-time adap-
tation for segmentation in Figure | and Algorithm 1. Be-
ginning with some segmentation model trained on source
domain data and a single test image of an unknown do-
main that we wish to adapt the model to, we first use our
batch norm. statistic modification scheme (Eq. (6)) to cre-
ate an ensemble of possible adapted models. By default, we
weigh each model according to its segmentation prediction
entropy before integrating over all models to obtain a final
prediction, but we will also evaluate additional weighting
strategies, including via entropy sharpness. We name our
method InTEnt, or Integrated Test-time Entropy Weight-
ing for Single Image Adaptation.

Our method takes about 0.06 seconds to compute for a
single test image, consisting of 6 times forward (Eq. (6)
with C = 0.2) where a single forward takes 0.01 second on
an NVIDIA RTX A6000. Note that computation cost is not
our primary concern given that we only have one image to
perform inference on in the single-image TTA setting.

4. Experiments and Results
4.1. Setup

Datasets. We evaluate our proposed method on three
medical image segmentation tasks with publicly avail-
able multi-institution/domain datasets. Grouped by
{modality }/{object of interest}, these are: (1) Spinal Cord
(SC) MRI slices/gray matter: Spinal Cord Gray Matter
Segmentation Challenge Dataset [28]; (2) Retinal (RET.)
Fundus Imaging/blood vessel: CHASE [3], RITE [11],
and HRF [27]; (3) Chest (CHE.) X-ray/lung: CHN, MCU
[13] and JSRT [31]. Figure 2 summarizes the domains in
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A\ Method Spinal Cord Chest Retinal Ave.
Sitel Site2 Site3 Site4 | CHN MCU JSRT | CHASE HRF RITE
UNet 49.0 729 340 753 | 90.7 804 77.5 46.4 57.7 55.9 | 64.0
+TEnt 482 727 343 759 | 90.7 80.1 76.8 45.9 57.1 553 | 63.7
1.0 +SAR 498 735 327 748 | 90.3 803 79.3 46.8 58.2 56.3 | 64.2
+FSeg 482 728 341 759 | 90.7 80.1 76.8 45.8 57.1 55.3 | 63.7
+MEMO | 477 725 33.8 754 | 90.0 803 75.8 45.8 57.0 55.3 | 634
UNet 622 704 438 773 | 95.7 915 93.2 54.8 59.5 615 | 71.0
+TEnt 619 70.3 444 784 | 95.7 91.6 934 54.6 59.1 61.6 | 71.1
0.5 +SAR 623 T71.1 41,5 76.3 | 95.5  90.9 92.9 54.9 59.6 61.5 | 70.7
" +FSeg 619 703 443 784 | 957 91.7 934 54.5 59.1 615 | T1.1
+MEMO | 61.6 70.0 44.0 784 | 956 91.3 934 54.5 59.0 61.5 | 70.9
+SITA 634 714 416 781 | 95.8 91.3 93.2 554 60.2 616 | 71.2
UNet 56.0 658 473 632 | 958 934 898 57.5 58.3 61.0 | 68.8
+TEnt 53.2 657 475 645 | 953 935  90.3 57.4 58.2  61.3 | 68.7
0.0 +SAR 549 66.2 47.0 61.6 | 95.1 93.1  89.3 57.5 58.3  60.7 | 684
" +FSeg 53.3 657 475 645 | 953 935 90.3 57.5 58.2 61.3 | 68.7
+MEMO | 53.8 654 47.8 645 | 952 933 904 57.3 58.2 61.3 | 68.7
+SITA 56.0 67.1 445 676 | 954 932 904 57.8 58.2  60.8 | 69.1

Table 3. The performance of UNet with various TTA methods given different batch norm. layer statistic choices defined by ),
given as Dice segmentation similarity score averaged over 10 repeated experiments. Models are tested on all target domains from the same

dataset. The highest score in each choice is highlighted.

each modality and the number of images from each domain.
To evaluate various domain adaptation methods in a given
modality, we train a segmentation model on images from
a single domain and adapt and evaluate the model for one
of the other domains. During evaluation, model parameters
are reset to their source domain setting for each test image,
as we consider the offline setting.

Implementation Details. We center crop the input im-
ages to 144 x 144 for Spinal Cord [19], resize input images
to 256 x 256 for Fundus, and 128 x 128 for Chest, follow-
ing prior works. All images are further normalized to [0, 1].
We use an improved version of the UNet architecture [25]
for the segmentation model, which includes additional at-
tention layers and a middle block between the encoder and
decoder. The model is trained with equally weighted binary
cross entropy (BCE) and Dice coefficient losses, optimized
using Adam [16] with a learning rate of 10~* and momen-
tum of 0.9. Batch size is set to 10. During training, the
batch norm. layer statistics are updated via an exponen-
tially moving average with a step size of 0.1. Segmentation
predictions are evaluated with the Dice similarity score with
respect to the target mask. 80% of the images are randomly
selected for training and the rest is used for validation. We
train for 200 epochs, with early-stopping criteria for when
the (source domain) validation score is not improved af-
ter 20 epochs. All experiments are repeated 10 times with
the same train/validation split. The average performance is
reported. Code and trained models will be made publicly
available upon acceptance.

Competing methods. We compare our method to sev-
eral recent TTA approaches that can be extended to the
SITTA setting. TEnt [35], SAR [26], and FSeg [10] pro-
pose to minimize entropy, entropy sharpness, and Regional
Nuclear-Norm loss, respectively, by updating normaliza-
tion layer parameters, which all use test image batch norm.
statistics (A = 0 in Eq. (5)). SITA [15] is another TTA
strategy that takes the batch norm. statistics of different
augmentations of the test image, and uses the average of
all statistics to make the final prediction, using A = 0.8. We
also evaluate SITA with their additional proposed strategy
“OP” for finding the optimal statistics interpolated between
the train and test domains using majority voting on mini-
mum entropy. Finally, MEMO [37] combines both strate-
gies by computing the average prediction entropy given a
set of transformed versions of the test image, using A =
15/16. To adapt these methods to the (offline) SITTA set-
ting, we reduce the test batch size to 1 and reset the model
parameters after each adaptation. All other hyperparame-
ters follow the settings of the respective original paper.

4.2. Performance Comparison to Existing Methods

Table 1 shows the average performance of existing TTA
methods and our method across different datasets, aver-
aged over all source/target domain splits. Our method
achieves the leading performance on both the spinal cord
and chest dataset, surpassing the runner-up methods by
3.2% and 1.0% Dice similarity score (DSC), respectively.
The method is also on par with SOTA on the fundus dataset
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Figure 3. The effect on model prediction when using different domain batch norm. layer statistics.
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Method BN. stat. Spinal Cord Chest Retinal Ave.
Strategy Sitel  Site2 Site3 Site4 | CHN MCU JSRT | CHASE HRF RITE
A=1.0 49.0 729 340 753 | 90.7 804 775 46.4 57.7  55.9 | 64.0
A=0.8 57.8 724 377 773 | 941 86.0 91.1 50.9 59.0 59.5 | 68.6

UNet A=0.6 61.6 71.1 416 778 | 954 90.1 93.3 53.8 59.4 61.2 | 70.5
A=04 62.0 69.7 458 764 | 95.8 924 928 55.7 59.5  61.7 | 71.2
A=0.2 59.7 68.0 49.6 723 | 957 935 916 56.9 59.1 61.6 | 70.8
A=0.0 56.0 65.8 47.3 63.2 | 95.8 934  89.8 57.5 58.3 61.0 | 68.8
Average 61.4 705 46.1 787 | 956 91.7 93.3 54.7 59.9 61.8 | 714
Entropy 614 705 46.6 788 | 95.6 919 934 54.7 59.9 61.7 | 71.5
Ent.-Min 52.2 694 476 76.5 | 95.0 93.5 922 53.2 58.1 56.3 | 69.4

InTEnt Ent.-Topk | 59.6 70.1 49.5 78.6 | 95.7 934 935 54.4 59.0 59.5 | 71.3
Ent.-Norm | 60.7 70.2 492 79.2 | 95.8 929 937 54.7 59.7  61.0 | 71.7
Ent.-Baln | 62.2 714 452 792 | 959 929 94.1 53.8 599 622 | 71.7
Sharpness | 61.1 70.5 46.8 776 | 956 923 93.3 55.7 59.7  61.7 | 714

A

Table 4. Top: Baseline UNet performance with different batch norm. statistics .S;,,;, (Eq. (5)), averaged over all domain shifts.
Bottom: Integrated performance of the top block using different integration strategies.

(0.3% lower DSC).

4.3. Importance of the Choice of Batch Norm.
Statistics

Interestingly, from the previous experiments we observe
that the performance of TEnt [35], SAR [26], and FSeg [10]
are quite similar despite their different optimization objec-
tives. Further investigation on these methods (TEnt, SAR,
and FSeg) reveals that all methods utilize the test image
batch norm. (BN) statistics, i.e., A = 0 (Eq. (5)). To further
study the relationship between BN statistics and adapted
network performance, we evaluate all competing methods
and the baseline model with different selections of statistics,
i.e., choices of A\. Note that SITA is not applicable when
A = 1 since it only alters the test statistics. The results are
shown in Table 3, with the details of individual source/target
domain performances in Appendix Section 2.1. Note that
we report each method’s performance with its default A in
Table 1, e.g. the performance of SAR, FSeg, and SITA in
Table 1 aligns with that in Table 3 when A = 0.

By comparing all methods for a fixed M/statistic, we ob-
serve that the gains by each method are small in the sin-

gle image segmentation TTA setting: usually < 1% change
in Dice similarity score (DSC), with the best being +4.8%
DSC (Chest X-Ray, JSRT—MCU, A\ = 1), and the worst
being —3.2% DSC (SC, Site 1— Site 2, A = 0). The rank of
these competing methods is also not consistent, especially
when examined at the individual source/target domain level,
further showing their instability. Instead, the effect of the
specific domain shift and statistics used is far greater. Alter-
ing the hyperparameters (e.g., iteration count, learning rate)
of the TTA methods could potentially amplify their effects,
but this could also worsen cases where the method degrades
performance. As such, we use the default hyperparameters
recommended by each paper.

It could be the case that there is some optimal A/mixture
of source and test domain statistics for general single-image
(segmentation) TTA, but our experiments do not support
this. As shown in Table 3, the choice of optimal statistics
can vary greatly even for different domain shifts within the
same dataset, for both TTA-adapted models and UNet. For
example, in the spinal cord dataset, when “site 1” becomes
the source domain, a mix of train/test (A = 0.5) is favored,
yet when training on “site 3”, models favor the test statistics
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(A = 0.0). This was our motivation for instead integrating
over predictions made with a variety of statistics.

4.4. Integrating InTEnt with Existing Methods

Since InTEnt only integrates over different models and does
not involve any optimization or augmentation, it can also
be combined with other TTA methods to further improve
the performance (implementation strategies are described in
Appendix Section 1). As a proof of concept, we conduct ex-
periments on settings where the additional methods lead to
noticeable improvements. Based on Table 3, we integrate
InTEnt with SITA [15] on Spinal Cord - Site1/2 and with
FSeg [10] on Site4 since the improvements of these meth-
ods are over 0.6% DSC across all choices of A\. The ex-
periments show that InTEnt’s performance increases from
62.2% — 64.2%,71.4% — 72.0%,79.2% — 80.1% on
Spinal Cord - Site 1,2,4, respectively. These results suggest
that InTEnt could serve as a foundation for enhancing the
performance of other TTA methods.

4.5. Ablation Study

After creating an ensemble of adapted models f}, using dif-
ferent statistics (Eq. (6)), our default strategy for integrating
over all models’ predictions P, is to weight each predic-
tion by its balanced entropy between foreground and back-
ground, normalize the weights, and take a weighted average
of the predictions (Algorithm 1). We first present visually
an example of how model predictions change to the change
of M/batch norm. statistic. In Figure 3, we observe that the
un-adapted model (A = 1) fails to segment the gray matter
fully and achieves an ideal prediction when the A ~ 0.5,
or about an even mix between train and test statistics. How-
ever, the model becomes over-confident and incorrectly seg-
ments the non-gray matter regions when the statistics come
mainly from the given test image (A ~ 0). Next, we evalu-
ate a range of modifications to this strategy:

1. “Average”: average all predictions with equal weights.

2. “Entropy”: use the exact prediction entropy to weight,
as wy, = —H|[qp, (Y|2)] (Eq. (2)).

3. “Ent.-Min”: the predictions with the minimum entropy
are used as the final prediction.

4. “Ent.-TopK”: the top-k predictions with the minimum
entropy as averaged. We set K = 2. This is also the
“optimal prior” (OP) method proposed in SITA.

5. “Ent.-Norm”: a normalization is applied to ensure the
maximum difference among the entropies is 1.

6. “Ent.-Baln”: the entropy is computed separately for
fore/background (Eq. (3)). We select this strategy when
compared externally and the details are shown in Algo-
rithm 1.

7. “Sharpness”: use entropy sharpness (Eq. (12)) to weight,
as wy, = —sharp(fx;x), followed by the same weight
normalization as in Algorithm 1.

We show the performance of our method using these dif-
ferent integration strategies, alongside the baseline model
performance given the different batch norm. statistic / val-
ues of \ being integrated over, in Table 4. The detailed per-
formances of individual source/target domains are shown in
Appendix Section 2.2. First, we observe that the “Ent.-Min”
strategy usually leads to the worst performance among all
weighting strategies, demonstrating the instability in rely-
ing on a single prediction/statistic. To be noted, this strategy
still gives an average performance of 69.4% DSC, which is
higher than the leading competing methods. The novel con-
cept of entropy sharpness (“Sharpness”) results in the best
average performance on the Retinal dataset, yet this trend is
not universal. Although the “Ent.-Baln” strategy, which our
method uses, surpasses other strategies in most scenarios,
the difference in performance between the weighting strate-
gies is small. This may be caused by the variability of the
relation between entropy and prediction correctness, where
the root issue is trying to use a single data point to estimate
prediction entropy.

We also conduct an ablation study of the effect on the
numbers of models to be integrated over. In this case, we
fix the integration strategy and alter the choice of C, which
controls the step size during interpolation (Eq. (5)). The
results are shown in Appendix Section 3 due to space lim-
itation and we do not observe a significant change when
adjusting C'.

In general, InTEnt is robust against the change of the in-
tegration strategy and choice of C'; a desired property since
test label information is also infeasible during real-world
application. We argue that the main contribution of this
work is to explore the importance and necessity of batch
norm. statistic selection in TTA. Integrating predictions
given multiple statistics is but one solution, and we hope
our work can inspire further research in this direction.

5. Conclusion

Single-image test-time adaptation is attractive for medical
image segmentation due to common imaging domain inho-
mogeneity issues, and the expense and difficulty of acquir-
ing new target domain images. It also benefits the general
TTA setting when applied to real-world scenarios. How-
ever, relying on only a single target domain image to per-
form adaptation comes with its difficulties and surprises; for
example, using solely the test image batch norm. statistics is
not always optimal. Our proposed method, InTEnt, stabi-
lizes adapted model predictions by integrating over predic-
tions made with multiple possible estimations of the target
domain statistics. We hope that our study motivates further
research in segmentation SITTA for medical imaging and
beyond, especially regarding the importance of the choice
of normalization layer statistics.
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