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Abstract

Large language models (LLMs) like ChatGPT001
have demonstrated the ability to perform a vari-002
ety of natural language processing (NLP) tasks.003
However, it’s unclear whether ChatGPT can004
serve as a task-oriented dialogue system. In005
this paper, we evaluate the impact of ChatGPT006
on task-oriented dialogue (TOD) systems and007
perform a comprehensive analysis to learn its008
benefits and challenges. We find that ChatGPT009
performs well on relatively simple dialogue010
understanding tasks such as intent detection011
and slot filling, but fails to understand complex012
multi-turn conversations and interact with KB013
in dialogue state tracking and response gener-014
ation. Future LLM-based TOD work should015
pay more attention to (1) incorporating domain016
knowledge (2) understanding complex instruc-017
tions (3) modeling long-term memory (4) inter-018
acting with external knowledge bases. 1019

1 Introduction020

Large language models (LLMs) (Brown et al.,021

2020a; Ouyang et al., 2022; Touvron et al., 2023)022

have achieved significant performance on various023

natural language process (NLP) tasks. Their supe-024

rior zero-shot learning capability enables a new025

paradigm of NLP research and applications by026

prompting LLMs without finetuning. Recently,027

the ChatGPT2 LLM released by OpenAI has at-028

tracted much attention from the research commu-029

nity. Through RLHF training (Ouyang et al., 2022),030

ChatGPT has impressive capabilities in various as-031

pects, including generating high-quality responses,032

rejecting unsafe questions, and self-correcting pre-033

vious errors based on subsequent conversations.034

Despite its rapidly increasing worldwide atten-035

tion, we need to figure out how to evaluate the036

potential risks behind ChatGPT. Previous efforts037

have studied various aspects of ChatGPT in law038

1We will open-source our code and all the evaluation re-
sults after blind review to facilitate future explorations.

2https://openai.com/blog/ChatGPT

(Choi et al., 2023), ethics (Shen et al., 2023), rea- 039

soning (Bang et al., 2023), robustness (Wang et al., 040

2023a) and arithmetic (Yuan et al., 2023). How- 041

ever, there is a lack of comprehensive research on 042

the impact of ChatGPT on task-oriented dialogue 043

(TOD) systems (Ni et al., 2021). Different from 044

the existing open-domain conversation scenarios of 045

ChatGPT, TOD aims to accomplish a specific task 046

or goal, such as making a reservation or booking a 047

flight by interacting with a knowledge base (KB). 048

It contains semantic understanding, long context 049

modeling, querying the KB and decision-making. 050

Applying ChatGPT to TOD is a nontrivial task that 051

requires both commonsense reasoning and expert 052

knowledge. Therefore, in this paper, we focus on 053

the impact of ChatGPT on task-oriented dialogue 054

systems and perform a comprehensive analysis to 055

learn its benefits and challenges. 056

Current task-oriented dialogue systems are com- 057

monly divided into two categories: pipeline-based 058

and end-to-end. The former build a TOD system 059

by designing multiple functional modules, includ- 060

ing Natural Language Understanding (Goo et al., 061

2018b; He et al., 2020b; Xu et al., 2020; He et al., 062

2020c), Dialogue State Tracking (Wu et al., 2019; 063

Gao et al., 2019), Policy Learning (Peng et al., 064

2018; Liu et al., 2021), and Natural Language Gen- 065

eration (Peng et al., 2020). Although these mod- 066

ules can achieve good performance in their respec- 067

tive tasks using the state-of-the-art neural networks, 068

they can’t be jointly optimized and make it diffi- 069

cult to transfer modular TOD systems to another 070

domain. The latter (Peng et al., 2021; Su et al., 071

2021; He et al., 2022a) use only one end-to-end 072

generative model to perform both knowledge base 073

retrieval and response generation in a multi-task 074

paradigm. In this paper, we follow the two stan- 075

dard settings to build LLM-based TOD systems. 076

We hope to provide new insights for the future de- 077

velopment of TOD in the era of large language 078

models. 079
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Intent Detection

(ID)

Slot Filling

(SF)

Input：
Prompt+<Current turn>+<History>

<History> User: I need train reservations from norwich to cambridge. System: I have 133 trains     

                   matching your request. Is there a specific day and time you would like to travel? 

 <Current turn>User: I'd like to leave on Monday and arrive by 18:00.

Output：
inform- train-day, inform-train- arrive

Input：
Prompt+<Current turn>+<History>

Output：
{"train-day":"monday",

"train-arriveBy":"18:00"}

Step1：Language Understanding

Dialog State Tracking

(DST)

Step2：Dialog State Tracking

Input：
Prompt+<History>+<Current turn>

Output：
{"destination":"cambridge",

"depature":"norwich",

"train-day":"monday",

"train-arriveBy":"18:00"}

Database

(DB)

Step3：Response generation

Response generation

Input：
The [Output] of DST

Output：
DB: 12 entries in DB

Input：
<History>+The [Output] of DB

Output：
There are 12 trains for the day and time 

you request.  Would you like to book it 

now

Dialogue 

History

Figure 1: The overall structure of pipeline-based TOD framework.
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Large Language Model
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Figure 2: The overall structure of end-to-end TOD
framework.

In this work, we introduce an LLM-based TOD080

framework and evaluate the performance with re-081

spect to modular components and end-to-end met-082

rics. Since finetuning these LLMs becomes more083

expensive and unaffordable, we perform zero-shot084

evaluation by inferring directly on the test dataset085
3. For pipeline-based modules, we construct each086

task prompt by combining the task description, the087

current user query, dialogue history and response088

format, as shown in Figure 1. Note that we combine089

dialogue policy learning and natural language gen-090

eration to a single response generation task similar091

to He et al. (2022a). For the end-to-end model, we092

introduce an LLM-based architecture, which first093

generates a belief state based on the dialogue his-094

tory, then queries the KB with the generated belief095

state, and finally generates natural responses. The096

overall end-to-end architecture is shown in Figure 2.097

We perform single-domain and multi-domain evalu-098

ation using MultiWOZ (Budzianowski et al., 2018).099

3We also validate the impact of more advanced prompt
strategies such as few-shot and CoT (in Appendix E), as well
as the bias of different zero-shot templates (in Appendix F).

We mainly compare ChatGPT and text-davince-003 100

to the existing state-of-the-art finetuning baselines. 101

Our findings: 102
• Generally, ChatGPT performs worse than the 103

state-of-the-art models that are fine-tuned on 104

a given TOD task. 105

• ChatGPT achieves good performance in the 106

single-domain intent detection task but fails 107

to recognize complex multi-domain dialogues. 108

109• For the slot filling task, ChatGPT demon- 110

strates decent performance, and adding few- 111

shot examples can achieve consistent improve- 112

ments. 113
• For the dialogue state tracking task, ChatGPT 114

fails to track structured slot-value pairs. We 115

find that ChatGPT can’t follow the input in- 116

structions and output inappropriate answers. 117

118• ChatGPT does not perform well in generating 119

responses. Although it has strong abilities to 120

understand user goals and generate fluent re- 121

sponses based on existing information, Chat- 122

GPT still has weak reasoning abilities and 123

lack long-term memory in multi-turn conver- 124

sations. 125
• ChatGPT achieves high fluency scores but 126

lower coherency scores in the end-to-end mod- 127

eling way. We argue that ChatGPT can not 128

effectively interact with external knowledge 129

bases or learn long dependency. 130
We believe that future improvements for LLM- 131

based TODs come from the following aspects: (1) 132

Incorporating domain knowledge (2) Understand- 133

ing complex instructions (3) Modeling long-term 134

memory (4) Interacting with external knowledge 135

bases. 136
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2 LLM for Pipeline-based TOD137

2.1 Intent Detection138

2.1.1 Task Description139

The intent detection task plays a critical role in nat-140

ural language understanding and constitutes a vital141

technology for the development of TOD systems142

(Young et al., 2013). Its objective is to facilitate ac-143

curate comprehension of user intents within the di-144

alog system. It can be further classified into single-145

intent detection and multi-intent detection. Multi-146

intent detection pertains to scenarios where a user147

query may encompass more then one intent (Kim148

et al., 2017; Gangadharaiah and Narayanaswamy,149

2019; Qin et al., 2020). In this paper, we evaluate150

the multi-intent detection capability of ChatGPT.151

2.1.2 Related Work152

The state-of-the-art intent detection methods use153

pre-trained models (Devlin et al., 2018; Cer et al.,154

2018; Jiang et al., 2020). In addition, researchers155

have explored techniques such as semi-supervised156

pre-training, response selection tasks, and sentence157

similarity matching to improve the performance of158

intent detection (Wu et al., 2020; He et al., 2022b).159

Zeng et al. (2022a) introduce Semi-Supervised160

Knowledge-Grounded Pre-training. They use161

Roberta as the backbone and utilize the dialog his-162

tory as input. The hidden state of the [CLS] token163

is used to predict the results, with the learning ob-164

jective being binary cross entropy. We use it as our165

finetuning baseline in this paper.166

2.1.3 Experiment Setup167

We utilize MultiWOZ2.1 for the evaluation 4. We168

extract the user intent for each utterance from the di-169

alog_act in the log of user turns. The intent consists170

of three components: "Action," "Domain," and "En-171

tity," in the format of ’Action-Domain-Entity.’ In172

total, we have 64 intents, and we present the de-173

tailed statistics in Appendix Table 8. We employ174

three commonly used metrics in multi-label classi-175

fication tasks: Precision, Recall, and F1 score.176

2.1.4 Prompt Engineering177

We design the prompt to guide ChatGPT in identi-178

fying user intents. We provide an instruction that179

includes a task description and the supported intent180

labels. ChatGPT is provided with the instruction,181

4Due to the cost of ChatGPT API calls, we limit the num-
ber of test samples for each task to around 100, consistent
with previous works such as Bang et al. (2023).

Domain Model Precision Recall F1

Attraction
baseline 91.49 93.48 89.58

text-davinci-003 20.86 27.18 23.6
ChatGPT 69.57 66.67 68.08

Hotel
baseline 78.02 79.78 76.34

text-davinci-003 12.27 21.51 15.62
ChatGPT 63.11 69.89 66.37

Restaurant
baseline 96.64 94.74 98.63

text-davinci-003 28.26 35.62 31.51
ChatGPT 73.68 76.71 75.17

Taxi
baseline 95.74 97.83 93.75

text-davinci-003 32.81 43.75 37.5
ChatGPT 63.33 79.17 70.37

Train
baseline 90.16 90.16 90.16

text-davinci-003 35.23 50.82 41.61
ChatGPT 59.09 63.93 61.42

Multi
baseline 79.90 81.26 78.58

text-davinci-003 20.86 27.18 23.6
ChatGPT 32.1 38.45 35.46

Table 1: Comparison of intent detection performance
between ChatGPT and baseline

the user’s current utterance, and the conversation 182

history. Our prompt takes the following format 183

<Task description><Utterance for text><Dialog his- 184

tory><Response Format>. The complete prompt is 185

presented in Appendix Figure 3. 186

2.1.5 Results 187

Table 1 represents the comparison of LLMs (Chat- 188

GPT and text-davinci-003) with the finetuning base- 189

line in three metrics. The results indicate a sig- 190

nificant gap between current LLMs and the base- 191

line. This can be attributed to the conflict between 192

the general knowledge of LLM and the domain- 193

specific knowledge required for intent detection. 194

ChatGPT outperforms text-davinci-003 due to its 195

superior dialogue understanding capability. 196

We identify five types of errors made by Chat- 197

GPT, as shown in the Table 2. The most common 198

error is returning intent from the dialogue history. 199

We suspect that this may be due to ChatGPT’s 200

difficulty in understanding longer instructions or 201

mistaking the user’s intent from the history as the 202

potential intent for the current turn. ChatGPT also 203

tends to anticipate the user’s needs, which can be at- 204

tributed to the deviation from human understanding 205

of instructions. It struggles with understanding la- 206

bels and identifying real-world entities, which can 207

be attributed to its lack of specific domain knowl- 208

edge. Additionally, ChatGPT tends to miss key 209

information when the input is too long. 210

In terms of action, ChatGPT occasionally con- 211

fuses Inform and Request. As for domain, ChatGPT 212

achieves a relatively high recall rate, but errors can 213

still occur. For example, if a user informs the des- 214
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Error Type Ratio
Return intents from the historical dialog. 27.9%

Make anticipatory judgments about the user’s intent. 19.7%
Inability to recognize the Name or Type in the user’s requests. 16.4%

Miss the information in the utterance. 16.4%
Ambiguous label semantics 19.7%

Table 2: Error type and relevant ratio of intent detection
from ChatGPT.

tination of a taxi is a restaurant, ChatGPT may215

recognize it as Inform-Restaurant-Name. However,216

the entity is where more errors occur, such as miss-217

ing information provided by the user, recognizing218

information from the dialogue history, and antic-219

ipating additional information that the user may220

need. Based on this, we speculate that ChatGPT’s221

performance would be good for coarse-grained in-222

tent detection, but for the fine-grained labels we223

set, its performance is limited by the lack of do-224

main knowledge, overuse of general knowledge,225

and the impact of input length on the results.226

These three points are the directions for optimizing227

ChatGPT’s performance in the TOD multi-intent228

detection.229

2.2 Slot Filling230

2.2.1 Task Description231

The slot filling (SF) task is a critical component232

in the task-oriented dialog system which aims to233

identify task-related slot types in certain domains234

(Fujii et al., 1998). Given an input utterance235

X = {x1, x2, ..., xN}, where N represents the236

length of X , we adopt a triple yi = {l, r, t} ∈ Y to237

represent the i− th entity that appears in X , where238

Y represents all the entity triplets in X , and l, r239

denote the entity boundaries, while t denotes the240

entity type.241

2.2.2 Related Work242

The slot filling model has undergone several stages243

of improvement throughout its development, grad-244

ually evolving from initial sequence labeling-based245

methods to generation-based approaches.(Yao246

et al., 2014; Liu and Lane, 2016; Goo et al., 2018a;247

He et al., 2020a; Wang et al., 2021) Large-scale248

language models (LLMs) (Brown et al., 2020a;249

Chowdhery et al., 2022) have demonstrated im-250

pressive in-context learning capabilities and have251

achieved promising results across various NLP252

tasks. Similarly, LLMs have been proven to be253

effective in the slot filling task (Xu et al., 2022;254

Wang et al., 2023b).255

Error Type Ratio
Boundary Error 26.2%

Misclassification Error 9.2%
Overprediction 50.8%

Underprediction 13.8%
Table 3: Error types of slot filling for ChatGPT.

2.2.3 Experiment Setup 256

In this experiment, we evaluate the performance of 257

Large Language Models (LLMs) on the slot filling 258

task using the MultiWOZ 2.1 dataset. The specific 259

distribution of slots and labels in each domain in 260

the experiment is presented in Appendix Table 8. 261

We compare ChatGPT against the following mod- 262

els for slot filling: Text-davinci-003(Brown et al., 263

2020b) the latest model in the Davinci series with 264

175B parameters and PSSAT (Dong et al., 2022) 265

a strong fine-tuned baseline using bert. To mea- 266

sure the performance of the model, we use precise, 267

recall and F1 score as our automatic evaluation 268

metric. 269

2.2.4 Prompt Engineering 270

We designed a prompt for LLM to guide ChatGPT 271

to identify the slots. We provide a task description, 272

predefined slot categories, examples and dialogue 273

history for ChatGPT as input and ChatGPT out- 274

puts slot : category pairs. The complete prompt is 275

presented in Appendix Figure 4. 276

2.2.5 Results 277

LLMs (Text-davinci-003, ChatGPT) exhibit rela- 278

tively poorer performance in the slot filling task 279

compared to the baseline model PSSAT. We at- 280

tribute this to the fact that LLMs are typically 281

pre-trained on large-scale, general-domain corpora, 282

which makes it challenging to perform well on 283

specific domain data in zero-shot scenarios. Specif- 284

ically, ChatGPT demonstrates significant differ- 285

ences in accuracy compared to the baseline model 286

PSSAT, indicating that it still faces challenges in 287

accurately identifying slots. In terms of bad cases, 288

this is manifested by ChatGPT tending to over- 289

predict slots (51.9%), labeling some non-slot words 290

as slots. Additionally, ChatGPT frequently mispre- 291

dicts slot boundaries (26.0%), resulting in lower ac- 292

curacy. We believe both issues arise due to knowl- 293

edge confusion caused by the mismatch between 294

the knowledge acquired through pre-training LLMs 295

and the specific problems being addressed. 296

To further enhance the contextual learning capa- 297

bilities of LLM, we incorporate five examples from 298
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Model Domain precise recall F1
PSSAT

Train
91.67 95.65 93.62

text-davinci-003 44.83 56.52 50.00
ChatGPT 67.86 82.61 74.51

ChatGPT +5example 71.43 86.96 78.43
PSSAT

Taxi
94.74 94.74 94.74

text-davinci-003 44.00 57.89 50.00
ChatGPT 66.67 84.21 74.42

ChatGPT +5example 68.00 89.47 77.27
PSSAT

Restaurant
94.44 100 94.14

text-davinci-003 47.62 58.82 52.63
ChatGPT 70.00 82.35 75.67

ChatGPT +5example 75.00 88.21 81.07
PSSAT

Hotel
96.00 97.96 96.97

text-davinci-003 47.37 55.10 50.94
ChatGPT 67.74 85.71 75.67

ChatGPT +5example 69.35 87.76 77.48
PSSAT

Attraction
94.12 96.97 95.52

text-davinci-003 50.00 60.61 54.80
ChatGPT 69.05 87.88 77.34

ChatGPT +5example 71.43 90.91 80.00
PSSAT

Multi
95.14 97.16 96.14

text-davinci-003 39.08 48.23 43.18
ChatGPT 62.50 85.11 72.07

ChatGPT +5example 65.24 86.52 74.39

Table 4: Slot filling results on MultiWOZ.

the current task domain into the input of ChatGPT.299

We observe a certain improvement in performance300

compared to the zero-shot scenario, indicating that301

LLM can leverage a few domain-specific examples302

for learning and achieve enhanced effectiveness303

through contextual learning.304

In conclusion, ChatGPT can enhance its per-305

formance by learning domain-specific knowledge306

through the incorporation of domain examples in307

the input. We believe that further improvements308

for ChatGPT can be achieved by providing more309

domain-specific knowledge or conducting domain310

fine-tuning, which would facilitate better slot recog-311

nition and matching between slots and labels.312

2.3 Dialog State Tracking313

2.3.1 Task Description314

Dialogue State Tracking (DST) serves as a crucial315

component within Task-Oriented Dialogue Sys-316

tems. Its primary objective is to recognize user317

intent and the corresponding dialogue attributes, in-318

cluding slots and their respective values (Williams319

et al., 2016; Eric et al., 2019). During each turn,320

these attributes are identified, and their accumula-321

tion constructs the dialogue state, which directs the322

system’s response. Moreover, the dialogue state323

plays a pivotal role in retrieving vital information324

from external databases. This process is essential325

for constructing efficient TOD Systems.326

model JOINT ACC
ave multi hotel rst taxi train attraction

GALAXY 53.97 47.70 62.90 53.33 71.05 71.11 68.57
text-davinci-003 18.31 11.22 11.29 40.00 36.84 55.56 14.29

ChatGPT 23.33 14.03 17.74 53.33 52.63 53.33 28.57

Table 5: Dialog State Tracking results on MWOZ.
2.3.2 Related Work 327

DST models have progressed through various 328

stages, transitioning from classification-based (Ye 329

et al., 2021; Chen et al., 2020) to generation-based 330

approaches (Heck et al., 2020). Furthermore, re- 331

searchers have aimed to construct complete end- 332

to-end TOD systems that perform well in DST 333

tasks. For example, SimpleTOD (Hosseini-Asl 334

et al., 2020) cascades sub-tasks for dialogue gen- 335

eration based on pre-trained models and generates 336

belief states through a generation approach. With 337

the arrival of large-scale pre-trained neural lan- 338

guage models, generation-based DST models have 339

achieved excellent results without any dependence 340

on domain-specific modules. 341

2.3.3 Experiment Setup 342

We sampled 100 dialogues from various domains 343

in MultiWOZ 2.1 to evaluate the models’ perfor- 344

mance on DST task. Table 8 shows the number of 345

slots involved in each domain, the average belief 346

state length of each dialogue and other information. 347

Additionally, multi-domain dialogues generally in- 348

volve more slots, longer dialogue length, and a 349

longer belief state that needs to be maintained. This 350

challenge the models’ ability to reason in multi- 351

turn dialogues and maintain long-term memory. 352

We used "Joint ACC" (Joint Accuracy) to assess 353

the ability on the DST task. Specifically, for each 354

turn and each slot, the system’s predicted result 355

needs to match the true value exactly. Only when 356

all slot predictions match the true values entirely, it 357

is considered correct. 358

2.3.4 Prompt Engineering 359

We constructed a prompt for the ChatGPT to com- 360

plete the DST task. We take instructions, dialogue 361

history, and belief state templates as inputs, and 362

ChatGPT outputs the current turn’s belief state. For 363

multi-round conversations, they will be divided into 364

rounds, and each round will be evaluated once. The 365

whole template is shown in Appendix A. 366

2.3.5 Results 367

Main Results The performance of LLM and the 368

fine-tuned model was assessed in the DST task, and 369

the corresponding experimental results are illus- 370

trated in Table 5. LLM’s performance in the zero- 371
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shot DST task is worse than the fine-tuned model.372

Multi-domain settings present greater complexity,373

leading to poorer performance for all models. Chat-374

GPT performs better than text-davinci-003, likely375

due to improved fine-tuning on chat-based instruc-376

tions for better contextual understanding.377

Case Study we sampled error examples and378

categorized the types of errors, as presented in379

Appendix Table 9. We argue that LLM’s subpar380

performance can be attributed to three main rea-381

sons. Firstly, there is a conflict between the gen-382

eral knowledge and domain-specific knowledge of383

LLM, resulting in errors such as "hallucination".384

Secondly, The context being too long makes it chal-385

lenging for LLM to capture the key points, result-386

ing in errors such as "modifications-error" and "fill-387

less". Finally, the incorrect output format cannot be388

ignored. It results in "can-but-wrong" type errors,389

which account for a high proportion of 13.68%.390

These issues hamper LLM’s comprehension, reten-391

tion, and practical applicability.392

Future Directions Based on the previous sum-393

mary of the shortcomings of LLM, we believe that394

improvements can be made in the following as-395

pects: First, a new architecture that can better in-396

corporate domain-specific knowledge into LLM397

needs to be explored which improves its access to398

external knowledge bases, addressing issues like399

hallucinations. Secondly, we need a mechanism400

to compress lengthy contexts, extract key informa-401

tion, or guide LLM to focus on certain information.402

Finally, accessing databases can not be limited to403

traditional methods such as using SQL language.404

Vectorizing the database or using fuzzy matching405

methods can enhance the system’s fault tolerance406

to model output formats.407

2.4 Response Generation408

2.4.1 Task Description409

We evaluated the LLM’s ability to interact with410

users using natural language in response generation411

tasks. This task aims to predict dialogue responses412

based on the given dialogue contexts. To conduct413

this experiment, we used the policy optimization414

setting introduced by Yang et al. (2021). The model415

takes the dialogue history and the database search416

results retrieved by the ground truth belief state as417

input, and generates responses according to the sys-418

tem act determined by the model itself. It should be419

noted that our response generation setting implic-420

itly includes the prediction of dialogue policy. So,421

we did not evaluate LLMs’ performance in policy 422

learning separately during the pipeline evaluation. 423

2.4.2 Related Work 424

Pre-trained language models (PLMs) have been 425

used to generate fluent and relevant responses based 426

on dialogue history. One example is DialoGPT 427

(Zhang et al., 2019), which is pre-trained on nu- 428

merous conversation-like exchanges extracted from 429

Reddit. S2KG (Zeng et al., 2022b) enhances the 430

model’s ability to select knowledge for generat- 431

ing responses by introducing semi-supervised pre- 432

training based on task-oriented dialogues. Large 433

language models (LLMs) have also been intro- 434

duced to improve the quality of responses. For 435

instance, LaMDA (Thoppilan et al., 2022) suggests 436

that increasing the model’s scale can improve safety 437

and factual grounding. BlenderBot 3 (Shuster et al., 438

2022) enables large models to store information in 439

long-term memory and search the internet for in- 440

formation. In this section, we will investigate the 441

effectiveness of LLMs in response generation tasks. 442

2.4.3 Experiment Setup 443

We tested how well models performed in gener- 444

ating responses by analyzing 100 dialogues from 445

different domains in MultiWOZ 2.1. Table 8 shows 446

clear differences in the average number of turns 447

and length of responses across various domains. 448

Multi-domain dialogues tend to have more domains 449

and longer turns than single-domain dialogues, like 450

Train and Attraction, which can challenge models’ 451

ability to maintain long-term memory and reason 452

in multi-turn dialogues. We compared ChatGPT’s 453

zero-shot response generation with text-davinci- 454

003 and a strong fine-tuned baseline, Galaxy (He 455

et al., 2022c). We utilize automatic evaluation met- 456

rics, including BLEU (Papineni et al., 2002), In- 457

form, Success, and Comb, to measure task com- 458

pletion and response quality. For more information 459

about these metrics, refer to Appendix C. 460

2.4.4 Prompt Engineering 461

We designed a prompt for LLM to generate a sys- 462

tem response based on dialogue history and ground 463

truth database results. The prompt instructs LLM 464

to act as a task-oriented dialogue system and only 465

provide a system response without additional con- 466

tent. The complete template is in Appendix Figure 467

6. During the evaluation process, we fill in the 468

placeholders in the prompt with the dialogue his- 469

tory and database results and use LLM’s output as 470
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Model Domain BLEU Inform Success Comb
Galaxy

Train
11.31 90.00 90.00 101.31

text-davinci-003 3.41 90.00 40.00 68.41
ChatGPT 0.91 90.00 40.00 65.91
Galaxy

Taxi
20.97 100.00 100.00 120.97

text-davinci-003 2.99 100.00 0.00 52.99
ChatGPT 1.75 100.00 0.00 51.75
Galaxy

Restaurant
19.98 90.00 90.00 109.98

text-davinci-003 2.64 100.00 30.00 67.64
ChatGPT 4.20 90.00 20.00 59.20
Galaxy

Hotel
11.31 90.00 90.00 101.31

text-davinci-003 1.82 80.00 20.00 51.82
ChatGPT 2.54 90.00 20.00 57.54
Galaxy

Attraction
18.66 100.00 90.00 113.66

text-davinci-003 6.38 80.00 70.00 81.38
ChatGPT 5.44 90.00 70.00 85.44
Galaxy

Multi
21.43 88.00 70.00 100.43

text-davinci-003 2.40 76.00 24.00 52.40
ChatGPT 2.29 78.00 16.00 49.29

Table 6: Response Generation results on MultiWOZ.
the system response.471

2.4.5 Results472

Table 6 displays the results of Response Generation473

on MWOZ2.1. We observed that the performance474

of LLM models was significantly worse than that475

of the fine-tuned model Galaxy.476

The LLM model did well on the Inform Rate,477

similar to Galaxy, but poorly on the Success478

Rate. For example, in the hotel domain, ChatGPT479

and text-davinci-003 scored 90, 80 on the Inform480

Rate respectively, but only 20, 20 on the Success481

Rate. We explained that LLMs understood user482

intent and integrated database results well, but due483

to AI safety limitations, they avoided actions such484

as booking and focused on providing information.485

We found that LLM performance varies sig-486

nificantly across domains. For example, ChatGPT487

performs better in the Attraction domain with a488

BLEU score of 5.44 and 70% success rate. How-489

ever, in the Hotel domain, the BLEU score drops490

to 2.54 and the success rate falls to 20%. We argue491

that simpler domains like Attraction require only492

simple information retrieval and integration, while493

more complex domains such as trains and hotels494

or multi-domains with complex scenarios require495

the model to have strong reasoning and long-term496

memory capabilities.497

We found that ChatGPT did not perform498

significantly better than text-davinci-003, espe-499

cially in multi-turn conversations. In fact, Chat-500

GPT scored slightly lower than text-davinci-003501

in terms of BLEU, Inform Rate, and Success Rate.502

Our analysis shows that ChatGPT’s ability to un-503

derstand and reason in multi-turn conversations is504

slightly inferior to that of text-davinci-003. For505

example, text-davinci-003 can accurately infer the506

departure and destination of a taxi based on the507

dialogue history, while ChatGPT needed to ask fur-508

ther questions to the user and was unable to extract 509

relevant information from the dialogue history. 510

Overall, LLMs pre-trained on general corpus 511

struggle to generate responses for task-oriented dia- 512

logues due to weak multi-turn conversation reason- 513

ing and long-term memory. Although LLMs are 514

excellent in generating fluent responses based on 515

existing information and understanding user goals, 516

they may sometimes reject dialogue actions like 517

booking due to AI safety concerns. To overcome 518

these limitations, we recommend pre-training them 519

on domain-specific data or using external models 520

to augment them. 521

3 LLM for End-to-End TOD 522

3.1 Task Description 523

We explored the ability of LLM as a task-oriented 524

dialogue system to interact with users in an end-to- 525

end manner. In this task, the model should generate 526

a belief state based on the dialogue history, query 527

database results with the generated belief state, and 528

finally generate responses. 529

3.2 Related Work 530

Most current work builds end-to-end systems 531

by fine-tuning pre-trained language models. 532

UBAR(Yang et al., 2021) trains the model on the 533

entire dialog session sequence, which consists of 534

the user’s utterance, belief state, database result, 535

system act, and system response. SPACE-3(He 536

et al., 2022b) proposes maintaining task flow in 537

TOD systems with a novel unified semi-supervised 538

pre-trained conversation model. Some work has 539

attempted to combine LLMs with end-to-end dia- 540

logue systems. Hudeček and Dušek (2023) intro- 541

duces a pipeline for LLM-based TOD conversa- 542

tions to evaluate LLM performance. 543

3.3 Experiment Setup 544

We performed end-to-end modeling experiments on 545

Zero-Shot LLM-based models, including ChatGPT 546

and text-davinci-003, as well as strong fine-tuned 547

models such as Galaxy. To evaluate the perfor- 548

mance of end-to-end TOD systems, we report both 549

automatic and human evaluation metrics. For au- 550

tomatic evaluation, we use the same metric as de- 551

scribed in Section 2.4.3. For human evaluation, the 552

details and results can be found in Appendix D. 553
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Model Domain BLEU Inform Success Comb
Galaxy

Train
20.7 90 90 110.7

text-davinci-003 1.22 100 40 71.22
ChatGPT 0.36 100 40 70.36
Galaxy

Taxi
18.27 100 100 118.27

text-davinci-003 2.01 100 0 52.01
ChatGPT 1.57 100 0 51.57
Galaxy

Restaurant
17.54 90 90 107.54

text-davinci-003 3.91 70 20 48.91
ChatGPT 2.7 70 20 47.7
Galaxy

Hotel
14.6 100 100 114.6

text-davinci-003 0.99 70 20 45.99
ChatGPT 1.45 70 20 46.45
Galaxy

Attraction
16.47 100 80 106.47

text-davinci-003 3.79 90 70 83.79
ChatGPT 5.26 80 70 80.26
Galaxy

Multi
20.46 90 70 100.46

text-davinci-003 2.09 22 0 13.09
ChatGPT 2.32 68 10 41.32

Table 7: Automatic End2End results on MultiWOZ.

3.4 Prompt Engineering554

Based on LLM, our pipeline includes two steps555

for generating the system response: 1) belief state556

generating and 2) system response generating.557

Belief State Generating We created a prompt that558

uses dialogue history and a Belief State Template559

to generate belief states for LLM. The LLM is560

required to act as a task-oriented dialogue sys-561

tem using the provided dialogue history and be-562

lief state template, and return only the updated563

Belief State. The complete template is in Appendix564

Figure 7. During evaluation, we replace the place-565

holders in the prompt template with the dialogue566

history and belief state templates. The LLM gener-567

ates a belief state that retrieves and returns results568

from the database. System Response Generating569

We use the same prompt as in section 2.4.4 to in-570

struct LLMs to generate a system response based571

on dialogue history and retrieved database results.572

However, in the evaluation process, we replace the573

database result with the result retrieved by the gen-574

erated belief states, rather than the ground truth575

database result.576

3.5 Automatic Evaluation Results577

Table 7 shows that the zero-shot LLM performed578

significantly worse than the fine-tuned model579

across all domains. Our analysis highlights a580

gap between LLMs’ general knowledge and the581

domain-specific knowledge required by end-to-end582

dialogue systems. Therefore, fine-tuned models are583

still better at generating belief states for retrieval584

databases and responses than LLMs.585

We found it difficult to achieve the user’s goal586

using the LLM-based model. For example, in the587

restaurant domain, the success rate of text-davinci-588

003 and ChatGPT is only 20%. We identified two589

main reasons for this. (1) LLMs may not be able590

to actively use tools to acquire knowledge from 591

external sources to enhance their abilities., leading 592

to incorrect belief states and incorrect responses. 593

(2) LLMs struggle with long-term memory and 594

processing large amounts of information. In this 595

scenario, LLMs lost most of the information, re- 596

sulting in a decreased success rate. 597

We found that LLM-based models perform 598

worse in multi-domain dialogues than in single- 599

domain ones. For instance, ChatGPT scores 80.26 600

in the attraction domain but only 13.09 in the multi- 601

domain. This is because models require diverse 602

domain knowledge in multi-domain scenarios. For 603

example, while generating a belief state, the model 604

must master slot value information of all domains 605

to produce correct values - a significant challenge 606

for LLMs with only general knowledge. 607

We observed that ChatGPT performs simi- 608

larly to text-davinci-003 in a single domain, but 609

significantly outperforms it in multiple domains. 610

For example, while the text-davinci-003 model 611

only achieved a combined score of 13.09 in multi- 612

domain tasks, ChatGPT achieved a score of 41.32. 613

We argue that ChatGPT has a much stronger ability 614

to follow instructions in complex scenarios than 615

text-davinci-003. 616

Overall, there is still a significant gap between 617

LLM and practical end-to-end task-oriented dia- 618

logue systems in terms of acquiring knowledge 619

from external sources, handling long information, 620

lacking diverse domain-specific knowledge, and 621

weak reasoning abilities. Possible solutions include 622

reinforcement learning(Qin et al., 2023), using ex- 623

ternal models to summarize long information, fur- 624

ther tuning LLM on domain-specific dialogue, and 625

using a chain-of-thought approach to enhance com- 626

plex reasoning abilities(Wei et al., 2022). 627

4 Conclusion 628

We have empirically studied the effect of ChatGPT 629

on task-oriented dialogue systems. We find that 630

ChatGPT performs well on dialogue understand- 631

ing tasks such as intent detection and slot filling, 632

but fails to understand complex multi-turn con- 633

versations and interact with KB in dialogue state 634

tracking and response generation. Our experiments 635

show that there is still room for improvement to 636

ChatGPT on these TOD tasks. We hope that this 637

study can inspire future works, such as incorpo- 638

rating domain knowledge, understanding complex 639

instructions, modeling long-term memory and in- 640

teracting with external knowledge bases. 641
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Limitations642

This work is a preliminary empirical study on the643

effect of ChatGPT on TOD, and it has several limi-644

tations. (1) Considering that MultiWOZ is the most645

classic task-oriented dialogue dataset and includes646

labels for almost all the tasks we need to evaluate,647

we primarily conduct experiments on this dataset.648

In the future, we will evaluate additional datasets649

to ensure more solid experimental settings. (2) Due650

to the API cost, this work uses a small scale of651

test samples and limited prompt templates, which652

may result in biased results. We only conduct anal-653

ysis on some tasks regarding the impact of more654

advanced prompt strategies and different prompt655

templates. (3) We conduct our experiments at the656

beginning of March. This ChatGPT version is not657

consistent with the current one. Therefore, new re-658

sults are possibly higher than those in the paper. (4)659

We select ChatGPT as a representative of LLMs but660

there exist many other LLMs like Claude, PaLM661

2, etc. Since these works are not publicly avail-662

able until our paper, we leave more comparisons to663

future work.664
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A DST Prompt1022

We constructed a prompt for the ChatGPT to com-1023

plete the DST task. We take instructions, dialogue1024

history, and belief state templates as inputs, and1025

ChatGPT outputs the current turn’s belief state. For1026

multi-round conversations, they will be divided into1027

<Task description> I need you to help me to 

detect the intent of user s query in a dialog. So 

I will give you a utterance and its dialog 

history. You need to tell me the intent of this 

utterance. The supported intents include  

[intent1], [intent2] ,... [intentN]... You can only 

classify the utterance using the above intents 

and one utterance may include more than one 

intent. 

<User query> Please tell me the intent of this 

text according its dialog history: [Here is the 

text]

<Dialog history>  [Here is the dialog history]

<Output format> Please respond to me with 

the format of  Intent: xx 

Figure 3: The ChatGPT prompt for the intent detection
task.

rounds, and each round will be evaluated once. The 1028

whole template is shown in Figure 5. The Belief 1029

State template standardizes the output format of 1030

LLM for our subsequent parsing, while also pro- 1031

viding slot information to LLM. For single-domain 1032

dialogues, we only provide the corresponding do- 1033

main’s slots, while for multi-domain dialogues, we 1034

provide all slots. This is because we have found 1035

that there is a high possibility of domain confusion 1036

errors when providing slots for multiple domains, 1037

which can obscure other errors. Therefore, when 1038

testing the effectiveness of LLM on a single do- 1039

main, we only provide slot information for a single 1040

domain. We also add the following sentence ad- 1041

ditionally in the prompt when testing on multiple 1042

domains. 1043

B DST Error Descriptions 1044

We have summarized the error types of DST in 1045

Table 9. The meaning of each error is as follows: 1046

"Slot Wrong" means that the correct value has 1047

been extracted, but has been filled into the wrong 1048

slot. "Modifications Error" means that if the user 1049

modifies a certain slot value multiple times, Chat- 1050

GPT may not be able to recognize the modified 1051

slot value. "Ignore Error" means that when the 1052

user can accept all the possible values for a cer- 1053

tain slot, this slot should be filled with ignore, but 1054

ChatGPT does not tend to do so. The meaning 1055

of “Fill Less” is that some slot values have been 1056
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Domain Doma.num Dial.num Turn.num Intent.num Slot.num Slot-turn.num Slot-label.num Belief-State.len Turn.len
Train 1.0 10 4.5 16 6 1.3 23 5.2 22.8
Taxi 1.0 10 3.8 10 4 1.3 19 5.2 22.8
Hotel 1.0 10 6.2 21 10 1.3 49 6.9 27.7

Restaurant 1.0 10 4.5 17 7 1.6 17 5.3 26.4
Attraction 1.0 10 3.5 12 3 1.3 33 1.9 27.0

Multi 2.3 50 7.8 64 30 1.5 141 10.1 27.1

Table 8: MultiWOZ Dataset statistics. "Doma.num" represents the number of involved domains. "Dial.num"
represents the number of dialogues per domain. We randomly select 10 dialogues for each domain from the original
test set. "Turn.num" represents the average number of turns per dialogue. "Intent.num" represents the number of
involved intents per domain. "Slot.num" represents the total slot number per domain. "Slot-turn.num" represents the
average slot number per turn. "Slot-label.num" represents the total values number per domain. "Belief-State.num"
represents the average slot number of the final belief state. "Turn.len" represents the average length each turn.

<Task description> I need you to identify the 

slots of a user s query in a dialog. I will give 

you an utterance and its dialog history. The 

categories of slots can only come from a 

predefined set of categories. Note that each 

sentence may have multiple slots. I will give 

you a predefined set of slot categories. 

Predefined slot categories include: [type1], 

[type2] ,... [typeN]

<User query> Please tell me the slots and 

their categories in the following text: [Here is 

the text]

<Dialog history> [Here is the dialog history]

<Output format> Please respond to me in the 

format of  slot : category  

Figure 4: The ChatGPT prompt for the slot filling task.

missed. The meaning of “Hallucination” is that1057

ChatGPT will fill in some slot values that have not1058

appeared in the conversation history based on its1059

own world knowledge. "boundary-error" means1060

that ChatGPT tends to confuse two slots with the1061

same name but different domains. "Unconfirmed1062

Error" means that ChatGPT tends to fill in the slot1063

values that have been suggested by the system but1064

have not been confirmed by the user. The mean-1065

ing of "Over Inference" is that ChatGPT is not1066

careful enough when filling in slot values. When1067

it sees that the user uses “I”, it likes to default the1068

number of people to 1. When the user wants to find1069

a restaurant with the word “curry” in its name, it1070

will assume that the user only wants to eat curry,1071

and it also likes to default the time to today. The1072

meaning of "Can But Wrong" is that ChatGPT1073

has extracted some slot values that are correct but1074

have small errors compared to the ground truth,1075

such as missing an article or being too specific.1076

The meaning of "Ground Truth Wrong" is that1077

we have checked some of the errors made by Chat-1078

<Task description> Do the task of dialogue state 

tracking! I'll give you a dialogue history and a 

template that describes the belief state. Based on 

your understanding of the slots,  you need to  

ccurately fill in the slot values. For slots that are 

not mentioned in the dialogue history, leave them 

as "". You must strictly follow the template utput, 

without any extra words. The template will be 

given to you in json format, so you also need to 

output in json format.

<Additional prompt for multi> Pay attention to 

that each slot belongs to one domain and there are 

5 domains : taxi, hotel, restaurant, train and 

attraction. You must carefully fill the slot which 

has similar slot but not in the same domain, such 

as hotel-area and restaurant-area. You should 

carefully tell which domain user talked about and 

fill the slot in that domain!

<Belief State Template> [Here is belief state 

template in json format]

<Dialogue History> [Here is the Dialogue 

history]

Figure 5: The prompt we design to assist ChatGPT in
performing DST.

GPT and found that the generation of ChatGPT is 1079

reasonable, while, in contrast, the data labeling is 1080

wrong. 1081

C Automatic Evaluation Metrics 1082

To measure task completion and response quality, 1083

we report the following automatic evaluation met- 1084

rics: (1) BLEU(Papineni et al., 2002) measures the 1085

quality of the generated response. (2) Inform mea- 1086

sures whether the system has provided the correct 1087

entity. (3) Success measures whether the system 1088

has answered all the requested information. (4) 1089

Comb(Mehri et al., 2019) measures the overall 1090

quality of the system, computed as (Inform + Suc- 1091

cess) x 0.5 + BLEU. 1092
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<Task description> You should act as a task-

oriented dialogue system. I will give your 

dialogue history, database results. You should 

give the response according to them. You 

should only return the system response. Do not 

provide other content!

<Dialogue History> [Here is dialogue history]

<DataBase Result> [Here is the database 

result]

System Response:

Figure 6: The prompt we design to assist ChatGPT in
performing response generation.

<Task description> You should act as a task-

oriented dialogue system. I will give your 

dialogue history and belief state template. You 

should fill each of the states with slot value in 

provided Belief State. You should only return 

the Updated Belief State Template. Do not 

provide other content! 

<Dialogue History> [Here is dialogue history]

Belief State Template: 

<DataBase Result> [Here is the belief state 

template]

Update Belief State:

Figure 7: The prompt we design for ChatGPT to gener-
ate belief states.

D Human Evaluation1093

D.1 Human Evaluation Details1094

We manually evaluated the end-to-end modeling1095

performance of the model. To do this, we ran-1096

domly selected 100 dialogue samples from differ-1097

ent domains and collected the corresponding re-1098

sponses generated by ChatGPT, text-davinci-003,1099

and Galaxy. We asked five professional linguis-1100

tic evaluators to rate the quality of the generated1101

dialogue based on three metrics: (1) Success mea-1102

sures whether the system achieved the user’s goal1103

by interacting with them. (2) Coherency measures1104

whether the system’s response is logically coherent1105

with the dialogue context. (3) Fluency measures1106

the fluency of the system’s response. Each metric1107

was rated on a scale of 1 (worst) to 3 (best). The1108

inter-annotator agreement for Success, Coherency,1109

Error Type Ratio
Unconfirmed Error 34.74%

Fill Less 17.89%
Can But Wrong 13.68%

Slot Wrong 7.37%
Ignore Error 7.37%

Over Inference 6.32%
Hallucination 4.21%

Ground Truth Wrong 4.21%
Modifications Error 3.16%

Boundary Error 1.05%

Table 9: Error types of Dialog State Tracking for Chat-
GPT. For the explanation of each error type, please refer
to Appendix B.

Model Domain Success Coherency Fluency
Galaxy

Train
2.7 2.6 2.7

text-davinci-003 1.6 2 2.6
ChatGPT 1.7 2.3 3
Galaxy

Taxi
3 2.6 3

text-davinci-003 1.7 2.3 2.6
ChatGPT 1.3 2 3
Galaxy

Restaurant
2.7 2.4 3

text-davinci-003 2.1 2 2.3
ChatGPT 2.7 2 2.6
Galaxy

Hotel
2.7 3 2.7

text-davinci-003 2.1 2.3 2.6
ChatGPT 2.3 2 2.7
Galaxy

Attraction
3 3 2.6

text-davinci-003 1.9 2.6 2.7
ChatGPT 2.7 2.6 3
Galaxy

Multi
2.54 2.84 2.76

text-davinci-003 1 1.54 2.24
ChatGPT 2.24 2.42 2.78

Table 10: Human Evaluation End2End results on Multi-
WOZ.

and Fluency was 0.61, 0.63, and 0.60, respectively. 1110

The final score for each metric was the average 1111

score of the 5 annotators. 1112

D.2 Human Evaluation Results 1113

Table 10 presents the results of human evaluation 1114

on the MWOZ2.1 dataset. We observe a relatively 1115

consistent correlation between human evaluation 1116

and automatic evaluation. According to the human 1117

evaluation, LLMs score higher in fluency but 1118

lower in coherency. Our analysis indicates that 1119

LLM’s long dialogue comprehension and reason- 1120

ing abilities are weak, while its ability to generate 1121

fluent text is strong. In the cases examined, we 1122

found that as the dialogue becomes longer, LLM 1123

starts to repeat its generated responses and lacks a 1124

proper understanding of new user queries. 1125
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Model Domain BLEU Inform Success Comb
Zero-Shot

Train
0.36 100 40 70.36

CoT 1.31 100 40 71.31
Few-Shot 1.15 100 40 71.15
Zero-Shot

Taxi
1.57 100 0 51.57

CoT 0.34 100 0 50.34
Few-Shot 1.51 100 0 51.51
Zero-Shot

Restaurant
2.7 70 20 47.7

CoT 1.67 80 20 51.67
Few-Shot 1.06 80 20 51.06
Zero-Shot

Hotel
1.45 70 20 46.45

CoT 2.10 80.0 20 52.10
Few-Shot 2.11 60 10 37.11
Zero-Shot

Attraction
5.26 80 70 80.26

Cot 3.39 70 70 73.39
Few-Shot 6.11 70 70 76.11
Zero-Shot

Multi
2.32 68 10 41.32

CoT 1.95 62.0 12.0 38.95
Few-Shot 2.81 54 8.0 33.81

Table 11: Automatic End2End result of Different
Prompt Strategies on MultiWOZ. Zero-Shot, CoT, and
Few-Shot represent the default setting we use, the Zero-
CoT setting, and the setting where Few-Shot examples
are added.

E Different Prompt Strategies1126

We typically evaluate most tasks using the zero-1127

shot setting. To investigate the impact of more1128

advanced prompt strategies on model performance,1129

we conducted tests using Zero-CoT (Kojima et al.,1130

2022) and Few-Shot approaches for end-to-end di-1131

alogue tasks. In the Zero-CoT approach, we added1132

the phrase "Let’s think step by step" after gener-1133

ating the belief state and response prompts. In1134

the Few-shot setting, we included examples in the1135

prompt for generating belief states and response1136

prompts. Table 11 results indicate that the Few-1137

Shot setting can slightly improve the BLEU score,1138

but there is no significant improvement in other1139

metrics such as inform rate and success rate. Fur-1140

thermore, CoT does not enhance the end-to-end1141

performance at all. These findings suggest that1142

there is still a considerable gap between current1143

LLMs and practical end-to-end task-oriented dia-1144

logue systems. Therefore, it is necessary to develop1145

more effective strategies to enhance the ability of1146

LLMs.1147

F Bias of the Prompt Template1148

To reduce the bias introduced by the Prompt Tem-1149

plate and improve the reliability of automatic eval-1150

uation, we develop several prompt templates (as1151

shown in Table 13) and evaluated their effective-1152

ness on end-to-end tasks. Table 12 indicates that1153

the biases resulting from different Prompt Tem-1154

Model Domain BLEU Inform Success Comb
Origin

Train
0.36 100 40 70.36

Template 1 0.45 100 40 70.45
Template 2 0.86 100 40 70.86

Origin
Taxi

1.57 100 0 51.57
Template 1 1.96 100 0 51.96
Template 2 2.30 100 0 52.30

Origin
Restaurant

2.7 70 20 47.7
Template 1 1.32 80 20 51.32
Template 2 1.15 80 20 51.15

Origin
Hotel

1.45 70 20 46.45
Template 1 2.06 70 20 47.06
Template 2 1.85 80 20 51.85

Origin
Attraction

5.26 80 70 80.26
Template 1 5.86 70 70 75.86
Template 2 5.36 80 70 80.36

Origin
Multi

2.32 68 10 41.32
Template 1 1.27 50.0 10.0 31.27
Template 2 1.86 56.0 10.0 34.96

Table 12: Automatic End2End result of Different
Prompt Templates on MultiWOZ. The origin represents
the default prompt that we use. Template 1 and Tem-
plate 2 are the other prompt templates that we design.

plates are relatively minor, which further validates 1155

the relative reliability of our automatic evaluation 1156

approach. 1157
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Method Belief State Response

Prompt
Template 1

Your role is to act as a task-oriented dialogue system.
I will provide you with a dialogue history and a template
for your belief state. Your task is to fill each state with
the appropriate slot value from the provided Belief State.
Your output should only consist of an updated Belief State
Template. Please refrain from including any other content.

Your role is to act as a task-oriented dialogue system.
You will receive the dialogue history and database
results, and provide a response based on them. Your
response should only be the system’s response and
should not include any additional content.

Prompt
Template 2

As a task-oriented dialogue system, your goal is to fill
in each state of the provided belief state template with
the corresponding slot value based on the dialogue
history. Your output should only consist of the updated
belief state template. Please refrain from including any
additional information.

As a task-oriented dialogue system, your role is to
respond based on dialogue history and database results.
Your responses should be limited to system responses
and should not include any additional content.

Table 13: Different Prompt Templates.
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