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ABSTRACT

In this paper, we establish a dimension- and precision-independent impossibility
result for a simplified transformer model. Due to their size, a comprehensive un-
derstanding of the internal operations of frontier large language models (LLMs)
is beyond the reach of current methods, but research into small and interpretable
models has proven successful. We study the representational limits of attention,
the core of transformer models, through the lens of the Endpoint Selection Prob-
lem (ESP), a simple yet expressive learning task defined over arcs of a directed
graph. ESP is closely related to the 2-hop induction head problem studied in prior
work, which itself can be formalized as a function composition task.

Our main theoretical results are twofold: (i) no 1-head, 1-layer, attention-only
transformer can solve ESP on any graph containing a cycle, even with unbounded
dimension and precision; (ii) in contrast, a 2-head, 1-layer, attention-only trans-
former can solve ESP on arbitrary directed graphs with constant embedding di-
mension and logarithmic precision. Prior lower bounds (Peng et al.|, 2024} |Sanford
et al., 2024c) were conditional on bounds on dimension and precision. We com-
plement our 1-head result by showing that, while a zero-error model exists for any
directed acyclic graph, it is NP-complete to even approximate the best single-head
model that minimizes error on the arcs of an arbitrary directed graph.

Finally, we validate our theory with experiments and observe that gradient-based
optimization can reliably find 1-head solutions for DAGs and 2-head solutions for
arbitrary graphs with cycles, whereas 1-head models struggle to reach the optimal
solution in graphs with cycles. We believe that our techniques are of indepen-
dent interest and have the potential to establish a new fine-grained hierarchy of
transformer architectures, each with greater problem-solving power than the last.

1 INTRODUCTION

The transformer architecture (Vaswani et al., 2017) revolutionized artificial intelligence and made
possible the astonishing performance of large language models (LLMs). These systems exhibit
emergent abilities—reasoning, planning, even apparent world knowledge—that seem dispropor-
tionate to their size and training data. However, despite this success, our understanding of why
transformers work remains shallow. Fine-grained analyses of LLMs are far beyond the reach of cur-
rent techniques. Their sheer scale, training complexity, and data dependence make rigorous proofs
almost impossible. To make progress, researchers have turned to simplified transformer models: one
or two layers, few attention heads, limited embedding dimensions; trading emergent phenomena for
the possibility of mathematical analysis. Previous work has revealed surprising capabilities of such
small transformers in domains such as pathfinding (Wang et al.l[2025a)), learning of causal structures
(Nichani et al., [2024), and compositional reasoning (Wang et al., 2025b). However, unconditional
boundaries—results that cleanly separate what a given architecture can and cannot do—remain rare.
Establishing such hierarchies is a necessary stepping stone toward a principled understanding of
how the remarkable properties of full-scale LLMs arise, and how we can further enhance them.

In this paper, we propose the Endpoint Selection Problem (ESP) as a natural test case. ESP re-
quires selecting an endpoint of an arc in a directed graph. This deceptively simple task is closely
tied to graph traversal and selection primitives, which underlie many higher-level reasoning prob-
lems, from path following to decision making in structured domains. ESP can be generalized in
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multiple directions: hypergraphs, multi-step traversal, or probabilistic endpoint selection. Thus, un-
derstanding transformer performance on ESP is both intrinsically interesting and practically useful
as a foundation for analyzing broader classes of algorithmic reasoning tasks.

Our central result establishes an unconditional impossibility: no 1-head, one-layer, attention-only
transformer can solve ESP on any directed graph with cycles. This barrier is independent of pre-
cision or embedding dimension, which is also referred to as width in the literature (Merrill & Sab-
harwall, 2024a)), in contrast with prior results that required more assumptions to be made. At the
same time, we demonstrate that a modest extension, two heads in a single layer, suffices to solve
ESP on all directed graphs, with constant embedding dimension and precision logarithmic in the
number of vertices of the graph. The techniques we introduce for proving these results do not ap-
ply merely to ESP; they open the door to a systematic program of analyzing transformer hierarchies.
The typical transformer architecture consists of attention layers alternating with FFN (Feed-Forward
Network) layers. Since FFN with a single layer is already a universal approximator (Hornik et al.,
1989), in this paper we focus on attention-only transformers a la (Nichani et al.| [2024). We note that
an exponential number of heads in a single layer is known to be a sequence-to-sequence universal
approximator (Hu et al., [2025). By charting the landscape of what successively more expressive
transformer architectures can and cannot do, we aim to reveal the structure behind the 'magical’
emergent properties of LLMs. In the long run, this line of work promises to replace mystique with
mathematics: a principled understanding of how and why transformers scale from simple pattern
recognizers to models that appear to reason, plan, and generalize.

1.1 SUMMARY OF OUR RESULTS

Endpoint Selection Problem (ESP). We define ESP to be the task of correctly selecting the head
or tail of an arbitrary arc in a directed graph. The input is an ordered pair (representing the arc) and
a selector (indicating tail or head) and the output should be the indicated member (first or second,
respectively) of the ordered pair. The input distribution is assumed to be the uniform distribution
over all arcs and selectors, i.e., uniform over a space of size 2m, given a directed graph with m
arcs. A model is said to solve ESP perfectly, or with zero error, if it always produces the correct
output. We set the temperature ~ 0 (temperature is the hyperparameter that controls randomness in
the output distribution (Hinton et al.,[2015))) so that model is deterministic.

o 1-head transformers. No model can solve ESP perfectly for any graphs with cycles, even if
embedding dimension and precision are unbounded (Theorem [2).

e For any DAG with n vertices, there exists a 1-head model with embedding dimension O(n) that
can solve ESP with zero error (Theorem[T)).

e [t is NP-complete to even approximate the minimum error 1-head model for an arbitrary directed
graph (Theorem [3)).

e 2-head transformers. We prove that a 2-head 1-layer attention-only transformer can solve ESP
without error for any n-vertex directed graph, using O(n) dimension and O(1) precision (Theo-
rem [3) or using O(1) embedding dimension and O(log n) precision (Corollary [1).

o Empirical analysis. Experiments corroborate our theoretical results — gradient-based optimiza-
tion can reliably find 1-head solutions for ESP on DAGs and 2-head solutions for ESP on arbitrary
graphs with cycles, whereas 1-head models struggle to reach the optimal solution in cyclic graphs.

1.2 RELATED WORK

Our work contributes to the understanding of the capabilities of small transformer models. Several
positive and negative results on transformer capabilities have been established in this field.

Transformer capabilities on graphs. In Wang et al.|(2025a)), it is demonstrated that constant-depth
transformer models can be trained to find paths in a directed acyclic graph (DAG). The authors prove
their claim by proposing a set of weights capable of achieving this task and showing that this set of
weights can be found by using gradient descent. A classification of 9 graph problems grouped by
the model scales sufficient to solve them can be found in |Sanford et al.| (2024a). In |Nichani et al.
(2024), it is shown that a two-layer attention-only transformer model can learn latent causal structure
in sequences. Further, they show that the transformer learns an induction head (Olsson et al., [2022])
when sequences are generated from an in-context Markov chain.



Under review as a conference paper at ICLR 2026

Lower bound results A lower bound for function composition is formally proved in [Peng et al.
(2024); using communication complexity arguments, they show that for attention-only 1-layer trans-
former models with embedding dimension d, input domain size |A| = |B| = |C| = n, with numbers
represented with p bits, and H heads, function composition is impossible if H(d + 1)p < nlgn.
(Chen et al., 2024) extends this result to standard multi-layer transformers by showing that an L-
layer transformer with sequence length 7 needs model dimension n*(!) to compose L functions.

Sanford, Hsu, and Telgarsky prove several complexity results for transformers in [Sanford et al.
(2023 2024b) and |Sanford et al.| (2024d). They show that the 1-hop induction head task (which
is the task of returning, for two sequences of tokens (o1, ...,0,) and (11, ..., 7, ), Where 7; is the
input token that follows the rightmost occurrence of the token equal to o; before position ) cannot
be solved by a 1-layer attention-only transformer unless mph = §2(n), where m is the embedding
dimension, p is the precision, and A is the number of attention heads. Since it is known from previous
work that a 2-layer attention-only transformer with & = O(1), m = O(1), p = O(log(n)) can solve
this task, the size lower bound for 1-layer attention-only transformers is exponentially larger than
for 2-layer attention-only transformers Sanford et al.| (2024c); |Bietti et al.| (2023). In|Sanford et al.
(2023)), the tasks Match2 and Match3 are introduced, in which for a sequence X = (x1,...,2,) €
[M]" the output is a vector V where V; = 1 iff there is a pair of elements in X such that z; +x; = 0
mod M (or a triplet in the case of Match3). They then show that Match?2 can be solved by a 1-layer
1-head transformer, while a single-layer multihead transformer is not sufficient for Match3. It is
shown in [Kozachinskiy et al.| (2025) that even with infinite precision, a single-layer transformer
with size n?() can solve neither Match3 nor the composition task given in|[Peng et al.| (2024).

Proofs of transformer advantages. In [Sanford et al|(2023), the authors propose an averaging
task that demonstrates the performance gained by increasing embedding dimension as well as an
efficiency improvement of an attention-only 1-layer transformer over recurrent and fully connected
neural networks [Sanford et al.| (2023). This result is expanded upon in |Wang et al.| (2024), where
a simpler version of this task is used to show that it is efficiently learnable with a convergence
guarantee for a 1-layer attention-only transformer, while a fully-connected neural network must have
exponentially more neurons in its first layer than the minimum width required for the transformer.

Results related to transformer depth. Another set of complexity-theoretic results for Transformers
can be found in [Merrill & Sabharwall (2023} [2024a:b). In Merrill & Sabharwal| (2023)), it is shown
that transformers with constant depth, context length n, and precision O(logn) can be simulated by
uniform constant-depth threshold circuits, thus proving they cannot solve problems beyond uniform
TC" such as graph connectivity. The authors later proved in Merrill & Sabharwal (2024a)) that log-
depth transformers can solve graph connectivity, improving our understanding of the performance
improvements attainable with increased depth. They also show that for a fixed-depth transformer,
the hidden dimension must grow superpolynomially with input length in order for the transformer
to solve regular language recognition and graph connectivity. Furthermore, they prove that a trans-
former with O(logn) chain-of-thought steps cannot solve any problem outside of TC°. A function
composition task is discussed in|Wang et al.| (2025b), where the authors show that a complex com-
positional task called k-fold composition can be learned by a transformer with O(log k) layers.

Empirical evaluation of multi-head attention In Michel et al.| (2019), the authors show that for
some tasks, transformer models do not exploit the flexibility provided by multi-head attention and do
not suffer from significant performance degradation when pruned from many heads to fewer heads
per layer. Several other work exists in this area, such as|Liu et al.|(2021)) and |Voita et al.| (2019).

2 PROBLEM SETUP AND TRANSFORMER MODEL

To analyze the representational power of attention heads, we introduce the Endpoint Selection
Problem (ESP), a supervised learning task defined over arcs of a directed graph G = (V| E). Its
vocabulary set S consists of:

S={v1,...,v,} U {12} U {#}
~————— —— ~—~
vertex tokens 1V indicator tokens Z query token

Given an arc (u,v) € FE, an indicator ¢ € Z, and the query #, we get the input sequence is
(u, v, i, #), and the model must output v if i = 1 (head) and v if i = 2.
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Fixing the query token restricts the model, reducing ESP to a 2-hop induction head task (as we show
in Appendix . This task, studied in previous work (Sanford et al.l [2024d), is a natural extension
of the original induction head problem analyzed in Olsson et al.| (2022). Its more general form,
the k-hop induction head, is closely related to other sequential reasoning problems, such as pointer
chasing (Sanford et al., 2024d; Peng et al.,|2024) and k-fold composition (Wang et al., 2025b).

Transformer model. Our notation follows the style of [Nichani et al.|(2024). Let the input sequence
be S1.7:= (s1,...,87) € ST, where S is the vocabulary. The sequence is embedded as

X :=embed(Sy.;; E,P) :=E,, + P, fori=1,...,T X,PecR"™ E¢cRIS*

A single layer attention-only transformer consists of a Multi-Head Attention (MHA) mechanism
which computes the weighted sum of value vectors across k heads:

k
MHA(X) := ) _ Softmax(Mask(X A; X 1)) XV; € RT>ew,

Jj=1

where A; := Q; K]—r The output of the MHA block is passed through a final linear layer (parame-
terized by W)) to produce the output logits.

Z = TFy(S1.7) := MHA (embed(Sy.1; E, P))W, e RT*I5I
The full set of model parameters is 0 = (E, P,{A;}*_, {V;}*_, Wy;). The final predicted token,
8, is selected by finding the token with the highest score in the output row corresponding to the last
input token (s7). We mainly use arg max for the final prediction (softmax with temperature ~ 0),
since our prediction task is deterministic.

§ := argmax Zr[s']
s'eS

3 ANALYSIS OF 1-HEAD TRANSFORMERS

3.1 1-HEAD MODELS CAN SOLVE ESP OVER DAGS

In this subsection, we prove that a 1-head transformer model can solve the selection problem over
DAG:s, if the dimension of the embedding space is at least the number of vertices in the DAG. In fact,
we establish a more general result by quantifying the least error that can be achieved by a 1-head
model on arbitrary directed graphs.

Theorem 1. For any integer n and any directed graph G, which has n vertices, m edges, and an
acyclic subgraph with m’ edges, there exists a 1-head transformer model with embedding dimension
n + 1 that incurs error at most 1/2 —m’ /(2m) for ESP on G.

Proof. Let G be the DAG over a set V of n vertices and m edges, and let H be an acyclic subgraph
of G with m’ edges. Consider the following labeling of the vertices of G: vertex v; denotes the ith
vertex in an arbitrary topological ordering of H; so any edge (v;, v;) in H satisfies i < j.

Our construction uses both a token embedding and a positional embedding. The embedding dimen-
sion is d = n + 1. For each token v;, the token embedding is simply the unit vector with 1 in
dimension . For tokens 1 and 2, we set the embeddings to be the following vectors, respectively.

; T
Pow ol

for parameters «v and v which we will set shortly. For the query token #, we set the embedding to be

a(z ... om=io L ,Y)Tanda(

1
n n n n

the vector (1 --- l)T. The positional embedding for position 1is (0 --- 0 5)T, and zero

for all other positions, where ¢ will be specified later in the proof.

The attention matrix A is set to I. We now conduct the output analysis for an input of the form
v;v;57, where s € {1, 2} represents the selector. We determine the attention weights as follows:

e(#)T Ae(vi) = 1+ 6; e(#)T Ae(v;) = 1; e(#)T Ae(#) =n+ 1;
e(#)TAe(1) = a(n+1)/2 +ay; e(#)TAe(2) = a(n +1)/2.
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Following the softmax calculation, these attention weights lead to the convex coefficients for v;, v;,
selector s, and # as
el+d e ea(n+1)/2+a'y 6oz(n+1)/2 entl
Wy, = ——, Wy, = —, W] = ——————, Wy = ————, Wx = ——, Where

’ Os 7 o Os Os Os

o1 =e+ 66 +€a(n+1)/2+a’y +e(n+1) and oy =e+ 66 + ea(71,+1)/2 + e(n-&-l).

The final context vector y can then be written as w,, e(v;) + wy, e(v;) + wse(s) + wxe(#). Then,
we can expand vector y as

U% (9 + aet(nt1)/2+ayn—itl il o enfl) f=iands=1
%2( el 4 el n+1)/2;+e"+1) ¢=idands =2

Yo = U% (e + aex(nt)/2+oynoitl iH +entl) f=jands=1
o (e+ (/2L 4 entl) {=jands =2
+ (aexnt/2n=til f;“ + entl) otherwise

We set V' and W) to I (noting that d,; = d); set v = 2/(n+1),§ < In(1+2/(n? +n)) to obtain
e > ae®™tD/2 and ae* /2 5 (eH‘; — e) .

This ensures that y;, y; > y, for £ # 4, j and for the input instance ij#2, we have y; > y; whenever
1 < j. Therefore, the model works correctly for this instance whenever ¢ < j. By choosing
v < 2l (In(2HL) + In(e — 1)), we satisfy

1) > e+aea(n+1)/2+a'y’

so that for any input instance 7j#1, we have y; > y;, ensuring that the model works correctly for
this instance for all ¢ # j. Thus, of the 2m input instances, the model incurs an error on m — m’ of
the instances, leading to an error of 1/2 — m’/(2m), completing the proof of the theorem. O

3.2 NO 1-HEAD MODEL CAN SOLVE ESP OVER ANY GRAPH WITH CYCLES

In this section, we establish that no 1-head 1-layer attention-only transformer model can solve the
selection problem over any graph with cycles.

Lemma 1. For any vectors x, and xy, there do not exist vectors x1, To, Tqp and xp, and reals 11,
T9, Tap, and 1y, in [0, 1] satisfying the following four conditions:

(ray 4+ raxa) - (®a —xp) >0, (roxo + repap) - (e —xp) <0
(ra1 4 rea®ea) - (o — @p) <0, (ro®a + rpe®pe) - (g —xp) >0

Proof. Consider the two-dimensional plane spanned by the vectors x,, and x;; we refer to this as the
z-y plane. Since the four conditions concern dot products with x, — xp, it is sufficient to consider
the projections of x1, 2, T4p, Tp, ON the -y plane so that we can assume that &1, 2, T4p, T all
lie on the z-y plane.

We first establish the claim for the case where x, and x; are orthogonal to each other, and then
extend the argument to the general case. If , and x; are orthogonal to each other, then without loss
of generality, let =, and x; be along the z- and y-axes, respectively. Furthermore, we can set x,,
and x; to be unit vectors by scaling the - and y-projections of other vectors without changing any
of the dot products.

For any v, let x,, and y, be the projections of v on the z- and y-axes, and let A, denote x,, — .
Then, the first condition can be rewritten as r1 (21 — y1) + 7ap(Zap — Yap) > 0. Thus, all the four
conditions can be rewritten as:

1A +TaplDap > 0; 1905 +1epAgp < 0; 71A1 + 71paDdpa < 0; 7oA + 150 Apy > 0.

Adding the first and fourth inequalities and subtracting the second and third inequalities yields 0 > 0,
a contradiction. It thus follows that the four conditions cannot be simultaneously satisfied.

We now consider the case where x,, and x; are not orthogonal. Note that each of the four conditions
is a requirement that the dot product of x, — x; with a specific vector, which is independent of x,,
and x, is either positive or negative. For any x, and x;, we can find orthogonal vectors x/, and x;,
satisfying !, — acg = x, — . This reduces the general case to that where «, and x;, are orthogonal,
thus completing the proof of the lemma. (|
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Lemma 2. For any cycle C, there do not exist vectors 1, T2, a set of vectors {x,, : (u,v) € C},
a set of vectors {x,, : v € C}, and reals 11,12, {Tyy : (u,v) € C} such that for every (u,v) € C:

(7’1.’131 + ruvmuv) : (mu - mv) > 0 > (T2m2 + Tuvmuv) : (mu - mv)-

Proof. The proof is by induction on the length of the cycle. For the induction base, we consider
a cycle of length 2 with two edges (a,b) and (b,a). The non-existence of the vectors and reals
satisying the desired conditions follows from Lemma ]

For the induction step, suppose the claim holds for all cycles of length at most k¥ where k£ > 2.
Consider a cycle C' of length k£ + 1. For the sake of contradiction, suppose there exist vectors and
reals satisfying the conditions stated in the lemma.

Let a, b, and c be contiguous vertices on the cycle. Then, we have the following inequalities hold.
(rMay + rapxa) (€ —xp) >0, (ro®o +rep®ap) - (e —xp) <0
(7“13'31 + rbcwbc) . (:Itb — :I:c) > 0, (7‘21132 + Tbciltbc) . (:L’b — CCC) < 0.
Adding the first and third inequalities, and adding the second and fourth inequalities yield:
&1 (Lo — Xe) + TapTab - (o — Tb) + Toc®be - (T — ) > 0
ro®o -+ (g — ) + Tap@ab (o — XTp) + TpeTpe - (T — ) < 0.
Set 74c and @ 80 that 1o @oe - (To — Te) = Tap®ap - (Ta — Tp) + The®be - (Tp — X) ensuring
(r1@y + racac) - (g — Xe) > 0> (ro®e + Toc®ac) - (Lo — T.).

We thus have found a solution to the set of inequalities for a cycle of length k that is obtained by
replacing edges (a, b) and (b, ¢) with (a, ¢). This contradicts the induction hypothesis. O

Theorem 2. For any directed graph G with cycles, there is no 1-head I-layer attention-only trans-
former model that can solve the selection problem over G, even with unbounded dimension and
unbounded precision.

Proof. Suppose there exists a 1-head model that accurately solves the selection problem over a
directed graph G with cycles. Let C be an arbitrary cycle in G. Then, in particular, the model
accurately solves the endpoint selection problem for every directed edge in C.

Setup. Fix an arbitrary directed edge (a,b) in C. Consider the following two input sequences of
length T' = 4: S1 = (a1, ba, 13, #4) which must output a; So = (a1, b2, 23, #4) which must output
b. Let the pre-softmax score for a token s at position p be denoted as z;, = #Ax;rp. For the two
sequences, the attention weights are given by:

Softmax (#ij1 , #Ax,—; , #Ax]—3 , #Ax%) = Softmax(za, , 2by s 215, Z4,)

Softmax(#Ax;, #Axl;7#Aa:;—3, #Aaz;k) = Softmax(za, , Zby, 225, 244 )

These weights determine the final output vectors, and a single-head model must learn one matrix A
that works for all the 2|C| instances corresponding to the edges in C'.

Preliminaries. The final context vector for each sequence, S;, is the weighted sum of the input
embeddings, v; = w; - X;. The two context vectors can then be written as:

v = eZulmal+ezb2mb2+ez#4w#4 + e2131)13 Jvg = ezalm”1+e%2mbz+ez#4w#4 + e223:1323
Z Zy ' Zs Zs

where Z; = jes; €7 fori € {1,2}. To simplify the above expression let us define vector, 4,
which represents the attention-weighted sum over the non-indicator tokens:
efxy, + e*axy, + eFHFaTy,

efa1 + ety + eF#a
Using these definitions, we can express each of the final context vectors as a convex combination of
the newly defined vectors and the indicator tokens.

efa1 4 e*b2 | eF#4 e*13
Zl Tap + 71 L1y = TabLab + T1%14

ezal _|_ ezb2 + eZ#4 6223
Vo = Tap + T25 ‘= TabLab + ToT2,
Z2 ZQ

Lap - —

1
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Geometric interpretation. The selection between tokens a and b depends on
which side of the decision boundary v - £, = v - x;, the context vector v lies.
The two resulting regions are the a-dominant half-space,
Ho = {v|v-x, > v-x,}, and the b-dominant half-space,

Hp = {v|v-xp > v - x,}. The two selection tasks for any /

edge (a,b) impose the following constraints on the context = 7
vectors v and vs: v1 € H, and vy € Hp. Therefore, we get J

the following inequality constraints for every edge (a,b) € C. - G

ab# " Xo
(Tabxab + Tlxl) : (:I:a — -Tb) > 0, A

(rapTap + roxs) - (Lq — xp) < 0. /
By Lemma|2] there do not exist vectors {x, : a € C}, {@q :
(a,b) € C}, 1, and x5 and non-negative reals {7y, : (a,b) € Figure 1: z—y plane.

C'}, 1, 7o that satisfy the above set of 2|C| constraints. [J

4 ANALYSIS OF 2-HEAD TRANSFORMERS

Theorem 3. For any directed graph with n vertices, there exists a 2-head attention-only single-layer
transformer model that can solve ESP with O(n) dimensions and O(1) precision.

Proof. We provide a constructive proof by showing the existence of a set of model parameters
that can solve ESP. Let G = (V, FE) be a directed graph with vertex set V' of size n and edge

set E. Consider the input sequence Si.4 = (uy,ve,i%, #4) for an arc (u,v) € E, where i} is
the selector token. We set the embedding dimension to d := n + 3, with standard basis vectors
{e1,...,eq} C RY. The selector token i} is embedded using only a token embedding to —Me;-,

where M is a constant that will be set suitably large later in the proof. The token #, is embedded
as e3. Each vertex v € V appearing at position ¢ € {1,2} is embedded as ; = e,13 + e;. The
resulting embeddings form the input matrix X = [zy,...,z4] € R**<

Our model’s final prediction for the correct endpoint vertex is given by

2
0 = arg max Z Softmax(#4AjXT) XV; WOT (*)

Jj=1 v

where [-],, denotes the logit corresponding to vertex v € G. We define Vi = V4, = V, set V., Wy,
and calculate VW, as follows:

 |O3xn  Osxs
V= |: In On><3:|

03><n

Wy = [In On><3] R:VWOT:|: I,

:| c R(n+3)><n.
Given our construction of V' and Wy, the final logit vector inside (x) above simplifies to (c; +
az) X R. Here R is a fixed selection matrix that zeros out the first two dimensions while keeping
the remaining n dimensions corresponding to the token embeddings for the vertices of our graph.
Indeed, X R is [e,, e,,0,0] . Thus, the final prediction can be thought of as selecting which of u
or v receives the largest weight under oy + .

We define the attention matrices: in matrix A;, every element is O except for the element (3, j),
which is set to 1. Hence, we obtain

#4A,:=[100 --- 0]eR™  #,4,:=[010 --- 0] e R,

Here #4A, extracts the first row of X | (corresponding to position 1), while #4A, extracts the
second row of X T (corresponding to position 2).

Evaluating o; + . Fix 45 = 2 (the case ¢35 = 1 is symmetric). For the two heads, we get
#,AXT =2,=11,0,0,0], H4AX T =2,=10,1, =M, 0].

Softmax(z;) = 6-"-% [e, 1,1, 1], Softmax(z2) = [1, e, e M, 1] .

1
et+2+e—M
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Thus, the first and second coordinates of oy + g aree/(e+3) +1/(e+2+e M) and 1/(e +3) +
e/(e+ 2+ e~M). By choosing M sufficiently large, we ensure that the second coordinate is larger
than the first coordinate by a constant that can be made arbitrarily close to 1/((e +3)(e+2)). Thus,
the predicted token 4 is the letter v, ensuring that the correct endpoint vertex is selected. ]

Corollary 1. There exists a 2-head, 1-layer, attention-only transformer model with constant embed-
ding dimension 5 and precision O(logn) that solves ESP on any directed graph.

Proof. We first give a proof for unbounded precision, and then extend the argument to O(logn)
precision. Instead of a token embedding that embeds vertices as basis vectors in R", we embed
them as well-separated unit vectors in R?, and pad with a suitable positional embedding. Number
the vertices 1 through n, and define

0, := 2t @(vg) := [cosBp sinby] € R*2,

n ?

For a vertex v at position ¢ € {1, 2}, we create its embedding by adding the positional basis vector
e; € R% to the padded vertex encoding, i.e.,

xz; = e; + ([0,0,0]®¢(v)) € RO
Next, we update the value and output projection matrices V' and W and calculate R = VW,

Vo |:03><2 03x3} Os3xn

A _ T
e 00l Wy = (B Ous]  R=VW, [ET

:| c R5><n

where E € R™*2 is the token embedding matrix for all the vertices of the graph. We obtain that
X R is the 4 x n matrix whose first row is the vector with kth coordinate being ¢(k) - ¢(u), second
row is the vector with kth coordinate being ¢(k) - ¢(v) and remaining vectors being zero. (Here,
for any vertex k, ¢(k) is being viewed as a two-dimensional vector.) Note that ¢(k) - ¢p(u) =
cos?(0,) + sin®(6,,) = 1 for k = wu and is strictly less than 1 for k # . By the same argument as in
the proof of Theorem|3] the coordinate of cv; + a5 that is maximized is the selector 3. Consequently,
the n-dimensional vector (o + a2) X R has its maximum value in the coordinate corresponding to
the vertex that appears in position ¢3, yielding the desired result, assuming unbounded precision.

To obtain the result with O(logn) precision, we observe that when k& # u, ¢(k) - ¢(u) equals
cos(0) cos(8,,) — sin(fy) sin(6,,), which equals cos(fr — 6,,), which is at most cos(27/n). By
Taylor expansion, we have cos(27/n) = 1 — Q(1/n?). Therefore, it is sufficient to approximate
cos(6,) and sin(6;) to an additive bound of O(1/n?). Thus, we can replace cos(6,) and sin(6;) by
the nearest multiple of a rational number 1/r, where r is an integer, which is O(n?). This ensures
that the coordinates with the largest value in the first two row vectors of X R continue to be those
corresponding to u and v respectively, leading to the desired prediction. Since all weights in the
embeddings and the attention matrix are multiples of O(log n), the result follows. (]

5 EXPERIMENTS

We validate our theoretical results and probe the expressivity of attention heads on our graph-based
learning task.

Experimental setup. We use a decoder-only transformer with causal self-attention and no feedfor-
ward layers. Weights are tied between input embeddings and the output projection, and we retain
residual connections and layer normalizations. We train with Adam and place no restrictions on
embedding dimension or other hyper-parameters (training iterations, learning rate, batch size, etc.).
All experiments were run on A100 and L4 GPUs via Google Colab.

Datasets and metrics. We generate transitive tournaments (the largest DAG for a given number
of vertices) by labeling nodes 1 through |V and including all arcs (u,v) with u < v. To study
cycles, we generate graphs with varying minimum feedback arc set (MFAS) sizes (see figures in
Appendix [C). We define the accuracy as the fraction of correctly predicted arcs over all training
sequences extracted from the graph.

1-head models are sufficient for DAGs, insufficient for cycles; 2-head models solve all graphs.
Consistent with Theorem |1} a single-head model solves ESP on DAGs. On graphs with cycles, it
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approaches the global minimum only for simple cases with [MFAS| = 1, i.e., achieving 100% accu-
racy on the maximum acyclic subgraph (MAS) and 50% on the remaining (MFAS) arcs, essentially
guessing heads/tails. Performance degrades for more complex graphs with [MFAS| > 1. (See Ap-
pendix [C] for more details.) Adding a second head enables ESP to be solved on arbitrary directed
graphs, consistent with Theorem 3] (see Figure 2 B)).

[ — T T T
=0~ 1-head model (ESP over Transitive Tournament) o 48 - - =@~ 2-head (ESP over Complete Digraph) |
16 - 2-head model (ESP over Transitive Tournament) 4 - ’ =@- 1-head (ESP over Complete Digraph)

R 1

Embedding Dimension
Embedding Dimension
~

Il L I I I
48 16 32 64 128 48 16 32 64 128

Number of Graph Nodes Number of Graph Nodes

(A) Transitive tournament (B) Complete digraph (bi-directed)

Figure 2: Accuracy plots for the best-performing models across different configurations.

Analysis of embedding dimension. We empirically study how the minimum dimension needed
to solve ESP varies with graph size. In Figure 2fA), we observe that for DAGs, gradient-based
optimization can find accurate constant-dimension 2-head models and nearly-accurate 1-head mod-
els with sublinear dimension (suggesting that the linear upper bound established in Theorem [I] can
be improved). In Figure 2B), we observe that for general graphs, gradient-based optimization
finds accurate 2-head models with dimension that appears to grow logarithmically in the graph size,
in contrast to the constant upper bound established in Corollary [I] Furthermore, 1-head models
struggle on complete digraphs, and the gradient-based optimizer fails to find the best 1-head so-
lution from Theorem [I} Since a complete digraph on n vertices has m = n(n — 1) edges and a
transitive orientation yields an acyclic subgraph with m’ = (3) = n(n — 1)/2, the bound gives
error = 3 — % = 1, ie., accuracy > 3/4 = 75%. In practice, even with d > n, our
1-head models fail to get close to the 75% accuracy level on complete digraphs. The plots in Fig-
ure[2highlight a sharp separation between what can be learned by scaling the width of a single head
and by distributing computation across two narrow heads, indicating that additional heads unlock

qualitatively new representational power useful for solving our graph-based learning task.

6 LIMITATIONS, DISCUSSION AND CONCLUDING REMARKS

Our analysis focuses on a highly simplified setting: attention-only transformers with either one or
two heads. While this abstraction allows us to isolate fundamental representational limits, it does
not account for components such as feedforward layers, residual connections, or training dynamics,
which may interact in nontrivial ways. Moreover, while our hardness result applies even to approx-
imating the minimum error achievable by a 1-head model, heuristic methods may exhibit different
behaviors in practice for certain graph classes of interest.

Despite these simplifications, our results highlight structural bottlenecks in attention itself, inde-
pendent of embedding size or numerical precision. The observed gap between a single-head and
two-head models suggests the emergence of a natural hierarchy in transformer capabilities, provid-
ing a framework for analyzing model design choices beyond empirical scaling.

Taken together, our theoretical and experimental findings suggest that attention heads act as discrete
units of computational power, with each additional head expanding the class of solvable problems.
This perspective opens the door to a principled taxonomy of transformer architectures, motivating
future work on characterizing the boundaries of deeper or multi-head configurations. More broadly,
our approach demonstrates how simple formal tasks like ESP can serve as testbeds for probing the
fundamental limits of large-scale sequence models.
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A ESP AS A SPECIAL CASE OF 2-HOP INDUCTION HEADS

Induction Heads. Induction heads are a well-studied circuit-level phenomenon in transformer
models (Elhage et al.| 2021; |Olsson et al., [2022), implemented by a pair of attention heads.
They perform the following simple find-and-copy algorithm: given an input sequence S =
(slv"'a8i78i+17"'vsT)

1. find the last position j < T" where s; = s,
2. predict the subsequent token ;1.

For example, given the input sequence (ay, ..., a;, bit1, ..., ar), the induction heads work together
to predict b, since b follows the previous occurrence of a. This framework generalizes out-of-
distribution, since it executes an input-agnostic algorithm rather than memorizing fixed patterns.

Two-Hop Induction. The two-hop induction problem, first noted in [Sanford et al.| (2024d), ex-
tends this mechanism by chaining together two of the above find-and-copy operations. For example,
given the sequence
(al, ey bi, Citlye--y G,j7 bj+1, N ,aT),

the correct prediction is ¢, since the model must first retrieve the b following a;, and then output the
token that followed the earlier occurrence of b, namely c. Thus, two-hop induction composes two
one-hop induction steps, demonstrating how induction heads can be leveraged for more complex
reasoning.

Relation to ESP. We show that the Endpoint Selection Problem (ESP) is a special case of a 2-hop
induction head problem. Recall that in ESP, the input sequence is of the form

abi#,

where a, b are endpoints of an arc, and ¢ € {1,2} is an indicator token. The target outputs are as
follows:
abl#—a, ab2#+—b, bal#—Db,

This input can be pre-processed into a form equivalent to a 2-hop induction instance. Specifically,
we can pad each sequence as

la2b# 14, 1a2b#24#,  1b2a# 14,

In this representation, fixing the query token converts the task from a 1-hop to a 2-hop problem by
“exhausting” a single hop. Therefore, a circuit capable of two-hop induction can directly solve ESP.

B NP-COMPLETENESS

We demonstrate the intractability of even approximating the minimum error of a 1-head model for
ESP on general directed graphs.

But first we state a corollary that follows directly from the theorems in Section [3] We remind the
reader that MAS stands for Maximum Acyclic Subgraph, MFAS for Minimum Feedback Arc Set
and for any directed graph with m arcs, [MAS| + [MFAS| = m.

Corollary 2. For any integer n and any directed graph G, which has n vertices, m edges, and
an acyclic subgraph with —MAS— edges, there exists a 1-head transformer model with embedding
dimension n + 1 that incurs an error exactly equal to 1/2 — |MAS|/(2m) for ESP on G.

Theorem 4. Finding a I-head minimum error model for ESP is NP-complete.

Proof. For the sake of formalization, let us define 1H-ESP to be the decision problem: given directed
graph G and error € accept if and only if there is a 1-head model which achieves error at most € on
G. As always, n and m stand for the number of vertices and arcs, respectively, of G. The reduction
is from known NP-hard problem MAS (Maximum Ayclic Subgraph) Karp| (1972);|Garey & Johnson
(1990)), with the following definition as a decision problem: given a directed graph G and number
m/, accept if and only if there is a DAG with at least m’ arcs that is a subgraph of G. We prove

13
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NP-completeness of 1H-ESP by first showing that it is in NP and then showing that it is NP-hard by
a reduction from MAS.

To see that 1H-ESP is in NP, guess any DAG contained in G with at least m’ arcs and then follow
the construction in the proof of Theorem [I] to obtain a certificate (NP-witness) that the error is
1/2 —m'/(2m).

Next, to see NP-hardness of 1H-ESP here is the straightforward reduction. Given an instance
(G, m') of MAS we transform it into instance (G, 1/2 — m’/(2m)). By Corollarywe know that
m/ is the size of the largest DAG if and only if the minimum error achievable is 1/2 — m’/(2m),
and hence it follows that the MAS instance is accepted if and only if the 1H-ESP instance to which
it is reduced is accepted. (|

We now strengthen the NP-completeness to an APX-hardness.

Theorem 5. The minimum error of the best 1-head model for ESP cannot be approximated to a
factor better than 1.3606.

Proof. The proof follows in straightforward fashion from the APX-hardness of MFAS, the Mini-
mum Feedback Arc Set problem (Kannl, |1992), which is known not to be approximable to a factor
better than 1.3606, unless P = NP. Observe that the error in Corollary 2} 1/2 — [MAS|/(2m), is the
same as |MFAS|/(2m) and thus the inapproximability factor carries over exactly. O

Corollary 3. Gradient descent cannot compute (even approximate) the global minimum (to better
than a factor of 1.3606) of ESP for 1-head models in polynomial time, unless P = NP.

C ADDITIONAL DETAILS FOR EXPERIMENTS WITH DIRECTED GRAPHS

Figure 3] presents the family of directed graphs (with cycles) over which we analyze the 1-head
and 2-head transformer models. Empirically, the best accuracies were obtained after more than 50
runs with hyperparameter tuning for Figure [3[B) and Figure 3{C), and after more than 30 runs for
Figure[3[A) and Figure[3(D), within 10k—20k training iterations each.

— e

,

P
(A) 8-node cycle (15/16) (B) Graph with [MFAS| =1 (C) Graph with [MFAS| = 2
(32/34) (50/56)

Accuracy = 100%

Accuracy = 50%

MFAS (highlight)

(D) Complete digraph
(81/112)

Figure 3: Prediction accuracies for the best-performing 1-head model for different graphs. Note that
(D) only shows edges adjacent to vertex 1, and MFAS highlight only applies to (A), (B), and (C).
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D LLM USAGE

We used LLMs to help identify us related work, transcribe handwritten equations into I£IEX, and
polish writing and grammar.
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