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Abstract

Energy justice is a growing area of interest in interdisciplinary energy research.
However, identifying systematic biases in the energy sector remains challenging due
to confounding variables, intricate heterogeneity in treatment effects, and limited
data availability. To address these challenges, we introduce a novel approach for
counterfactual causal analysis centered on energy justice. We use subgroup analysis
to manage diverse factors and leverage the idea of transfer learning to mitigate data
scarcity in each subgroup. In our numerical analysis, we apply our method to a
large-scale customer-level power outage data set and investigate the counterfactual
effect of demographic factors, such as income and age of the population, on power
outage durations. Our results indicate that low-income and elderly-populated areas
consistently experience longer power outages, regardless of weather conditions.
This points to existing biases in the power system and highlights the need for
focused improvements in areas with economic challenges.

1 Introduction

Energy justice, an emerging concept in the energy research [20, 12, 10], refers to the equitable
distribution of energy’s benefits and burdens across society'. One of the major objectives in advancing
energy justice is to detect and rectify systematic biases in the energy sector. These biases, which
might be inherent in policy-making, infrastructure planning, and resource allocation, can intensify
discrepancies in energy accessibility and cost for various societal groups.

However, identifying such biases is impeded by three major challenges. Firstly, confounding variables
present a significant obstacle. These are external factors that can influence both the treatment (e.g.,
policy decisions) and the effect (e.g., service reliability), making it difficult to establish clear causal
relationships. Secondly, there is the challenge of intricate heterogeneity in treatment effects. This
means that the impact of a particular policy or infrastructure change might vary widely across different
regions or populations, making it challenging to generalize findings or draw overarching conclusions.
Lastly, limited data availability further complicates matters. In the energy section, granular data, in
many cases, is either not collected, not shared, or is inaccessible due to various reasons, ranging from
proprietary concerns to logistical challenges. This data scarcity can lead to incomplete or skewed
analyses, potentially overlooking critical nuances or biases.
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To tackle the above challenges, we propose a novel approach for counterfactual causal analysis,
termed Transfer Counterfactual Learning (TCL). We employ this method to study the counterfactual
impact of certain demographic factors on power outage durations [29]. We conduct subgroup analysis
to mitigate the counter the effects of model misspecification stemming from heterogeneous treatment
effects across distinct subgroups. Additionally, we incorporate transfer learning [25] within the
inverse probability weighting (IPW) [11] estimation to rectify inherent model biases and enhance
the precision of causal effect estimations. The numerical experiments are conducted on large-scale
customer level power outage data, collected from a northeastern region of the United States in March
2018. [8, 22, 21]. The results suggest that low-income and elderly-populated areas consistently
experience longer power outages, regardless of weather conditions. This points to existing biases
in the power system and highlights the need for focused improvements in areas with economic
challenges.

Literature. While there has been increased interest in applying data-integrative TL techniques
to causal inference in the presence of heterogeneous covariate spaces [33, 32, 9, 4], these methods
typically fail to handle the same covariate space setting, known as the inductive multi-task transfer
learning according to [25]. This limitation arises from their algorithm designs, which mostly rely
on domain-specific covariate spaces. To the best of our knowledge, the first and only work studying
data-integrative TL for causal effect estimation under the inductive multi-task setting is [13]. They
proposed to transfer knowledge by using neural network (NN) weights estimated from the source
domain as the warm start of the subsequent target domain NN training. Despite its improved empirical
performance, the theoretically grounded approach is still largely missing, and such a NN-based TL
approach fails to generalize to parametric methods such as (generalized) linear models.

2 Methodology

In this section, we will introduce the connection between energy justice and counterfactual causal
analysis. In particular, we will briefly review the causal inference problem setup under Rubin’s Causal
Model [29], identify the challenges, and introduce our proposed transfer counterfactual learning.

2.1 Energy justice through causal inference

We study energy justice by asking “what if” questions, such as “what would the duration of the
power outage have been if this family were a rich one”. We answer those questions by studying the
causal effect from treatment variable Z, such as wealthiness, density, and so on, to outcome variable
Y, indicating the power outage duration. We can then detect unfairness if we can conclude from
observational data that being in a wealthier neighborhood does reduce the duration of power outages.

Formally, consider the tuple (X, Z,Y), where random vector X € X C R denotes pre-treatment
covariates (such as demographic information), random variable (r.v.) Z € {0,1} is the indicator
of the treatment (for example, Z = 1 if the median household income is greater than a pre-defined
threshold and 0 otherwise) and r.v. Y is the outcome, i.e., the power outage duration measurement.
Under Rubin’s Causal Model, Y = Y+ Z + (1 — Z)Yey is referred to as the observed outcome,
whereas Y., and Y;,¢ are called potential outcomes — they are the values of the outcome that would
be seen if the subject were to receive control or treatment. One commonly considered causal estimand
is the average treatment effect (ATE), which is formally defined as:

Average Treatment Effect: 7 = E[Yiy] — E[Yetn]-

Challenge 1: selection bias. “When observations in social research are selected so that they are not
independent of the outcome variables in a study, sample selection leads to biased inferences about
social processes” [31]. To help understand the selection bias, we present a graphical illustration
in Figure 1. Unlike experimental studies where we can manually force every subject to receive
treatment or randomly assign treatments, it is impossible to manipulate the household income in
our observational study. As a result, the outcomes in the selected (or observed) treatment cohort
may be influenced by other pre-treatment covariates instead of the treatment itself. Please refer to
Appendix A.1 for how to use inverse probability weighting to mitigate the selection bias.

Challenge 2: heterogeneity. One focus of this work is the (potential) heterogeneity, as the treatment
assignment rule and/or the true causal effect could vary among different subgroups within a population
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Figure 1: Illustration of selection bias: In practice (top), the treatment assignment is typically
dependent on pre-treatment covariates X, making the selected (or observed) treatment cohort NOT
independent of the outcome variable. As a result, the selected cohort is not “representative” of the
whole population, and inference based on such a selected cohort will typically be biased.

due to diverse individual characteristics and responses. The latter case is referred to as Heterogeneous
Causal Effect (HCE) problem, under which the ATE for the whole population is less meaningful. One
common method to mitigate the impact of HCE is through studying the conditional average treatment
effect (CATE) instead of ATE within each subgroup, i.e.,

Conditional ATE: 7 = E[Y;¢| X € S] — E[Yetn| X € S].

In our study, the subgroup is obtained as “covariates lying in a target subset of the covariate space”,
ie., X € S C X. Even though there exists a data-driven approach to partition the population into
subgroups, such as [2], we focus on a more interpretable approach that is based on the label of a
binary (or categorical) covariate; Specifically, in this work, we partition the data into normal and
extreme weather subgroups based on the whether condition (such as wind and rainfall). Without loss
of generality, we consider that the first element in the pre-treatment covariate vector is binary, i.e.,
X = (X1, Xo,...),X; € {0,1}. This yields a natural partition that

X = SoUSy, where Sy = {X; =¢}, ¢ € {0,1}. (1)

In the HCE problem, we typically have heterogeneous causal effect: 75, # 7g,. We are interested
in estimating CATE 7g,, which is typically done by estimating ATE using the subgroup of the
observations whose covariates lie in .S).

Challenge 3: insufficient data. The subgroup analysis above typically suffers from insufficient
sample size. To handle this problem, we consider transfer learning techniques by leveraging knowl-
edge obtained from one subgroup (called source domain) to help the estimation in the other subgroup
(called target domain). Existing approaches for HCE estimation largely focus on model-ensemble,
such as meta-learning [5], and heterogeneous transfer learning (i.e., TL under the heterogeneous
covariate space setting) [4], but is not applicable to our problem set-up.

2.2 Transfer counterfactual learning

As previously mentioned, we conduct subgroup analysis and call Sy, Sy (1) the target domain
and source domain, respectively; Due to the potential heterogeneity, we denote (X, Zy, Y;) and
(X, Zs, Ys:) as the random vector under the corresponding domains, and our observations are

Target Domain: D; v = (€1, 2it, Yit), ¢ = 1,...,ng, where x; ¢ € S,
Source Domain: D; s = (@5, 25, Yis), ¢ = 1,...,ng, where x; 5 € Sp.
To mitigate the selection bias, we apply the IPW estimator to estimate the CATE, which requires

estimating the propensity score. Following [30], we consider a simple yet popular generalized linear
form [24] for propensity score models:

P(Ze =1|X¢) = g(X:"Be),  P(Ze =1|1X) = 9(X:" ),



where superscript * denotes vector or matrix transpose, and g(-), known as the (inverse) link function,
can be either linear, i.e., g(z) = x, = € [0, 1], or nonlinear, such as sigmoid link function g(z) =
1/(1+e™ "), z € R, and exponential link function g(z) =1 —e~ %, z € [0, 00). The IPW estimator
for CATE (or ATE in the subgroup) is defined as:

Tg — —

= =, =
t =1 g(wiT,tﬁt) 1- g(m;l:tﬂt) s i g( i, sﬂs) 1- g(a’?,sﬁs)

where [, 35 are the estimated nuisance parameters in the target and source domains, respectively.
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In the above generalized linear model (GLM) formulation, we consider the same link function g(-)
but different model parameters 3y # s, which accounts for related yet different domains; That is
to say, our formulation can account for not only HCE but also heterogeneous treatment assignment
rules.

Remark 1. Our TL problem set-up falls into the category of “inductive multi-task transfer learning”
according to [25]. To be precise, we consider homogeneous feature space but (potentially) heteroge-
neous feature distribution, treatment assignment rule, and causal effect across the source and target
domains.

{;-regularized transfer learning for IPW estimation. Since most transfer learning problems fall
in the category of supervised learning, it is natural to consider knowledge transfer for the propensity
score estimation stage in the IPW estimation. In our setting, we consider improving the estimation
accuracy of S with the knowledge gained on S35, which helps resolve the data insufficiency issue due
to partition. The key assumption for successful, i.e., theoretically guaranteed, knowledge transfer is
the sparsity of the nuisance parameter difference Ag [3, 30], defined as:

Ap = Py — Ps. 3)
Assumption 1. The difference of nuisance parameters Ag (3) is s-sparse, i.e., for 0 < s < d,

|Agllo < s.

This assumption states that treatment assignment mechanisms are very similar across both domains.

To estimate [3;, we first leverage source domain data to estimate 35, which serves as a rough estimator
of 3y due to Assumption 1. Next, we correct the bias of the rough estimator by using ¢; regularization
to learn the difference Ag from target domain data. The idea is that we can accurately estimate 3,
using abundant source domain data and faithfully capture the sparse A from limited target domain
data with the help of /; regularization. To be precise:

rough

Rough estimation: [ = arg miny, L E?s 1 —ZisZi b+ G (a:-T b)

Bias correction: Bt = arg min, n% Zz L —Zip®] b+ G (2] ,b) + A[b— routh .

where A > 0 is a tunable regularization strength hyperparameter, and function G satisfies G’ = g;
please refer to [30] for a detailed definition and estimation of the generalized linear model. Lastly,

the proposed ¢;-TCL estimation of 7, can be done by plugging Bt = /\TL into (2).

Challenge 4: hyperparameter selection. One practical issue is the selection of the ¢; regularization
hyperparameter \; In fact, this is a rather important topic as proper hyperparameter tuning can
sometimes close the performance gap among different causal estimators [15]. The challenge is that a
“golden standard”, such as prediction accuracy in classic supervised learning, is largely missing since
we cannot evaluate the causal effect estimation accuracy from data due to unobserved counterfactual
outcomes. Unfortunately, there is no good solution beyond the recent empirical analysis of some
nuisance model prediction performance metrics as the selection criteria [2, 6, 15]; Here, we propose
one additional solution by studying the covariate distribution balanceness, and we compare the
empirical performance of those criteria.

One straightforward approach is to use the performance of the supervised learning of the nuisance
model as the selection criterion. As first studied in [2], the generalization performance by performing
a train-validation-test split is of vital importance; Here, we apply cross-validation (CV) since the
sample size in our real application is relatively small. In our setting, the nuisance model is the
propensity score model which learns the binary treatment assignment, and we choose several binary



prediction metrics to quantify the performance of the propensity score model — /5 norm of the
prediction error (/7 err.), Cross Entropy error (CE err.), and the area under the receiver operating
characteristic curve (AUC).

As the fitted propensity scores are used to balance the covariate distribution, one popular method to
access the goodness-of-fit in causal inference is to directly examine the “balanceness” of the covariate
distribution of the re-weighted samples. One commonly used measure of the covariate distribution
“balanceness” is the standardized mean difference (SMD) [34], which is essentially Cohen’s d and can
measure the discrepancy between two probability distributions; alternatively, one can use the distance
between two probability distributions to measure the balanceness and here we choose Maximum
Mean Discrepancy (MMD). For a definition of our selection criteria, one can see Appendix A.2.

Simulation results. As the counterfactuals are unob- S P
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Figure 2: Comparison of different hyper-
parameter selection criteria. We can ob-
serve that in-sample MMD and all cross
example. validation nuisance model performance
Remark 2. One drawback of all aforementioned criteria metrics can select A’s that output similar
is that they do not involve outcome variable, and therefore ~and accurate causal effect estimates.
they cannot be used to test whether or not the heteroge-

neous causal effect assumption hold. As a result, performing subgroup analysis and transfer learning
among subgroups might be the most robust approach that we can take. In our numerical example,
IPW estimation on the entire dataset (i.e., both domains combined) yields a point estimate of 4.91,
which is very close to the source domain true causal effect 73 = 5.

3 Real-Data Experiment

Dataset. Our data was collected from multiple sources: The outage data was collected for all cities
in a state located in the northeastern United States from the local government, spanning 2018-03-01
00:00:00 to 2018-03-31 23:00:00. The weather data was collected from High-Resolution Rapid
Refresh (HRRR) model, and the demographic factors are collected from the American Community
Survey (ACS) 5-Year survey from US Census Bureau. We obtained land cover and land use data
from the Massachusetts government’s MassGIS Data: 2016 Land Cover/Land Use (LCLU) dataset.

Our real-data experiment examined the causal effects from several factors (i.e., treatment variables,
including median income, elderly percentage, population density, and total population) to the power
outage duration (i.e., the outcome variable) with demographics, land cover, land use, and weather data
as pre-treatment covariates. The power outage is characterized by the System Average Interruption
Duration Index (SAIDI), which is usually used to measure the average outage duration for each



customer served in a certain period of time. The two weather factors considered here are wind
speed (m/s) and precipitable water (kg/m?). To account for potential heterogeneity, the outage
events are split into two groups: severe weather events and normal weather events. The outage
event is considered to happen during severe weather if the maximum wind speed or the maximum
precipitation passes the preset thresholds. The thresholds here are 19 m/s for wind speed and 16
kg/m? for precipitable water. SAIDI would be calculated for severe weather events and normal
weather events separately. With this setting, we are able to get two sets of data to conduct the transfer
counterfactual learning. Details about SAIDI definition, demographics, land cover, and land use
factors considered in this study can be found in Appendix B.2.

Results. The treatment variables are binarized via the criterion “whether the variable exceeds a
threshold (80% quantile of the whole population)”; We report our results in Table 1, where we use “1”
to indicate such a criterion. For instance, in the case of median income, a household is categorized
as poor or wealthy by comparing its income with the 80% quantile of all cities’ household median
income; From Table 1, we can observe that, without transfer learning, the estimated causal effect was
positive for the normal weather subgroup, indicating that being wealthy led to more power outages,
which contradicts common sense. Specifically, the causal effect estimate without transfer learning
was —460.79 for the severe weather group and 68.03 for the normal weather group. However, with
transfer learning, the causal effect estimates aligned with expectations, showing that being wealthy led
to fewer power outages — the causal effect estimate was —762.25 for the severe weather group and
—881.88 for the normal weather group. Additionally, the observations that vanilla causal inference
approach (i.e., IPW without TL) fails to output reasonable results can be made for other demographic
factors as the treatment variable: For example, it is counter-intuitive that there are less power outage
in the elderly-populated areas. Our ¢;-TCL approach in Table 1 uses covariate balanceness (i.e.,
in-sample MMD) criterion for hyperparameter selection; See Figure 3 in Appendix B.2 for results of
£1-TCL with nuisance model predictive performance criteria.

Table 1: Causal effect estimates. We quantize the estimated value 7T as: ”if T < =500, <7 if
—500 < 7 < =100, “x” if —100 < 7 < 100, “+ if 7 > 100. We can see TL can help yield very
different results which agree more with common sense, compared with estimation without the help of
source domain knowledge (i.e., no TL).

Median incomeyy  Elderly percentage(y Population density(;)  Total population y)
Weather Severe Normal Severe Normal Severe Normal Severe Normal

£,-TCL (-762.25) (-881.88) +(42074) +(255.76) (-394.05) *(082) (-616.26) *(34.55)
No TL (-460.79) * (68.03) (-253.89) (-146.62) (-616.02) (233.17) (-557.00) (-141.18)

Findings. As shown in Table 1, our ¢1-TCL provides more reasonable results compared to the vanilla
causal inference approach: It highlights prolonged power outages in areas characterized by both low
income and a higher percentage of elderly residents. Moreover, the elderly population area may have
increased vulnerability during severe weather events. Interestingly, extended power outages in less
densely populated areas are only observed under severe weather conditions. This observation aligns
with the notion that power companies may prioritize supplying electricity to densely populated areas
during severe weather events to minimize the impact on a larger number of residents.

One particularly intriguing observation is the consistency in prolonged power outages in areas with
lower median income. This phenomenon occurs under both severe and normal weather conditions,
indicating that these areas may face persistent challenges in maintaining power supply reliability. This
suggests a need for targeted infrastructure improvements and support in economically disadvantaged
regions to mitigate power outage durations.

4 Discussion

This work presents a homogeneous transfer learning approach within the inverse probability weight-
ing estimation to tackle the data sacristy and improve estimation accuracy of the causal effect. The
proposed method is subsequently deployed to the unfairness detection within power systems, sug-
gesting that low-income and elderly-populated areas may consistently experience prolonged power
outages, and highlighting the necessity for focused improvements in areas with economic challenges.



Although the real-data results appear reasonable, there does not exist ground truth to externally
validate our findings. Therefore, it would be beneficial to conduct experiments on benchmark datasets
with known causal relationships or to develop a goodness-of-fit score to quantify the reliability of the
real results. We leave those topics for future study.
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A Additional Technical Details

A.1 Selection bias and inverse probability weighting estimation

In observational study, the pre-treatment covariates X that determine the treatment may also be
correlated, or “confounded”, with the outcome. As a result, selecting treated (or control) subjects
and averaging the selected outcomes will yield a biased estimate of E[Y,¢] (or E[Yetn]). Although
such statistically independence typically does not hold in practice, in causal inference literature, a
common practice to handle such a problem is to assume there are ‘no unmeasured confounders” (also
known as the Ignorability Assumption) [27]:

(Yrctrhyvtrt) AL Z | X

In the following, we shall continue our study under the above assumption.

One way to handle the selection bias is to re-weight each sample in the selected cohort such
that the re-weighted sample is “representative” of the whole population, and one popular method
is the inverse probability weighting [11]. To be precise, [28] showed that the propensity score
e(X) = P(Z = 1|X), i.e., the probability of receiving treatment given covariates, satisfies the
following:

(}/Ctrlvytrt) 1z | G(X)
This leads to the following unbiased estimate of E[Y},¢]:

Vi X |} = B{ JSLB L2 = DlYiwe X1} = Bl¥ir]

Similarly, we have E [%}fx)} = E[Yctn1]. Then, the famous inverse probability weighting (IPW)
estimator of the ATE 7 can be obtained by replacing the expectation with sample average in

E L@é} -k {#Kx)} : We will introduce the IPW estimator in detail later.

A.2 Hyperparameter selection criteria

Nuisance model performance. In our study AUC is implemented using sklearn.metrics.auc
in python, and /5 err. as well as CE err. are defined as follows:

Definition 1 (¢5 err.). Given binary samples {z;, i = 1,...,n} their predictions {z;, : = 1,...,n},
the ¢ norm of the prediction error is given by >, (z; — ;)% /n.

Definition 2 (CE err.). Given binary samples {z;, ¢ = 1,...,n} their predictions {Z;, i = 1,...,n},
the Cross Entropy error is given by > | (2;log(z;) + (1 — z;) log(1 — %)) /n.



Covariate balanceness. One commonly used measure of the covariate distribution “balanceness”
is the standardized mean difference (SMD) [34], which is essentially the Cohen’s d:

Definition 3 (Cohen’s d). Given two sets of samples A = {a;, i = 1,...,m} and B = {b;, j =
1,...,n}, the Cohen’s d is defined as follows:

2 2
d-Cohen(~'4 B /\/ S +S

wherea = Y"1"  a;/m, b=, bj/n, and the pooled sample variance can be calculated as:

m n

Sa= 3 (a—a), Ss=1> (b’

i=1 j=1

When the Cohen’s d’s absolute value is close to zero, the standardized means of two distributions are
similar to each other, i.e., the covariates’ distributions are balanced. In our multivariate setting, we
can simply use the average of the absolute Cohen’s d’s as the selection criterion, i.e.,

d
SMD = Z ‘dCOhen {x(j) : ® € Daire}, {2(j) : © € Dgcin1}) |

&\)—‘

where x(j) is the j-th element of the vector € R?, and

Ty Z;
Dw,trt = L ‘P Zie = 1;, Dm,ctrl = % CRie = 0,.
( tﬁt) 1- g(wi,tﬁt)

This above metric tells us the average standardized mean difference after propensity score weighting,
and we will refer to it as the SMD is the following analysis.

As one can see, the goal is to quantitatively characterize how similar two empirical distributions are
after propensity score weighting, and this is indeed extensively suited in two sample test problem.
Here, we introduce one very popular non-parametric distance metric between distributions (i.e., two
sample test statistic), Maximum Mean Discrepancy (MMD) [7], as follows:

Definition 4 (Maximum Mean Discrepancy). Given two sets of samples A = {a;, i = 1,...,m}
and B = {b;, j = 1,...,n}, an unbiased estimator of MMD can be obtained via U-statistics as
follows:

1=1 j5#1 = 1=1 j5#1

Our MMD-based selection criterion (referred to as MMD for brevity) is then given as:

—2
MMD = MMD (Dw,trta Dw,ctrl) .

In the above definition, k is the user-specified kernel function, i.e., k(-,) : X x X — R. Commonly
used kernel functions include Gaussian radial basis function k(x1, x2) = exp{—||z1 — z2||3/r%},
where || - ||2 is the vector ¢ norm and r > 0 is the bandwidth parameter; the bandwidth is typically
chosen using median heuristic.

B Additional Experimental Details

B.1 Numerical simulation

In our numerical simulation, the covariates are the absolute values of normally distributed random
numbers with mean 0 and standard deviation 1. The source domain PS model parameters are also
absolute values of normally distributed random numbers with mean 0 and standard deviation 0.1. In
the data generating process, the “unknown” true PS model is GLM with exponential link function
whereas our specified model considers GLM with sigmoid link function, i.e., we consider model
mismatch in our simulation. We take absolute values since the link function, i.e., the exponential
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function g(z) = 1 — exp{—=}, is supported on = € (0, 00). The s-sparse difference has magnitude
0.2. The ground truth ATE is 7 = 3 for in target domain under both settings; for the heterogeneous
PS model case (i.e., setting 1), we consider a follow up experiment where the ground truth ATE is
increased to 5 in target domain. Our specified model is GLM with sigmoid function and we fit vanilla
logistic regression using source domain data for the rough estimation step. Afterwards, we perform
gradient descent to learn the sparse difference with ¢; regularization; the total number of iterations
is 20000, the initial learning rate (Ir) is 0.001 and it decays by 1% (i.e., Ir < 0.99 Ir) every 1000
iterations.

In addition to compare different hyperparameter selection criteria, we also compare some naive
baseline methods: We naively merge the target and source domain datasets; since there source domain
samples significantly outnumber the target domain one, it is no surprising that the IPW estimate is
4.91, which is very close to the source domain ground truth causal effect. Additionally, we consider
the inference using only target domain dataset, and the IPW estimate is 4.45, which is still less than
satisfactory compared with the ¢;-TCL estimate.

B.2 Real-data experiment

SAIDI. Here, we do little modifications to represent the power reliability during the month (quanti-
fied in minutes) and calculate SAIDI for each city. Consider one city with M power grid users, it
went through IV outage events in the month with each outage lasting for L,,,n = 1,... N hours. The
number of power grid users recorded to be without electricity is Cj,, during hour [ for outage event n.
Then SAIDI for the city in the month can be calculated as

N L,
>n=12121Cn
M

We consider all the power outage events with a minimum outage rate bigger than 0.1% and last for
over 2 hours.

SAIDI = x 60

Weather. Extreme weather and climate events have emerged as primary catalysts for infrastructure
damage, leading to widespread power outages and supply inadequacy risks in the United States
[18, 19]. Consequently, analyzing the patterns of these outages can be facilitated by leveraging
weather data.

To perform the analysis, we obtained weather data from the High-Resolution Rapid Refresh (HRRR)
model [1]. Developed by the National Centers for Environmental Prediction (NCEP), the HRRR
model is a numerical weather prediction model that provides high-resolution and frequently updated
forecasts for regional weather conditions. By assimilating data from various sources, such as satellites,
radars, and weather stations, the HRRR model combines observational information with advanced
mathematical equations to simulate atmospheric behavior. This enables the model to generate highly
detailed and accurate short-term forecasts, ranging from 1 to 18 hours, with a spatial resolution as
fine as 3 kilometers.

For our analysis, we specifically focused on two key weather parameters extracted from the HRRR
model: wind speed (m/s) and precipitable water (kg/m?). Hourly weather data was collected from
all available stations, and for each city, we matched the data with the nearest stations to obtain the
corresponding weather information.

Demographic census. Previous research in the field of power equity has extensively examined
the correlation between demographic factors and power outages. Studies have demonstrated that
certain disadvantaged communities, such as low-income and minority communities, experience a
disproportionate impact from power outages due to their limited resources for recovery [14, 17]

To investigate the demographic factors influencing power outages, we leverage the comprehensive
data provided by the American Community Survey (ACS) 5-Year Data. This dataset is a continuous
survey conducted by the U.S. Census Bureau, focusing on gathering in-depth information about
the demographic, social, economic, and housing characteristics of the U.S. population. The ACS
5-Year Data is particularly valuable as it encompasses information collected over a 5-year period,
providing a more robust and accurate representation of the population and its diverse characteristics.
To complement the demographic factors, we also obtained the number of power grid users from the
local utilities.
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Land cover and land use. Several studies [23, 26] have indicated that land cover and land use
variables can serve as reasonable proxies for power systems data, such as the number of poles.
This suggests that land cover variables have the potential to serve as a valuable tool in developing
generalized outage models that can be applied to service areas lacking detailed power system data.For
our analysis, we obtained land cover and land use data from the Massachusetts government’s MassGIS
Data: 2016 Land Cover/Land Use (LCLU) dataset [16]. This statewide dataset combines land cover
mapping from 2016 aerial imagery with land use information derived from standardized assessor
parcel data specific to Massachusetts. The creation of this dataset was a collaborative effort between
MassGIS and the National Oceanic and Atmospheric Administration’s (NOAA) Office of Coastal
Management (OCM).

In our study, we considered various land cover categories, including forest, grass, and wetland.
Additionally, we examined different land use types, such as single-family residential, multi-family
residential, and agriculture. Each of these land cover and land use variables was measured as a
percentage of area for each city in the dataset.

Additional results. We report how the selection criteria and the estimated causal effect vary
with different ¢; regularization strength \’s in Figure 3. It is worthwhile noting that the similar
performance of different selection criteria is again observed in our real data example when we consider
the median income and elderly percentage as the treatment variables, reaffirming their effectiveness
and supporting the enhanced reliability and accuracy of the ¢; TCL results. Meanwhile, when we
take the population density or total number as the treatment, we can observe that the in-sample MMD
criterion can output very different result compared with CV nuisance model performance: On one
hand, the numerical simulation shows in-sample MMD criterion can help yield a bit more accurate
causal effect estimate; On the other hand, it makes sense that power company will prioritize the power
supply in populated areas under sever conditions, but such a power supply difference should not exist
under normal conditions.
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Figure 3: Hyperparameter selection in the real data example. When we take median income or elderly
percentage as the treatment variable, ¢;-TCL with different selection criteria can output similar results.
Our in-sample MMD criterion can help consistently output reasonable results.
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