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Abstract

We study generative compressed sensing when the measurement matrix is randomly subsampled
from a unitary matrix (with the DFT as an important special case). It was recently shown that
O(kdn||c||%,) uniformly random Fourier measurements are sufficient to recover signals in the range
of a neural network G : R* — R" of depth d, where each component of the so-called local coher-
ence vector ¢ quantifies the alignment of a corresponding Fourier vector with the range of G. We
construct a model-adapted sampling strategy with an improved sample complexity of O(kd||||3)
measurements. This is enabled by: (1) new theoretical recovery guarantees that we develop for
nonuniformly random sampling distributions and then (2) optimizing the sampling distribution to
minimize the number of measurements needed for these guarantees. This development offers a
sample complexity applicable to natural signal classes, which are often almost maximally coherent
with low Fourier frequencies. Finally, we consider a surrogate sampling scheme, and validate its
performance in recovery experiments using the CelebA dataset.

1 Introduction

Compressed sensing considers signals £y € R™ with high ambient dimension n that belong to (or can be well-
approximated by elements of) a prior set V C R™ with lower “complexity” than the ambient space. The aim is
to recover (an approximation to) such signals with provable accuracy guarantees from the linear, typically noisy,
measurements b = Axy + 1, where € C™ denotes noise and A € C™*™ with m < n is an appropriately chosen
(possibly random) measurement matrix. The signal is to be recovered by means of a computationally feasible method
that utilizes the structure of V and has access to only A and b. In classical compressed sensing, V is the set of sparse
vectors. In generative compressed sensing, the prior set V is chosen to be the range of a generative neural network
G : R* — R”, an idea that was first explored in [5]]. Our results will hold for ReLU-activated neural networks as
defined in [4] Definition 1.2]. Here we denote the ReLU (Rectified Linear Unit) activation as o(z) := max{z, 0},
applied component-wise to a real vector z.

Definition 1.1 ((k, d, n)-Generative Network). With k,d,n € N, fix the integers 2 < k := kg < k1,...,kg—1 <
kq = n, and for i € [d], let W) € R¥i*Fi-1 A (k,d, n)-generative network is a function G : R¥ — R”™ of the form
G(z) =WDg (.- WP (Whz)).

In the same work [3]], the authors provided a theoretical framework for generative compressed sensing with A €
R”*™ having independent identically distributed (i.i.d.) Gaussian entries. However, the assumption of Gaussian
measurements is unrealistic for applications like MRI, where measurements are spatial Fourier transforms. Limitations
of the hardware in such an application restrict the set of possible measurements to the rows of a fixed unitary matrix (or
approximately so, up to discretization of the measurements). Hence we consider the more realistic subsampled unitary
measurement matrices, i.e., matrices with rows randomly subsampled from the rows of a unitary matrix F' € C"*™.
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A first result in the generative setting with subsampled unitary measurements [4] shows that for well-behaved networks,
m = O(k%d?) (up to log factors) measurements is sufficient for recovery with high probability. However, sampling
uniformly is not efficient; sampling more informative measurements at a higher rate is known to improve performance
in compressed sensing (e.g., low Fourier frequencies have strong correlation with natural images, they will therefore
tend to be more informative) [3]. This idea is mirrored in the radial sampling strategy used in MRI scans, which takes
a disproportionate number of low-frequency measurements [15]]. We address this limitation by generalizing the theory
to any measurement matrix of the form A = SF where F' € C"*" is a unitary matrix and S € R™*" is a sampling
matrix, which we now define. We adopt the convention that e; denotes a canonical basis vector and that A" g the
simplex in R". See[Section I|for the definition of symbols throughout this paper.

Definition 1.2 (Sampling Matrix). We define a sampling matrix to be any matrix S € R™*"™ composed of i.i.d. row

vectors s}, ..., sk, such that P(s; = e;) = p; foralli € [m],j € [n], for some fixed probability vector p € A",

We will further show, similarly to [[I8], that picking the sampling probabilities in a manner informed by the geometry
of the problem yields improved recovery guarantees relative to the uniform case. Specifically, we provide a bound
on the measurement complexity of m = O(k2d?) even for models which are highly aligned with a small subset of
the rows of F'. To find good sampling probabilities, we must understand that measurements (i.e. the rows of the
measurement matrix) are effective for a prior set 1V C R" if they help differentiate between signals in V. Therefore,
we consider the alignment of rows of F' with the set )V — )V (where the difference is in the sense of a Minkowski sum,
see [Section 1). We will sample rows of F' that have a high degree of alignment with V — V at a higher rate. For
technical reasons, we consider alignments with a slightly larger set, given by the following set operator previously
introduced in [4} Definition 2.1].

Definition 1.3 (Piecewise Linear Expansion). Let C C R™ be the union of N convex cones: C = Ui\il C;. Define the
piecewise linear expansion A(C) := Ufil span(C;) = Uﬁvzl(Ci —C).
The piecewise linear expansion is a well-defined set operator as shown in [4, Remark A.2]. Specifically, it is indepen-
dent of the choice of convex cones C;.
We require the following quantity to quantify the alignment of the individual vectors with the prior set.
Definition 1.4 (local coherence). The local coherence of a vector ¢p € C™ with respect to a cone 7 C R" is defined
as

ar(¢):= sup  [(p,z)|.

zeA(T)Ngn—1

The local coherences of a unitary matrix F' € C™*™ with respect to a cone 7 C R" are collected in the vector o with

entries ovj := v (f;), where f7 is the 4t row of F.

By using the local coherences of F' to inform sampling probabilities, we will show that recovery occurs from only
m = O(kd||||%) (up to log factors) measurements with high probability.
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Figure 1: Samples recovered by different sampling schemes with different sampling rates

Prior Work Sampling with non-uniform probabilities was the subject of a line of research in classical compressed
sensing. Seminal works involving the notion of local coherence in classical compressed sensing are (18} [19]..
There have been quantities analogous to the local coherence appearing in the literature, such as Christoffel functions
[16] and leverage scores [7, [14]], which were recently introduced in machine learning in the context of, e.g., kernel-
based methods [8]] and deep learning [[1]]. While writing this manuscript, we became aware of the recent paper [2]]. This
work presents a framework for optimizing sampling in general scenarios based on the so-called generalized Christoffel
function, a quantity that admits the (squared) local coherence considered here as a particular case. Furthermore, the
method we use to numerically approximate the coherence in Section 3 can be seen as a special case of that proposed
in . However, the results in assume that VV — V) is a union of low-dimensional subspaces. Hence, they are not
directly applicable to the case of generative compressed sensing with ReLU networks, for which V — V is in general
only contained in a union of low-dimensional subspaces. On the other hand, our theory explicitly covers the case of
generative compressed sensing, and illustrates how sufficient conditions on m leading to successful signal recovery
depend on the generative network’s parameters (k, d, n). Second, we provide recovery guarantees that hold with high
probability, as opposed to expectation.



The present work directly improves on results from [4] by improving the sample complexity from n||c||%, to |3
when the sampling probabilities are adapted to the generative model used. This is a sizable improvement in perfor-
mance guarantees for a significant class of realistic generative models. It can be understood as extending the theory of
generative compressed sensing with Fourier measurements to many realistic settings where we provide nearly order-
optimal bounds on the sampling complexity. Indeed, in the context of the main result from [4], “favourable coherence”
corresponds to ||at||oc < C+/kd/n where C' is an absolute constant. Despite the fact that the prior generated by a
neural network with Gaussian weights will have such a coherence [4], we observe empirically in[Figure 2{d) that for
a trained generative model, a small number of Fourier coefficients have values close to one. In such cases, the main
result from [4]] becomes vacuous while [Theorem 2.1|remains meaningful.

Notation For any map f, we denote R(f) to be the range of f. We define the simplex A"~ ! := {p € R" : p; >
0,>" , p; = 1}, and the sphere $"~! := {z € R" : ||z||> = 1}. For any matrix A € C"™*", we denote its pseudo-
inverse by AT € C"*™. For a set V € R" we denote its self-difference V — V := {v1 — va|v1,v2 € V}. We define
II7 : R™ — R"™ to be the orthogonal projection on to a set 7 C R" in the sense that [T+« is a single element from
the set arg min, o || — t||2. Welet [[] = {1,...,l}. We denote (-, -) to be the the canonical inner product in R or C
depending on the context.

2 Main Result

We now state the main result of this paper, where we give an upper bound on the sample complexity required for signal
recovery. The accuracy of the recovery is dependent on the measurement noise, the modelling error (how far the signal
is from the prior), and imperfect optimization. These are denoted, respectively, by 1, 2+ and ¢ below.

Theorem 2.1. Fix a (k,d, n)-generative network G, the cone T = R(G) — R(G) R", the unitary matrix F' €

C"*"™. Let a be the vector of local coherences of F with respectto T. Let p := (« /Ha|| )icm) € A" with S €

R"™*™ the corresponding random sampling matrix. Let D € R™*"™ be the diagonal matrtx with entries D; ; = 1//pi.

Let D := SDS*T € R™*™. Lete > 0. If

2
m > Cllal? <k:dlog (%) +log (6»

for C an absolute constant, then with probability at least 1 — € over the realization of S the following statement holds.
Statement 2.1. For any choice of xy € R" and n € C”, let b := iSFm +mnand x* = xy — Il =, and any

x € R", ¢ > 0 satisfying || L —SDFz — Db|y < minger H L SDFa: — Db||5 + . We have that
N 3
& — @oll2 < fl&l2 + \F||5DF$L||2+3||D77||2+ S€-

Remark 2.1. The matrix D has a vector of diagonal entries Diag(D) satisfying Diag(D) = SDiag(D). o
Remark 2.2. We give a generalization of this result to arbitrary sampling probability vectors in{Iheorem A3.1 o

3 Numerics

In this section, we provide empirical evidence of the connection between coherence-based non-uniform sampling and
recovery error. By presenting visual and quantitative evidence, we validate that model-adapted
sampling using a coherence-informed probability vector can outperform a uniform sampling scheme — requiring
fewer measurements for successful recovery.

Coherence heuristic Ideally, we would compute the local coherence « using but to our knowledge
computing local coherence is intractable for generative models relevant to practical settings [4f]. Thus, we approximate
the quantity by sampling points from the range of the generative model and computing the local coherence from the
sampled points instead. Specifically, we sample codes from the latent space of the generative model to generate a
batch of images with shape (B, C, H, W), where B, C, H, W stand for batch size, number of channels, image height
and image width respectively. Then, we compute the set self-difference of the image batch, and normalize each
difference vector. This gives a tensor of shape (B2, C, H, W). We perform a channel-wise two-dimensional Discrete
Fourier Transform (DFT) on the tensor, take the element-wise modulus, and then maximize over the batch dimension.
This results in a coherence tensor ag with shape (C, H, W). To obtain the coherence-informed probability vector of
each channel, we first square element-wise, then we normalize channel-wise. To estimate the local coherences of our
generative model we use a batch size of 5000 and employ the DFT from PyTorch [|17].
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Figure 2: In (a) we shows the reconstruction error in terms of number of measurements with out-of-range signals. In
(b) we present the same quantity for in-range signals. In (c) we treat signal recoveries with relative error less than
3 x 1073 as “successful”, and display the proportion of successful recoveries out of 64 attempts on in-range signals.
In (d) we plot the local coherences for one channel of one image. Observe that the local coherences take on values in
many different orders of magnitude and peak sharply for a small number of local coherences.

In-Range vs Out-of-Range Signals We run signal recovery experiments for two kinds of images: when the signals
are conditioned to be in the range of the generative model (in-range signals), and when they are directly picked from
the validation set (out-of-range signals). The in-range signals are randomly generated (with Gaussian codes) by the
same generative network that we use for recovery. This ensures that these signals lie within the prior set. In the out-
of-range setting, a residual recovery error can be observed even with large numbers of measurements This
error occurs because of the so-called model mismatch; there is some distance between the prior set and the signals.

Procedure for Signal Recovery The way we perform signal recovery goes as follows. For a given image xy €
ROXHXW e create a mask M € {0,1}"*" by randomly sampling with replacement m times for each channel
according to the probability vector. Let F' be the channel-wise DFT operator and G : R* — REXH*W be the
generative neural network (where we omit the batch dimension for simplicity). We denote ® to be the element-
wise tensor multiplication and || - || to be the Frobenius norm. We approximately solve the optimization program
2 € argmin, i |[M © Fzg — M © FG(2)|3 by running AdamW [[13]] with 7 = 0.003, 31 = 0.9 and 5 = 0.999
for 20000 iterations on four different random initializations, and pick the code that achieves the lowest loss. The
recovered signal is then & := G(2). We measure the quality of the signal recovery by using the relative recovery error

=) — llmo—2|2
(tre), rre(zo, &) = o
Observe that [Figure 2b) demonstrates the efficiency of model-adapted sampling. Signal recovery with adapted sam-
pling occurs with 16 times fewer measurements than when using uniform sampling. Similar performance gains can
be observed visually in[Figure T|and[Figure 3] Comparing the number of measurements to the ambient dimension, we

see from [Figure Zp) that signal recovery occurs with 7 ~ 27/2562% = 0.2%.

There are a few ways these numerical experiments do not directly match our theory. The sampling is done channel

wise, which is technically block sampling [3]]. Also, the signal recovery is performed without the preconditioning
factor D that appears in

4 Conclusion

In this paper we bring together the ideas used to quantify the compatibility of generative models with subsampled
unitary measurements, which were first explored in [4], with ideas of non-uniform sampling from classical compressed
sensing. We present the first theoretical result applying coherence-based sampling (similar to leverage score sampling,
or Christoffel function sampling) to the setting where the prior is a ReLU generative neural network. We find that
adapting the sampling scheme to the geometry of the problem yields substantially improved sampling complexities
for many realistic generative networks, and that this improvement is significant in empirical experiments.

Possible avenues for future research include extending the theory presented in [2]] to ReLU nets by using methods
introduced in the present work. This would yield the benefit of extending the theory from this paper to a number
of realistic sampling schemes. A second research direction consists of investigating the optimality of the sample
complexity bound that we present in this paper. The sample complexity that we guarantee includes a factor of k?d>
when the generative model is well-behaved. Whether this dependence can be reduced to kd, as is the case when the
measurement matrix is Gaussian, is an interesting problem that remains open. Finally, the class of neural networks
considered in this work could be expanded to include more realistic ones.
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A2 Additional Notation

In this work we make use of absolute constants which we always label C. Any constant labelled C' is implicitly
understood to be absolute and has a value that may differ from one appearance to the next. We write a < b to mean
a < Cb. We denote by || - || the operator norm, and by || - ||2 the euclidean norm. We use capital letters for matrices
and boldface lowercase letters for vectors. For some matrix A € C"™*", we denote by a} € C'*™ (lowercase of the
letter symbolizing the matrix) the i*” row vector of A, meaning that A = >t e;al. Foravector u € R", we denote
by u; its i™ entry. We let {e;};c[,) be the canonical basis of R™.

A3 Generalized Main Result

We present a generalization of which provides recovery guarantees for arbitrary sampling probabilities.
To quantify the quality of the interaction between the generative model G, the unitary matrix F', and the sampling
probability vector p, we introduce the following quantity.

Definition A3.1. Let 7 C R" be a cone. Let F' € C"*™ be a unitary matrix and p € A"~ L. Let « € R" the local
coherences of F' with respect to 7. Then define the quanity
@
pwr(F,p) := max ——.
( ) J€[n] \/Pj
We can now state the following.

Theorem A3.1 (Generalized Main Result). Fix the (k, d,n)-generative network G, the cone T := R(G) — R(G) C
R", the unitary matrix F € C"*", the probability vector p € A", and the corresponding random sampling matrix

S € R™*™. Let D € R™*" be a diagonal matrix with entries D; ; = \/% Let D := SDST € R™*™, Let cx be the

vector of local coherences of F with respect to T. Let € > 0.

Suppose that

2
m > C’,u%—(F, D) <kdlog (%) + log 5) .

Furthermore, if we pick the sampling probability vector

p* ( oz? )
= 5 ,
o
lal3) .,

2
m > Cla)2 <k;dlog (%) +log ) .
€
Then with probability at least 1 — € over the realization of S, [Statement 2. 1| holds.

This theorem is strictly more general than It is therefore sufficient to prove the generalized version,
which we do in the next section.

Remark A3.1. The result [4, Theorem 2.1] is a corollary of it follows from taking p as the uniform
probability vector. o

we only require that



A4 Proof of [Theorem A3.1

Let us first introduce the so-called Restricted Isometry Property (RIP) [6L 9, |20

Definition A4.1 (Restricted Isometry Property). Let 7 C R"™ be a cone and A € C™*™ a matrix. We say that A
satisfies the Restricted Isometry Property (RIP) when

sup |[[[Aullz — 1| <
ueTNg? 1

W =

Note that the constant 1/3 is a specific choice made in order to simplify the presentation of this proof. It could be
replaced by any generic absolute constant in (0,1).

The following lemma says that if, conditioning on .S, \/%S DF has the RIP on R(G) — R(G), then we have signal
recovery.

Lemma A4.1 (RIP of a Subsampled and Preconditioned Matrix Yields Recovery). LetV C R™ be a cone, F' € C"*"
be a unitary matrix, S € R™*™ a matrix with all rows in the canonical basis of R". Let D € R"*"™ be a diagonal
matrix. Let D := SDST € R™*™,

If ﬁSDF has the RIP on the cone T :=V — V, then holds.

See e proof]in Appendix

We now proceed to prove a slightly stronger statement than what is required by |[Lemma A4.1} that the RIP holds on
the piecewise linear expansion A(R(G) — R(G)) 2 R(G) — R(G).

To control the complexity of G, we count the number of affine pieces that it comprises. We do this with the result [4]
Lemma A.6], which we re-write below for convenience.

Lemma A4.2 (Containing the Range of a ReLU Network in a Union of Subspaces). Let G be a (k, d, n)-generative

_ 1/(d—1)
network with layer widths k = ko < k1,...,kq_1 < kq where kg = nand k := ( 21;11 kg) . Then R(G) is a

union of no more than N at-most k-dimensional polyhedral cones where

2¢ek

log N < k(d—1)log (k) < kdlog (%)

From this result, we see that 7 := R(G) — R(G) is contained in a union of no more than N 2 affine pieces each of
dimension no more than 2k. Then from|[Remark A6.1|(for the proof, see [4, Remark A.2]), the cone A(7) is a union
of no more than N2 subspaces each of dimension at-most 2k (the factor of two will be absorbed into the absolute

constant of the statement.) Fix &/ C 7T to be any one of these subspaces. Then the following lemma implies that the
matrix ﬁSDF has the RIP on U/ with high probability.

Lemma A4.3 (Deviation of Subsampled Preconditioned Unitary Matrix on a Subspace). Let F' € C"*"™ be a unitary
matrix, and S € R™*" a random sampling matrix associated with the probability vector p € A" 1. Let D € R" be

a diagonal pre-conditioning matrix with entries D; ; = \/%. Lett > 0. Let U C R™ be a subspace of dimension k.

Then

_ | < ru(Eip) tu(F, p)
|SDFz|2—1| S Jm Vl1ogk + Jm t (1)

1
sup —|
zeunsn—1 | VI

with probability at least 1 — 2 exp(—t?).

See [the proof]in [Appendix A5|

Since U C A(T) we have that g, (F, p) < p7(F, p). Using this fact to upper-bound the r.h.s. of [Equation 1} we find
an identical concentration inequality that applies to each of the subspaces constituting A(7"). By using|[Lemma A4.2
to bound the number of subspaces, we control the deviation of \/%S DF uniformly over all the subspaces constituting

A(T) with a union bound. We find that, with probability at least 1 — 2 exp(—t?),

1
sup —
zeA(T)NSm—1 | VT

< ﬂr\(/l%p)\/@Jr uT\(/l%p) kdlog (g) n M\(/l%p)t

IsDFal, -1



For the method by which we applied the union bound, see [4, Lemma A.2]. In the r.h.s. of the equation above, the
second term dominates the first, so the expression simplifies to

1 pr (F,p) rr(Ep),
\/m||SDFw||2—1’§\/m kdlog (k)+w 2)

By fixing ¢ = y/log (2) we find that the RIP holds with probability at least 1 — ¢ on 7~ when

sup
zeA(T)Ns?—1

m > Cpr(F,p)? (kdlog (%) +1o 2) 3)

Then we find that the first part of follows from Cemma A4.T]
The second sufficient condition on m follows from picking p so as to minimize the factor 7 (F, p)? in

Lemma A4.4 (Adapting the Sampling Scheme to the Model). Let F' € C"*"™ be a unitary matrix, and S € R™*" a
random sampling matrix associated with the probability vector p € A"~ L. Let o be the local coherences of F with
respect to a cone T € R".

a? )
p; = |3 € arg min(ur(F,p)).
led3 ) oy pean—

It achieves a value of
pr(F.p*) = ||ello.

See e proo])
Applying [Lemma A4.4]to[Equation 3|concludes the proof of

A5 Proof of the Lemmas

Proof of[Lemma A4.1} Let F € C"*" be a unitary matrix, and S € R™*" a random sampling matrix associated with
the probability vector p € A"~ 1. Let D € R™*" be a diagonal matrix with entries D; ; = %. Let D = SDST.

We let b := Db and = Dn. By left-multiplying the equation b = \/%SFa:O +nby D we get b= ﬁSDFwO +n.
Notice that the linear operator \/%S DF has the RIP by assumption.

By triangle inequality and the observation that I1 x¢ € T,

- 1 -
HSDF:c—b < min||—=SDFx —b|| +¢
9 x€T m 2
1 .
——SDFTlyxy—b|| +¢
vm 2
SDFx* +7| +¢
~lmeoret
< ﬁnsmfng + [lle + .
Since &, [17 x( € T, with the RIP property we find that
1 ~ 1 1
—_SDF&—b —_S8DF (& — Iy @g) — ——SDF (zo — Iy @o) — 7
‘¢m , v Vi )
1 1
> ——||SDF (& — 11 — —||SDFz* |, — ||7
> \/EH (@ — 7 o) [|2 \/ﬁ” o[l — 17l
1 . 1 _
> (1= ) I~ Traall ~ = ISDFez - Il

Assembling the two inequalities gives

R 1
& — Ty o, < ISDFa* s + 2litllo + 2| -

iz



Finally, we apply triangle inequality to get
[& — @02 < [lwo — L7 o2 + [|& — II7 o2

|SDFxt ||y + 3|72 + =&.

N | w

3
< |lzt —
<fletll+ =

O
Proof of[Lemma A4.3] In what follows, we will use that V& € U, SDFz = SDFP;};Pyx where Py € R**" is

the matrix with rows chosen to be any fixed orthonormal basis of /. Indeed, notice that P; P, = II;; € R™*", the
orthonormal projection on to /. Now consider

1 1
(x):= sup SDng—l‘ = sup IISDFPZ?Pu:vlli—l’
zeunsn—1 | M xeunsn—1 | M
1
= sup |—|SDFPLul; - 1‘
ueRkNgk—1 [T

1
=— sup |u"[(SDFP;)"(SDFP})—ml|ul.
M yerknsk-1

The second equality above follows from a change of variables Pyx — u € R”. Since the matrix within the square
bracket is symmetric, the last expression we find above corresponds to an operator norm.

1
(x) = — |PuF*DS*SDFP}; — ml|| 4)
m
> [PuF*Dsis;DFP; — ]
i=1
This is a sum of independent random matrices because the sampling matrix matrix .S is random and has independent
rows. We now consider what will be the central ingredient of this proof: the Matrix Bernstein concentration bound [20}

Theorem 5.4.1]. We will use it to bound [Equation 3]

Lemma AS.1 (Matrix Bernstein). Let X1, ..., X be independent, mean zero, n X n symmetric random matrices, such
that || X;|| < K almost surely for all i. Then, for everyt > 0, we have

P ZN:X‘ >t < 2nex —i
W= =P\ 2 k3 )

i=1
To compute o2 and K, we notice that we can write

m

> [PyF*Ds;s;DFP; —I| = > [v;v] — 1]

i=1 i€ln]

1

®)

where 0% = HZZ]\; EX?

for the random vectors v; := P, F*Ds;. These vectors have two key properties. First, they are isotropic; this is the
property that

E[v,v]] = E[PyF*Ds;s; DF P}]
= PyF*DE[s;s;|DFP}; = I.
The isotropic property gives us immediately that, as required, the matrices {v;v} — I };c[n] are mean-zero.
The second property of the vectors {v; };[,, is that they have bounded magnitude almost surely.
[villa = [P (F" D)2

1
Fufi
\/@H ufill2

1
sup  (, f;)
VPi zeunsn—1 !

< uu(F, p).



Let p := wy(F, p) for conciseness. We proceed to compute a value for . By triangle inequality and property of the
operator norm of rank one matrices, we see that

lviv; = Il < flwill3 +1 < 2u°.

The last inequality holds because of the lower bound p? > 1, which we now justify. Consider that from |[Lemma A4.4
we have that 1 > ||a||2, and furthermore that for any fixed one-dimensional subspace Uy C U, we have that ||a|s =
| F'@t||2 = 1 for a unit vector @ € Uy. This gives us the desired lower bound by monotonicity of 1 over set containment.

We now compute o2, similarly [3, Lemma 12.21]: Then

m

ZIE [(viv] — 1)2}

i=1

- s <u > (Elvvivi;] - I)u>

uERFNSk—1 =1
m m
= sup  (u, ) [oil3EwiTu ) =Y full3
ueRkNgk—1 i—1 i—1
m
< sup u,Z,uQ ZHIE v;v}]ul2
u€ERFNSF—1 i—1
< ,uQm.

The second equality holds because the matrix is symmetric non-negative definite, and the last inequality is obtained
by dropping the second negative term.

m

Then applying the Matrix Bernstein yields
> [PuF*Ds;s;DFP;; — 1|

]:ED {
i=1

Substituting with [Equation 5| we get

t2/2
>ty <2kexp (—/ t).
,u2m+2u2§

1 t t2/2
p{ sup | L |SDFa|? - 1‘ > } < 2k exp </f) .
zeungn—1 | M m pw2m 4 2p2 5

We would like to get our result in terms of the [ norm without the square. For this purpose we make use of the
“square-root trick” that can be found in [[20, Theorem 3.1.1]. We re-write the above as

1 t 2t
IE”{ sup ||SDF$||§—1‘Z}§2keXp <—C’min (2,2».
zeynsn—1 | m weme o p

We make the substitution ¢ — m max(d, §2), which yields

1 9 9 mo?
BPq sup | —[|SDFz|3—1| > max(s,6%) p < 2kexp | —C—3-
xeungn—1 |1 /’['

With the restricted inequality Va,d > 0, |a — 1] > § = |a? — 1| > max(4, §2), we infer that

P { sup
zeunsn—1

1 1 . . 2
Finally, with another substitution (”;25

1 md?
——||SDFz|s — 1| > § §2kexp( C’)
lsprel 1| > i

—log k:) — t2 we write that

1 p
sup |SDF:1:2—1‘ —+/logk + —=t
weursn—1 |Vm vm vm
with probability at least 1 — 2 exp(—t2). O
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2
@

Proof of[Lemma A4.4] 1t suffices to show that p* := (Ila'l\2> . satisfies
2/ j€n

2
o %
p* € argmin u3-(F, p) = arg min max —.

pEAn—1 peAn—1 j€[n] Pj
The vector p* achieves a value of
2 * 2
pr(F,p") = llel
which is the minimum. Indeed, for any fixed vector p € A1

, e%
I_nax—] > Zaj—] Ya € A"L.

o

5

The inequality above holds because the r.h.s. is a convex combination of the terms {

]

} , and is therefore upper-
7 ) j€En

bounded by the maximum element of the combination. By letting @ = p, we get

2

o
max —~ > ||aH§

J€[n] pj

Therefore, p* € arg mingc an-1 (5-(F, p). O

A6 Properties of the Piecewise Linear Expansion

The following is a subset of the elements in remark [4, Remark A.2], to which we refer the reader for the proof.

N
Remark A6.1 (Properties of the Piecewise Linear Expansion). Below we list several properties about A. LetC = |J C;

i=1
be the union of N € N convex cones C;.

1. The set A(C) is uniquely defined. In particular, it is independent of the (finite) decomposition of C into
convex cones.

2. If max;epny dim C; < k, then A(C) is a union of no more than IV at-most k-dimensional linear subspaces.
3. The set A(C) satisfies C C A(C) CC —C.
4. There are choices of C for which C C A(C) (for instance, refer to the example at the end of this section).

<

A7 Experimental Specifications

CelebA with RealnessGAN CelebFaces Attributes Dataset (CelebA) is a dataset with over 200,000 celebrity face
images [12]]. We train a model on most images of the CelebA dataset, leaving out 2000 images to comprise a validation
set. We crop the colour images to 256 by 256, leading to 256 x 256 x 3 = 196608 pixels per image. On this dataset, we
train a RealnessGAN with the same training setup as described in [21]], substituting the last Tanh layer with HardTanh,
a linearized version of Tanh, to fit in our theoretical framework. See [21]] for more training and architecture details.

11


https://pytorch.org/docs/stable/generated/torch.nn.Hardtanh.html

A8 Additional Image Recoveries

Adapted Uniform Adapted Uniform

0.098% 25.0% Truth

0.002% 0.006% 0.391% 1.562% 6.25%

/ A i " " " A Bt
0.006% 0.024% 0.098% 0.391% 1.562% 6.25% 25.0% Truth 0.024%

0.002%

Figure 3: In-range signal recovery of images using uniform sampling and model-adapted sampling. The sampling rate
on the bottom is computed using the ratio between number of measurements and number of pixels.
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0.002% 0.006% 0.024% 0.098% 0.391% 1.562% 6.25%  25.0% Truth 0.002% 0.006% 0.024% 0.098% 0.391% 1.562% 6.25%  25.0% Truth

Figure 4: Out-of-range signal recovery of images using uniform sampling and model-adapted sampling.
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