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Abstract

Drones have changed warfare and are deployed daily on the battlefield for surveil-
lance or as offensive and defensive weapons. While humans continue to control
drones and weapon systems, the transition to autonomous control, which removes
the human decision, is imminent. Indeed, advances in artificial intelligence (AI)
are extremely rapid and AI-driven drones seem to represent the future of war-
fare. This motivates the need to improve systems to face autonomous drones and
build better ones. Reinforcement learning (RL) is a paradigm of AI focusing on
the resolution of sequential decision-making problems. Its deployment in robotics
shows its potential to address complex real-world challenges. After presenting
RL foundations with a practical battlefield example, we propose a framework
to deploy RL in robotics. We identify five axes of complexity to deploy RL on
robots for any real-world problem. These axes allow us to analyze the state-of-
the-art and identify gaps required by the future of drone warfare. We conclude
the paper with a roadmap to bridge these gaps and ethical considerations.
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1 Introduction

Unmanned aerial systems (UAS) have long played an important role in modern war-
fare. It started with large drones designed for precision strikes and reconnaissance
missions [1]. The conflict in Ukraine showcases a groundbreaking shift toward smaller
drones, most of the time by weaponizing commercial drones. Such drones provide
strategic advantages, disrupt enemy operations, and gather critical data, marking a
significant advancement in drone warfare [2–4]. They allow the control of contested
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battlefield areas, offering a cost-effective way to conduct strikes and gather intelligence
without risking human lives. Nowadays, military personnel analyze data and control
drones. For example, identifying a target by analyzing data from a reconnaissance
drone, and then controlling a weaponized drone to strike it [5].

AI has already been identified as the perfect candidate to perform some of the drone
tasks on the battlefield. This is the case for vision-related tasks, such as identifying
potential targets [6]. This enables the analysis of vast amounts of data faster than
human operators, improving the speed of decisions on the battlefield. Such integration
of AI increases the efficiency and effectiveness of drone operations. However, even if
AI facilitates pilots’ work, drone control remains mostly handled by humans.

In the Ukrainian conflict, we especially observe that first-person view (FPV) pilots
have become a precious resource for the war [1, 3, 5, 7]. The FPV drones suffer from
several challenges, such as their deployment efficiency, the number of pilots available
to pilot them, the exposure of the latest, and the communication channel between the
drone and its operator that can be jammed. Although drones have become an essen-
tial weapon on the modern battlefield, countering them has emerged as an additional
challenge, particularly with small, agile drones weighing less than 10 kg. These high-
light the need to improve AI systems to control UAS and counter UAS (CUAS). This
is why we focus in this paper on AI for control, especially in the context of small
drones and the associated countermeasures.

A well-established framework of AI for control is called reinforcement learning
(RL). In RL, an agent learns to make decisions by trial and error. Over the last years,
it has shown great capabilities for sequential decision-making problems, and achieved
superhuman performance in complex games such as StarCraft II [8] or Stratego [9].
Recently, RL has demonstrated the capacity to control FPV drones better than the
best pilots in FPV races [10] and has more generally made big advancements in many
domains, such as autonomous navigation [11]. There is no doubt that it has the poten-
tial to improve control algorithms on battlefields. However, there is still a gap in
deploying autonomous controllers in warfare. These previous examples typically make
strong hypotheses on the drone conditions that should be relaxed to be closer to bat-
tlefields. This paper analyses and classifies these gaps before suggesting a roadmap for
remaining efforts to control small UAS drones and defend against them.

The paper is organized as follows. Section 2 details the current battlefield land-
scape, oriented towards small drones and associated countermeasures. We then
formally describe reinforcement learning in Section 3 and illustrate the framework
with a practical example. We propose a framework for the deployment of RL to solve
such problems in Section 4. Afterward, we propose in Section 5 five axes of complex-
ity to deploy RL. For each of these axes, we identify the state-of-the-art performance
algorithms applied to robotics, especially drones. In Section 6, five scenarios are pre-
sented, each representing an innovation milestone that progressively advances drone
warfare toward autonomous UAS and CUAS.

2 Drone Warfare

Currently, commercial drones are the most common type on the battlefield [3]. Brands
like DJI and Autel dominate the market with low-cost drones with advanced features.
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Affordable drones can also be built by connecting a flight controller to a 3D-printed
drone frame. These commercial drones have several advantages. Anyone can buy one.
They do not require large infrastructure to launch and are difficult to track [7]. Small
FPV drones equipped with explosive warheads cost several hundred dollars. This
allows anyone to produce them in large quantities [5]. For example, due to this afford-
able price, Ukraine and Russia produced millions in 2024 [12]. These FPV drones
mainly carry out two missions: surveillance and combat. During surveillance missions,
drones determine or monitor targets [12, 13]. In combat missions, drones can act like
bombers, kamikazes, and even be equipped with guns. The drones can be equipped
with various munitions, such as armor-piercing, cluster, or thermobaric ones. Drones
are known to be more precise than artillery, especially for moving targets [5]. Based on
the success of drones on the Ukrainian battlefield, countries like the USA, Canada, and
China have already started developing their own FPV drone systems and counters [13].

There exist countermeasures to these drones, distinguished between physical and
electronic systems. On one side, physical defenses include air defense systems, lasers,
net guns, or even drones [14]. Multiple options have been investigated, such as com-
bining anti-aircraft guns with radar and laser systems [3], or drones tracking other
drones [15]. One of the main issues is that drones are agile and can dodge defense
ammunition. Another is their cost. Indeed, most air defense missiles are more expen-
sive than their target [16]. On the other side, electronic defense, called electronic
warfare (EW), consists of radio jammers or spoofers but also eavesdropping, denial-of-
service, and information injection [17]. The EW systems can be mounted on vehicles,
drones, or even as backpacks. Radio jamming and spoofing systems aim to find the
right communication frequency of the targeted drone and block or replace the sig-
nal. Some electronic reconnaissance systems even try to trace the drone’s signals back
to the enemy pilots’ location [5]. EW countermeasures also have some vulnerabili-
ties. Firstly, pilots can deploy signal repeaters on the ground or other drones to avoid
being detected. Secondly, once they detect interference, some drone pilots quickly
switch to another operational channel or trigger a specific reaction, like coming back
home or switching the communication frequency [17–19]. Thirdly, and arguably the
most promising, AI-controlled drones don’t need to be connected to an operator and,
therefore, cannot be jammed [6]. A common vulnerability for both physical and elec-
tronic countermeasures is saturation attacks. These attacks are composed of multiple
drones to saturate the CUAS and challenge the system to target efficiently to avoid
saturation. Finally, if drone control strategies improve using AI, the efficiency of such
anti-drone weapons would probably decrease and, therefore, also require AI integra-
tion. For instance, one might design an AI system to control an anti-aircraft gun with
superhuman precision or pilot a drone capable of neutralizing enemy drones. This
highlights the need to include AI in countermeasure systems, which could lead to an
ensemble of AI-driven systems.

In parallel with the emergence of FPV drones, AI has been increasingly integrated
into drone operations. AI-enhanced systems currently improve target detection [20].
Machine learning algorithms, particularly computer vision techniques, allow drones
to autonomously track and identify targets with high precision from the real-time
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image stream captured by drones’ cameras [6]. Even if AI has started to be stan-
dardized for some vision tasks, the use of AI for autonomous drone control is still
in its early stages. This limitation emphasizes the value of FPV pilots. Since their
mission requires high skill, the FPV pilots controlling these agile drones become a
priority target [5]. Additionally, due to the short-range nature of FPV drone oper-
ations, pilots are often exposed to enemy forces. As the demand for drones grows,
production is scaling up to meet this need. Following this, the increasing demand
for drone operations may outpace the availability of skilled pilots. This again high-
lights the need for AI-controlled drones, that could soon outperform human pilots.
Indeed, it has already been demonstrated that AI could beat some of the best aircraft
pilots in combat aircraft simulations [21]. Automating control would also enable the
deployment of coordinated drone swarms, amplifying their combat effectiveness and
operational reach. This transformation could redefine modern warfare, where machines
continuously adapt and learn.

3 Reinforcement Learning

Reinforcement learning has emerged as a promising method for autonomous control.
In RL, the autonomous control is handled by an agent. An agent is defined as anything
that can act based on the information it perceives from its environment [22]. Different
classes of agents exist, but in RL, agents learn to act rationally to achieve a predefined
goal. This goal is defined by numerical rewards the agent obtains after making any
decision, allowing it to learn. Specifically, as illustrated in Figure 1, an agent learns to
maximize its expected sum of rewards by sequentially interacting with its environment,
taking an action based on its observation, and receiving a reward. Designing the reward
function is thus one of the crucial aspects leading to defining the task of the agent.

Fig. 1: Interaction of an agent with its environment in RL.
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RL problems are commonly formulated as Markov decision processes (MDPs),
which offer a rigorous mathematical framework for modeling the interaction
between an agent and its environment. An MDP is formally defined by a tuple
(S,A,P, R, γ,H, p0). The state of the environment is s ∈ S, where S is the set of
all possible states. In a fully observable MDP, the agent maps a state to an action
a ∈ A based on its policy π(a|s) : S → ∆(A). Based on a state-action pair, the
environment transitions to a new state s′ with a probability defined by the transition
probability distribution P(s′|s, a). It also receives a reward r = R(s, a, s′) where R is
the reward function R : S × A× S −→ R. The quality of an agent is quantified by the
expected sum of discounted rewards it receives during an episode called the return
G(π) = E[

∑H−1
t=0 γtrt|s0 ∼ p0, π] which depends on its policy π and where p0 is the

initial state distribution, H is the horizon and γ is the discount factor. The horizon
can be finite or infinite. The discount factor allows for prioritizing short-term rewards.
With RL, the objective is to find an optimal policy π∗ ∈ argmaxπG(π).

In real life, especially when dealing with robots, the agent cannot fully perceive the
state of its environment. It has only access to an observation o ∈ O typically defined
by its sensors, e.g., an image for an FPV drone, O being the set of observations. The
probability of receiving a particular observation o is defined by the observation model
O(o|s) : S → ∆(O). In this case, the problem is formalized as a partially observable
MDP, or POMDP in short [23]. In such a framework, the action is generally selected
based on the history of past actions and observations to act optimally.

The MDP and POMDP are single-agent problem formulations that allow one to
simulate the battlefield to learn to control a drone with respectively full and partial
observability. However, the (PO)MDP settings are often used by implicitly considering
that other agents of the battlefield are not changing strategies over time. Their policies
are stationary. When multiple agents with non-stationary policies are considered, one
common approach is to use multi-agent reinforcement learning (MARL), a mix of RL
and game theory. The general framework is the partially observable stochastic game
(POSG) [24]. Formally, a POSG is defined by a tuple (n,S,A,P,O, O,R, γ,H, p0)
where n agents interact in the same environment. After all agents take their action
a ∈ A, the state transitions in the new state s′ with a probability given by P : S×A →
∆(S) and A = {A1 × .. × An} is the set of n action spaces. The probability of all
agent observations (o1, .., on) is defined by the observation function O(o1, .., on|s) :
S → ∆(O) where O = {O1 × ... × On} is the set of n observation spaces. Based
on all actions, each agent receives a reward ri = Ri(s,a, s′) : S × A × S → R and
R = {R1, .., Rn} is thus the set of reward functions. The time horizon H and initial
state distribution p0 serve the same purposes as the previous definitions. The return
of agent i is Gi(π) = E[

∑H−1
t=0 γtrit|s0 ∼ p0,π], where π = (π1, .., πn) is the joint

policy. Its objective is to find its policy πi(ai|oi) : Oi → ∆(Ai) that maximizes its
return maxπiGi(π). POSG can be designed for cooperation, e.g., agents receive the
same reward to achieve a common objective, or for competition, e.g., with zero-sum
rewards, i.e., any benefit to one agent results in an equivalent loss for the other.
The general case is when there is no clear relation between the rewards of agents. In
a battlefield, the environment is a mixed cooperative-competitive POSG since some
agents cooperate to achieve a goal at the detriment of other agents.
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Since the return maximized by each agent is a function of all agents’ policies, chang-
ing one agent’s reward function also changes the POSG’s solution. Specifically, at a
given time, a battlefield is a POSG with a given set of agents {{Ai,Oi, Ri}i∈{1,n}},
each defined by a 3-tuple defining their capabilities and tasks. We consider the simplifi-
cation that the definitions of S, P and O depend on the set of agents. When considering
a battlefield over its total duration, the number of agents, their capabilities, and their
tasks change over time. A battlefield can thus be defined as a non-stationary POSG
with a dynamic set of agents. However, a non-stationary POSG can always be defined
as stationary with additional information, such as the time. Therefore, this paper does
not make the distinction.

To illustrate the formulations with a drone warfare example, we hereafter define
each component in a scenario where a drone has to identify and neutralize enemy tar-
gets in a combat zone protected by an anti-drone system, pointing out the complexity
associated with each element of a POSG.

• For a given set of agents, the state space S represents all possible battlefield con-
figurations, including, among others, the drone’s current location, altitude, speed,
battery level, but also other agents’ locations, weather conditions, and obstacles such
as buildings. There is an infinite number of possible values only for the drone-related
states, already reflecting the complexity induced by the state space of a battlefield.

• The sensors shipped with the drone define its observation space, the same for the
anti-drone system. For example, the drone might only detect enemies within a cer-
tain range or receive noisy signals about enemy positions. The number of available
sensors for a drone illustrates the number of available observation spaces when
considering a single agent with non-stationary observation spaces.

• A drone can be controlled with high-level actions, such as moving to a new location,
adjusting its altitude, engaging a target, or returning to base for recharge. But it
can also be controlled by deciding on thrust, yaw, pitch, and roll, or even directly
by controlling the volts in each motor. This generalizes to any controllable system.
Defining the action space Ai inherently affects the complexity of learning a policy.

• The transition probability P(s′|s,a) models the uncertainty in how the environment
changes after an action is taken. For instance, if a drone fires a missile, the target
will be destroyed, damaged, or missed, each with a probability depending on factors
like distance, wind, and enemy defense systems. Having a good model of reality is
still a complex task nowadays.

• The reward function of an agent, Ri, defines its behavior once trained and thus its
task on the battlefield. For example, the drone neutralizing the anti-drone system
will provide the drone with a positive reward while a negative one for the anti-drone
system. The rewards in such situations are most likely built with different factors,
encompassing task success while minimizing risks and collateral damage.

The last component, the reward function, defines the task solved by the agent. Since
the success of a policy is evaluated by the reward function, it is thus crucial to design it
accordingly. For example, sparse rewards, such as +1 if the task is solved and 0 other-
wise, often lead to inefficient learning. This is because agents receive minimal feedback,
requiring extensive exploration before they can learn useful behaviors [25, 26]. Indeed,
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dense rewards guiding the agents smoothly toward successful policies are preferred
but often necessitate advanced knowledge to be designed [27]. In practice, multiple
objectives compose the reward, e.g., navigating with a drone as fast as possible while
minimizing battery usage. The reward encodes the trade-off between these objectives,
balancing factors such as increased energy consumption for faster navigation versus
reduced energy consumption at the cost of slower progress. Finding a policy for any
trade-off has been addressed in the literature on multi-objective reinforcement learning
(MORL) [28]. Moreover, large language models (LLMs) outperform human experts at
designing reward functions, allowing training some RL agents for robotic tasks for the
first time [29–32]. These LLMs allow humans to define tasks or objectives for agents
through language or speech instead of designing a numerical reward function. The
reward function defines a single task. However, the multi-task setting exists, where
a policy must be successful in several tasks. Commonly in this setting, the reward
function and the policy are conditioned on the task, such that there is still a single
optimal policy. This implies that the policy dynamically adapts its behavior based on
the conditioning of the task.

RL algorithms are one efficient way to obtain policies for problems formulated
in these frameworks. For MDP, popular methods include PPO [33], SAC [34], or
DQN [35], depending on the applications and the types of action and state spaces.
For POMDP, the same methods are often applied with models whose architecture
can deal with a history of observations and actions [36–38]. In these two single-agent
frameworks, aside from the complexity of finding them, selecting the best policy among
others is straightforward when knowing their expected returns. However, an agent
maximizing its return will be to the detriment of the return of some others in a mixed
cooperative-competitive POSG, making the choice of an optimal joint policy non-
trivial. If you fix the policies of all agents except i, denoted π−i, you can find the best
response policy in the set of argmaxπiGi(πi,π−i) with single-agent methods. It is then
possible to iteratively find the best response to the best response of others. However,
agents can all adapt to others’ strategies, leading to an infinite cycle of adaptation.
Another type of solution is a Nash equilibrium, achieved when no agents benefit from
changing its policy: ∀i, any πi′ is such that Gi(πi′ ,π−i) ≤ Gi(π) [39]. Several Nash
equilibria may exist in a POSG and may not provide the highest return. Approaches
to solving POSG are described in [40] and can be summarized grossly as training a
population of agents and thus learning against various strategies. Since agents of the
population will have different strategies, there is a need for a selection strategy to
deploy one in the real world. The Elo score [41] is an example of a metric to rank
agents from a population. The Elo system assigns each individual a rating computed
to evaluate one individual’s probability of winning against another. Examples of such
population-based training include Quake III Arena in Capture the Flag mode [42],
StarCraft [8] or the competitive StarCraft multi-agent challenge [43]. A popular but
complex method is policy space response oracles (PSRO) [44, 45].

RL is not the single existing approach to solve sequential decision-making problems.
We can, for example, also mention model predictive control techniques (MPC), origi-
nating from the control community [46]. These techniques use a model of the problem,
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both of its transitions and reward functions, to compute a policy using mathemati-
cal programming approaches. Contrary to RL techniques, they are often constrained
to optimal sequential decision-making problems whose dynamics and reward function
exhibit specific strong properties, such as linearity or convexity. This is necessary for
the mathematical programming techniques to extract a successful policy from the
models, which can be given a priori or learned. One drawback of these techniques is
the higher computational cost since the algorithm solves an optimization problem at
the execution phase. In contrast, in RL, this computation is moved to the learning
phase. However, these mathematical programming techniques provide better actions
for a short-term horizon if the models are accurate, while RL usually performs better
in a long-term horizon [47]. Finally, it is possible to combine MPC and RL in different
ways [46, 47].

Another approach for solving sequential decision-making problems revolves around
imitation learning, where a dataset of states and actions is provided to learn a policy.
A modern example is foundation models that learn to solve several tasks from internet-
scale datasets [48]. When applied to decision-making, they are often called action
foundation models. These models are made of large networks trained to reproduce
actions taken in large datasets of demonstrations. These models are usually trained
to perform multiple tasks and are conditioned on the task. Hence, when conditioned
on the task targeted by an RL problem, they can be used to play the role of an RL
policy [49].

4 Reinforcement Learning In Practice

The training process for RL agents involves several phases to deploy successful poli-
cies in real-world applications. In these applications, RL agents are most commonly
employed as individual robot controllers. In this paper, higher-level agents that coor-
dinate or assign missions to others are not considered, i.e., hierarchical agents. A
critical challenge in the training process is ensuring that policies, whether pre-trained
in simulation or with synthetic or real data, can perform well when deployed in the
real world. This section highlights the steps in the training process and addresses the
challenges posed by such deployment.

Pre-Training

Directly learning in the real world from scratch is possible, but challenging. Today,
it is accomplished for tasks with a low probability of damaging the hardware and
involving low human interaction during the learning phase, e.g., learning to walk for
a quadruped [50]. In addition, it has to be data-efficient to be trained in a reason-
able time. For many tasks, speeding up training and avoiding catastrophic states and
actions that could break the hardware, usually explored when training from scratch,
are mandatory. Therefore, policies are usually trained in a simulator or with a dataset
before being deployed in reality. This is called pre-training [51–53]. Pre-training the
agents aims to provide successful policies for the desired tasks in confined conditions.
We distinguish three possible approaches for this phase:
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1. Training in a simulator : The first training approach relies on a simulator to repli-
cate the robot’s real environment. RL agents are thus trained directly by interacting
with the simulator. A simulator enables gathering experience in a controlled envi-
ronment at scale [54–56] and without the risk of damaging hardware [53]. In real
conditions, it is difficult to accumulate the large amounts of training data that we
can with simulated environments executed in parallel. Moreover, evaluating the
reward is sometimes impossible in real life, but it is always possible in the simu-
lator because of the perfect information. The main challenge is bridging the gap
between the optimal policy obtained in simulation and reality. Indeed, the goal is
not necessarily to simulate reality perfectly but to ensure that if we train the agent
to act optimally in the simulator, then it will also act optimally in reality.

2. Training with a dataset : This second approach involves building a dataset of real
transitions. These transitions are typically tuples of state-action pairs, sometimes
with additional information such as a reward signal and the next state achieved.
These transitions are often collected from expert demonstrations, from synthetic
or real data. Gigantic datasets of robotic demonstrations already exist to train
any models [57]. This approach can avoid running a simulator, which also requires
significant effort to build. We distinguish two approaches for training with such
datasets. The first is to train a model to reproduce the behavior from the data
is referred to as imitation learning or behavior cloning. However, the quality of
the pre-trained model will depend on the quality and quantity of the training
demonstrations and cannot achieve better performance than these expert demon-
strations [58]. The second approach uses the dataset with rewards and next state
for reinforcement learning, and it is referred to as offline RL. Such methods can
achieve better performance than the expert ones [59].

3. Robotic foundation model : Another possibility is to take a model off the shelf
already trained for general purposes, such as foundation models [60, 61]. These are
large pre-trained models with an architecture designed to generalize across a wide
range of robotic tasks. They are typically trained on massive and diverse datasets of
real-world transitions, which provide the ability to perform well in various environ-
ments. However, the performance of a foundation model is limited by the quality
and diversity of the training data to the desired task.

A mix of these approaches is the most promising for agile drones. This mixed
pre-training could include starting from a policy pretrained with expert demonstra-
tions and improved by training with RL in simulation. This pre-training can reduce
the risk of breaking the drone when deployed because it has hopefully learned how
to avoid catastrophic failure and can explore the environment safely. Indeed, drones
require challenging pre-training or adding a safety layer to avoid breaking too many
of them [62].

Evaluation

Evaluating agents is a mandatory step before deploying policies in the real world
and validating them in real conditions. In contrast, the evaluation after deployment
validates the performance in the desired task, identifies performance gaps, and guides
fine-tuning to address these shortcomings. Usually, the evaluations at the pre-training
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and the deployment phase differ. Indeed, the pre-training evaluation can leverage
perfect information knowledge in a simulator to compute the reward function and task-
specific metrics, in contrast to the evaluation after deployment, where the information
is imperfect. In addition, when evaluating multiple agents, computing an Elo score,
defined in Section 3, typically requires comparing one agent’s policy with many others,
which is not always possible at the deployment phase. In addition, all the information
needed to evaluate a reward function or task-specific metrics in the real world is
not always known. After deployment, a first evaluation without any fine-tuning of
the model is often necessary to evaluate the performance. This is called zero-shot
evaluation. All components of the reward may not be observable in the real world,
and only those available can be considered to evaluate the agent.

Deployment

Once a high-quality pre-trained policy is obtained, it will be deployed in reality. The
performance of the pre-trained policy often degrades when applied outside the confined
conditions of the simulator or dataset. Indeed, when a policy is deployed, it suffers
from distribution shifts. These shifts can happen in all components around the policy,
such as the observation space, the action space, the transition, and reward functions.
This justifies again the zero-shot evaluation. Usually, these shifts degrade the policy’s
performance, and a fine-tuning process is thus required.

Fine-tuning

Fine-tuning follows evaluation and involves refining the policy based on identified gaps.
This evaluation and fine-tuning process is often repeated multiple times. This itera-
tive process may include adapting the simulator, incorporating new real-world data,
or modifying the reward and transition functions to better align with deployment
scenarios. Through this cycle of evaluation and fine-tuning, RL agents progressively
improve their real-world performance. Kaufmann et al. [10], for instance, achieves
state-of-the-art performance in FPV drone racing by training an RL agent in simula-
tion and fine-tuning the simulator iteratively from real-world performance evaluation,
ultimately surpassing human expert FPV pilots.

To conclude, while pre-training provides an important starting point, the deploy-
ment phase introduces significant challenges, requiring careful iterative evaluation and
fine-tuning to achieve successful real-world performance. The next section covers these
challenges and the state-of-the-art methods to address them.

5 Challenges to deploy Reinforcement Learning for
Robots for any POSG

As described in Section 3, the complexity of solving a POSG is inherently related to
the definition of its components (n,S,A,P,O, O,R, γ,H, p0). Successful autonomous
robots in any POSG, meaning in any environment, for any task, interacting cooper-
atively or competitively with any number of agents, for any observation space, and
any action space, are still a utopia. Based on this, we consider five axes of complex-
ity when defining any real-world RL problem. These five axes are the diversity of the
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Fig. 2: Axes of complexity for any POSG. The axes have three or four levels described
in the corresponding legends. The simplest setting is a POMDP, represented by level
1 for each axis.

deployed conditions of the agent, the number of tasks where the agent needs to be
successful, its degree of multi-agent interaction, the modalities of its action space, and
the modalities of its observation space. Each axis intrinsically affects the definition of
the POSG tuple and, therefore, the complexity of finding a successful policy. To iden-
tify the gaps and the roadmap toward learning a successful policy for any POSG, we
identified different levels in each axis.

The origin of all axes, the first level, is the standard RL setting, a POMDP.
Indeed, it comprises a stationary transition function, a stationary reward function, a
single agent, and stationary observation and action spaces. Recent works successfully
deployed robots in such settings [63, 64]. Others study the deployment by increasing
the level of one or two axes, but not all five [49, 60, 65]. Dealing with higher levels of
complexity in all five axes is required to train a single successful policy for any POSG.

In the following, we discuss each axis independently and then their correlation.
These axes are represented by a radar chart in Figure 2, where reaching the edge of
all axes represents the case where the environment can be any POSG. Each axis, its
state-of-the-art, and its levels are presented hereafter in dedicated sections.

5.1 Descriptions of the axes

Diversity of the deployed conditions.

The first axis represents the diversity of the deployed conditions for one task. The
components involved are P,O and O. Simulators allow RL agents to train in safe,
controlled, and scalable environments. This is also the case when pre-training from
data. However, as described in Section 4, deploying the learned policies to the real
world often results in significant performance degradation due to shifts in dynamics,
sensory inputs, and unmodeled noises.

Moreover, adversarial attacks, i.e., techniques to deceive machine learning mod-
els by introducing subtle perturbations to inputs, could become a standard method
to counter autonomous drone swarms, exploiting these vulnerabilities by targeting
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sensory inputs. For example, adversarial perturbations in visual data might lead an
AI-driven drone to misidentify objects or targets, compromising its mission. Counter-
measures for autonomous drones must include defensive AI systems that are resilient
to adversarial attacks, while also developing offensive techniques to exploit these
vulnerabilities.

Different techniques exist to bridge the deployment gap and ensure resilience
against adversarial attacks:

1. Domain randomization [66] exposes agents to a wide range of simulated conditions
by varying environmental parameters (e.g., lighting, textures, or dynamics). By
training policies on diverse simulated experiences, agents learn to generalize better
in real-world scenarios.

2. Simulation fidelity improvements increase the fidelity of simulators by incorporating
better models of real-world dynamics. This can involve using advanced physics
engines or integrating real-world measurements to refine simulation parameters.

3. Robust policy learning, or robust RL algorithms, focus on learning policies that
can handle uncertainty and variability. Methods such as adversarial training have
shown promise in mitigating deployment discrepancies [67]. Adversarial training
also allows for mitigating adversarial attacks, enhancing the robustness under
adversarial conditions [68, 69].

These techniques improve the transferability of RL agents from confined simulated
conditions to real and more diverse ones. Successful robot controllers have bridged the
deployment gap in various challenging real environments [70]. This axis is composed
of four levels. The first level is when the policy is not deployed in the real world.
The second level consists of policies deployed in conditions strictly confined to those
encountered during pretraining, e.g., replicating the simulated environment in a lab.
The third level is achieved when the policy generalizes to unseen real-world environ-
ments close to the training conditions. Finally, a policy achieves the fourth level when
it succeeds in any real-world conditions.

To deploy AI-controlled drones on the battlefield, the 4th level needs to be reached.
Indeed, the drone control policy should generalize to the diversity encountered in
the combat zone. Nowadays, state-of-the-art FPV drone controllers are reaching level
3 [10], i.e., they are limited to a confined distribution of real-world environments close
to the training conditions. The next step for reinforcement learning applied to robots
is to train agents in environments with more diverse conditions, such as uncertain or
hostile airspace domains.

Number of tasks.

The second axis represents the number of tasks learned by a single policy. The com-
ponent concerned is mostly R, which can be conditioned on the task to be learned by
simply adding to the state a description of the task. As introduced in Section 3, the
task learned by the agent is defined by the reward function. To obtain a successful
policy for any POSG, it is thus necessary to be successful in any task. Advances in RL
have unlocked new capabilities for robots to solve many complex tasks [10, 29, 71–73].
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Recent works show a shift from using a set of small agents, each solving a partic-
ular task, toward foundation models able to handle a set of tasks [48, 49, 60, 74].
This paradigm is inspired by the success of LLMs, which can generalize across multi-
ple tasks and adapt to new ones through fine-tuning or prompting. Similarly, robotic
foundation models can be fine-tuned to a particular set of tasks to improve perfor-
mance [61, 75]. Further research is needed to deploy robots that are successful at
zero-shot evaluation. This means they can directly execute any behavior, i.e., define
their reward function and execute the policy that will maximize it to solve any task
specified by the user using speech, image, or language. The main challenge in this axis
remains the availability of the data. Despite the progress made in the architecture of
these models, the biggest breakthrough comes from the internet-scaled high-quality
labeled datasets training them. In this direction, labeling with machine learning mod-
els unlabeled internet data seems to be a promising approach [49, 76]. Reinforcement
learning has also been used to generate data to train such models [58]. It remains to
be seen whether robotic foundation models can scale to solve any task and achieve the
level of performance observed for LLMs.

This axis has three levels. The first level represents policies that can only solve
one task. In the second level, the policies are successful in a set of tasks encountered
during training. The third and final level is when the agent can solve any task.

Degree of multi-agent interaction.

The third axis represents the degree of multi-agent interaction. The components
concerned are n,R and thus {{Ai,Oi, Ri}i∈{1,n}}. In the real world, several robots
interact together. In most of the works presented in this paper, deployed agents are
trained without considering the potential adaptations of other agents to their policy.
Considering that a single agent is learning in a multi-agent environment is equiva-
lent to considering that other agents have a stationary policy. This hypothesis is too
restrictive and illustrates the need for MARL, the extension of single-agent reinforce-
ment learning when several agents learn in the environment and therefore also adapt
to others. When looking at today’s works, such as in recent surveys [77, 78], multi-
agent approaches are common in robotics, especially for cooperative scenarios [79, 80].
However, it seems that the community is only at the premise of considering adap-
tations of other agents, particularly in environments with opposing goals. Especially,
deployed agents rarely consider the adaptations of others.

An additional parameter in multi-agent systems is the number of agents, and how
this number changes over time. In MARL, some environments are composed of a
fixed number of agents [8, 81], and others with a number of agents that can change
over time [82, 83]. The number of agents is a critical parameter for MARL, and, as
mentioned by Albrecht et al. [40], only between 2 and 10 agents are often considered,
and one MARL goal is to scale this number.

This third axis is made up of four levels. The first level is when there is no multi-
agent adaptation, meaning agents are trained agnostically of others. This is therefore
the single-agent paradigm. The second level consists of environments with a fixed
number of agents and a single fixed type of multi-agent interaction, meaning it is
either cooperation or competition. The third level is a mix. Either it is a cooperation
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or competition, but with a variable number of agents, or it is a general interaction,
typically a mixed cooperative-competitive interaction, but with a fixed number of
agents. The fourth and last level is any interaction with any variable number of agents.

Modality of the observation space.

The fourth axis represents the modalities of the observation space. The components
concerned are O and O. The future robot controllers will process inputs of different
modalities, meaning texts, vocals, and images, etc. Indeed, robots acquire data through
their sensors, and their controller should account for all data sources to act. Nowa-
days, RL algorithms fuse many sensors to act [10, 73]. Recent research has focused on
the flexibility of the observation space to switch from one set of modes to another [60].
However, the research has not reached the performance level to operate robots with
any set of observation modes without retraining. For instance, future robots should
adapt to scenarios where sensors are unavailable or broken, or when new modalities
are introduced. Developing adaptive controllers capable of processing any combination
of modalities on the fly will be crucial for deploying robots in dynamic environments.
Foundations models trained with various data, from any sensors embedded in a com-
mon feature space, and fine-tuned with RL, show a promising avenue to bridge the
remaining gap. More research remains to be done to determine whether these models
can generalize and produce successful actions for unseen regions of these large spaces.

For this fourth axis, we also define three levels. The first level is when the obser-
vation space contains only one modality. The second level considers policies with an
observation space of multiple modalities. Finally, the final level is when the observation
space can switch from one set of modes to another.

Modality of the action space.

The fifth axis represents the modalities of the action space. The components con-
cerned areA. Finally, robot policies must handle diverse action spaces to accommodate
multiple robots with different capabilities, e.g., when a CUAS can be equipped with
different effectors. Traditional methods often train models for one robot, which lim-
its their applicability to others. Cross-embodiment learning focuses on the ability of
a single policy to perform across different robots. Nowadays, it is usually done by
determining a high-level action space common to all robots and using an abstrac-
tion layer. Afterwards, it might be, for example, a control-theory-based controller that
converts this high-level action to low-level commands for the actuators. Recent work
has demonstrated that foundation models can benefit from data collected in various
embodiments [84]. However, using high-level actions can limit the robot’s capabili-
ties because it does not directly control the robot’s actuators [65]. Extending learning
frameworks to handle heterogeneous action spaces and directly control actuators
without such abstractions presents an exciting avenue for future research [85].

Based on this observation, we distinguish three levels for this last axis. The first
level is when the agent has only one modality, i.e. it can only control one specific robot.
The second represents agents that operate different robots with a unique action space.
The third is composed of policies that can switch the action space for any low-level
robot controller.
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Hoeller et al. [72] Shah et al. [48] Tan et al. [79] Black et al. [76] Pertsch et al. [85]

Fig. 3: An overview of the levels in each axis of multiple state-of-the-art articles in
robotics. The axes are arranged as follows: number of tasks at the top, modality of the
observation space at the top-left, diversity of deployed conditions at the bottom-left,
degree of multi-agent interaction at the bottom-right, modality of the action space at
the top-right.

5.2 Relations between axes

While significant progress has been made in advancing individual axes of complexity,
achieving high levels across all five simultaneously remains challenging. Figure 3 rep-
resents recent papers to which we referred earlier in this section on radar charts to
visualize the correlation between the different axes.

This highlights global trends in the robotics field. Robots capable of handling
multiple tasks, diverse observation modalities, and heterogeneous action spaces have
gained attention. These developments represent simultaneous advancements in three
out of the five axes, facilitated primarily by the emergence of foundation models.
Foundation models demonstrate promising results in zero-shot and fine-tuning evalu-
ations, though their performance is highly dependent on the quantity and quality of
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the training data. In fact, the agents replicate expert demonstrations since these mod-
els are trained primarily with imitation learning. A key future direction is to improve
their capabilities by supplying more diverse data, and RL offers significant potential in
this regard. Indeed, RL can improve the performance of expert demonstrations using
a reward function. RL has already been employed to enhance foundation models in
language processing, addressing the challenges posed by the lack of data [87]. In addi-
tion, it remains to be seen whether foundation models could be applied in multi-agent
environments. The computational and memory constraints of embedded devices likely
require the optimization of these big models to ensure real-time operation without
compromising performance.

An additional observation is that when the levels of the diversity of the deployed
conditions increase, it reduces the advancement in the other axes. Successful deployed
policies in many conditions often struggle on the other axes but are still gradually
emerging. For instance, Black et al. [76] has deployed robots that handle a set of tasks
using multiple modes as inputs for different robots.

While single-agent tasks have seen advancements simultaneously across multi-
ple axes, extending these models to environments with multiple interacting agents,
whether cooperative, competitive, or mixed, is largely unexplored.

6 Roadmap toward the future of drone warfare

This section presents several scenarios of increasing complexity that define a roadmap
for the future of drone warfare. These scenarios are analyzed through the previously
introduced radar charts, allowing us to identify their respective level of complexity
for each axis. This represents our vision to lead the innovation towards augmenting
intelligence in warfare.

Scenario 1: Autonomous UAS and CUAS.

In the future, drones will be autonomous and might be controlled by RL con-
trollers [65]. In this case, since drones will not communicate with a pilot, jamming and
spoofing could become obsolete. Hence, EW countermeasures that disrupt such com-
munications may become less relevant in future CUAS developments. On the physical
countermeasures side, AI-driven drones take full advantage of the drone’s capabilities
and, therefore, decrease the performance and cost-efficiency of laser, defense drones,
or anti-aircraft guns, which already struggle to handle drones piloted by humans.
One solution is to also develop RL controllers to achieve superhuman performance in
controlling these CUAS.

In this first scenario, the agents have to succeed in a particular task with a fixed
observation and action space. Therefore, it involves solving a POMDP and deploying
the policy in any conditions, such as night or windy conditions, which means reaching
the edge of the first axis. We believe that if the axis related to the diversity of deployed
conditions is not mastered, a drone could be useless on the battlefield. This axis is
mandatory to ensure the robustness and reliability of autonomous systems, either UAS
or CUAS, and is crucial for real-world deployment. The levels of complexity of this
scenario are represented in Figure 4.
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Fig. 4: Levels of Scenario 1.

Scenario 2: Autonomous competitive or cooperative UAS and CUAS
swarms.

As drone autonomy increases, human pilots will transition from controlling individ-
ual FPV drones to managing swarms of autonomous systems. In such a setting,
both UAS and CUAS systems must operate in environments where the presence of
other autonomous intelligent agents cannot be ignored. Traditional CUAS training
approaches often assume a stationary opponent and do not account for the evolv-
ing strategies of adversaries. To address this non-stationarity, it becomes necessary
to train effectors in a multi-agent setting, where competition drives adaptation and
robustness.

Furthermore, these autonomous systems might need to collaborate in real time
to defend against coordinated drone swarms. This requires not only effective policy
learning for cooperation and competition, but also mechanisms for decentralized coor-
dination. While current defense systems rely heavily on hierarchical command and
control to assign tasks to effectors, such centralized processes can introduce compu-
tational delays. In future scenarios, decentralized cooperation may become essential,
not just for scalability but also for real-time effectiveness against swarms. Deploy-
ing agents that can cooperate or compete effectively is already a big challenge and
deserves a specific step on the roadmap. The levels of complexity of this scenario are
represented in Figure 5.

Scenario 3: Autonomous mixed competitive-cooperative UAS and CUAS
swarms.

Building on the multi-agent interactions introduced in Scenario 2, this scenario gener-
alizes the problem to environments where agents must simultaneously cooperate with
allies and compete against adversaries. A key challenge lies in the variable composition
of these teams. The emergence and stability of cooperative or adversarial strategies
can be significantly affected by fluctuations in the number of agents, allies, or enemies.
Algorithms must therefore be robust not only to adversarial adaptation but also to
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Fig. 5: Levels of Scenario 2.

Fig. 6: Levels of Scenario 3.

changes in team scales. Compared to Scenario 2, the deployment of effective policies
in this setting is more complex. It requires learning across a broader strategy space.
The increasing level of complexity of this scenario is illustrated in Figure 6.

Scenario 4: Multi-sensors multi-effectors autonomous UAS and CUAS
swarms.

UAS and CUAS can be equipped with different sensors to collect different types of
information or improve their capabilities, e.g., a drone with an infrared camera to
navigate at night instead of an RGB camera during daylight. On the effector side,
drones are increasingly weaponized to tackle more missions, and must therefore adapt
their strategy based on the effector equipped. It is indeed possible to train a single
policy for each pair of sensors/effectors, but future controllers must be able to adapt
to the available sensors and make decisions depending on the system’s capabilities.
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Fig. 7: Levels of Scenario 4.

Consequently, the selection of the effector could be learned to handle the threat because
the agents have learned which agent should act with which effector in a particular
scenario. The levels of complexity of this scenario are represented in Figure 7.

Scenario 5: Multi-tasks multi-sensors multi-effectors autonomous UAS
and CUAS swarms.

In practice, it would be convenient to change the task of UAS and CUAS without
retraining agents. Indeed, previous scenarios involve training agents for a specific task.
In the future, a drone swarm commander will decide the task, and this task will con-
dition the drone controllers. The difficulties lie in handling any task given by the
commander. Additionally, this task can be defined in natural language or voice com-
mand, which facilitates the interaction of the commander with their swarm, facilitating
the human-machine interface. This scenario would be practical for future warfare.
Future CUAS and UAS could reach the last level for each axis of complexity of the
radar chart by leveraging a multi-agent configuration that can act effectively in any
condition for any threat using any sensor and any end-effector. The levels of complexity
of this scenario are represented in Figure 8.

7 Conclusion

In conclusion, this article presents an overview of drone warfare and reinforcement
learning in robotics. It enumerates the gaps between the state-of-the-art in RL and
desired solutions for future drone warfare. It finally proposes a roadmap, through
different scenarios, for transforming drone warfare through AI innovation, ensuring
these systems are prepared to meet the evolving demands of modern combat.

8 Ethical considerations

Although the transition from helping humans make decisions to fully autonomous
control of UAS promises to reduce human risk and accelerate decision-making on the
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Fig. 8: Levels of Scenario 5.

battlefield, it simultaneously poses several ethical challenges. Automating the control
of weaponized systems prone to being misled by adversarial perturbations in sensor
inputs or jamming strategies can lead to unintended outcomes and raise questions of
accountability. When an AI-driven drone makes a mistake, it is unclear whether the
manufacturer, programmer, or commanding officer bears responsibility. To safeguard
against these dangers, deploying such algorithms requires rigorous explainability stud-
ies, human in the loop mechanisms, and harmonized legal frameworks that embed laws
directly into verifiable code. In their absence, the technologies designed to protect may
instead exacerbate instability and undermine the moral foundations of armed conflict.
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