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Abstract

The Gromov-Wasserstein (GW) distance, rooted in optimal transport (OT) theory,
quantifies dissimilarity between metric measure spaces and provides a framework
for aligning heterogeneous datasets. While computational aspects of the GW
problem have been widely studied, a duality theory and fundamental statistical
questions concerning empirical convergence rates remained obscure. This work
closes these gaps for the quadratic GW distance over Euclidean spaces of different
dimensions d,, and d,. We derive a dual form that represents the GW distance in
terms of the well-understood OT problem. This enables employing proof techniques
from statistical OT based on regularity analysis of dual potentials and empirical
process theory, using which we establish the first GW empirical convergence rates.
The derived two-sample rate is n~2/ max{min{dz,dy}.4} (yp to a log factor when
min{d,, d,} = 4), which matches the corresponding rates for OT. We also provide
matching lower bounds, thus establishing sharpness of the derived rates. Lastly, the
duality is leveraged to shed new light on the open problem of the one-dimensional
GW distance between uniform distributions on n points, illuminating why the
identity and anti-identity permutations may not be optimal. Our results serve as
a first step towards a comprehensive statistical theory as well as computational
advancements for GW distances, based on the discovered dual formulations.

1 Introduction

The Gromov-Wasserstein (GW) distance, proposed by Mémoli in [30], quantifies discrepancy between
probability distributions supported on different metric spaces by aligning them with one another.
Given two metric measure (mm) spaces (X, dx, 1) and (Y, dy, v), the (p, ¢)-GW distance between
them is [42]

=
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where II(u, v) is the set of all couplings between i and v. The GW distances thus equals the least

amount of distance distortion one can achieve between the mm spaces when optimizing over all

possible alignments thereof (as modeled by couplings). This approach, which is rooted in optimal

transport (OT) theory [46, 36], is an LP relaxation of the Gromov-Hausdorff distance between metric

spaces and enjoys various favorable properties. Among others, the GW distance (i) identifies pairs of
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mm spaces between which there exists an measure preserving isometry; (ii) defines a metric on the
space of all mm spaces modulo the aforementioned isomorphic relation; and (iii) captures empirical
convergence of mm space, i.e., when p, v are estimated by their empirical measures fi,,, 7, based
on n samples. As such, the GW framework has been utilized for many applications concerning
heterogeneous data, including single-cell genomics [4, 10], alignment of language models [1], shape
and graph matching [29, 49, 48, 24], and heterogeneous domain adaptation [50].

While such applications predominantly run on sampled data, a statistical GW theory to guarantee
valid estimation and inference has remained elusive. This gap can be attributed, in part, to the
quadratic (in 7) structure of the GW functional, which prevents directly using well-developed proof
techniques from statistical OT. Indeed, the linear OT problem enjoys strong duality, which enables
analyzing empirical OT distances via techniques from empirical process theory, such as chaining,
entropy integral bounds, and the functional delta method. These approaches have proven central
to the development of statistical OT, leading to a comprehensive account of empirical convergence
rates [11, 5, 26, 22] and limit distributions of both classical [41, 43, 7, 27, 21, 16] and regularized
OT distances [31, 3, 23, 13, 14, 16, 8, 15]. For the GW distance, on the other hand, while we know
that D,y 4 (fin, D) — Dy q(11,v) as n — oo [30]," the rate at which this convergence happens is an
open problem of theoretical and practical importance. This work closes this gap by deriving a dual
formulation for the (2, 2)-GW distance over Euclidean spaces, and leveraging it to establish the first
empirical convergence rates for the GW problem.

1.1 Contribution

Our first main contribution is a duality theory for GW, which linearizes the quadratic functional and
ties it to the well-understood problems of OT. This is done by introducing an auxiliary, matrix-valued
optimization variable A € R% ¥4y that enables linearizing the dependence on the coupling. We then
interchange the optimization over A and 7 and identify the inner problem as classical OT with respect
to (w.r.t.) a cost function ca that depends on A. Upon verifying that co satisfies mild regularity
conditions, we invoke OT duality to arrive at a dual formulation for Dg 5(x, v)?. The dual form
involves optimization over A, which we show can be restricted to a hypercube whose side length
depends only on the second moments of p, v.

The GW dual form enables an analysis of expected empirical convergence rates by drawing upon
proof techniques from statistical OT. Namely, we consider the rates at which EHDQ,Q('LL, v)? —

Dgg(ﬂ", f/n)2 H decay sto zero with n, as well as the one-sample case where v is not estimated.
Invoking strong duality we bound the empirical estimation error by the suprema of empirical processes
indexed by OT dual potentials w.r.t. the cost ca, supremized over all feasible matrices A. We then
study the regularity of optimal potentials, uniformly in A, which is the main technical difference
from the corresponding OT analysis. We focus on compactly supported distributions and exploit
smoothness and marginal-concavity of the cost ca to show that optimal potentials are concave
and Lipschitz. Following a chaining argument while leveraging the so-called lower complexity
adaptation (LCA) principle form [22], we then establish the n—2/ max{min{dz,dy}.4} ypper bound
on the two-sample rate of the quadratic GW distance (up to a log factor when min{d,, d,} = 4).
We then provide matching lower bounds on the one- and two-sample empirical estimation errors,
demonstrating that the said rates are sharp. The lower bound proof is constructive and utilizes a novel
inequality between the quadratic GW distance and the 2-Wasserstein procrustes [ 18], which may be
of independent interest.

Lastly, we revisit the open problem of the one-dimensional GW distance between uniform distributions
on n points and use our duality theory to shed new light on it. We consider the peculiar example
from [2], where, contrary to common belief (cf. [45]), the identity and anti-identity permutations
were shown to not necessarily be optimal. Our dual form allows representing the GW distance on R
as a sum of concave and convex functions, explaining why the optimum need not be attained at the
boundary. We visualize the different regimes of optimal solutions via simple numerical simulations.

'[30] established this convergence for compact mm spaces and ¢ = 1, but the argument readily extends to
any ¢ > 1 and arbitrary mm space, so long that y, v have bounded pg-th moments.



1.2 Literature review

The GW distance was first proposed in [30] as an LP relaxation of the Gromov-Hausdorff distance
between metric spaces. Basic structural properties of the distance were also established in that work,
with more advanced aspects concerning topology and curvature addressed in [42]. The existence of
Gromov-Monge maps was studied in [12], showing that optimal couplings are induced by a bimap
(viz. two-way map) under quite general conditions. Targeting analytic solutions, optimal couplings
between Gaussian distributions were explored in [9], but only upper and lower bounds on the GW
value were derived. An exact characterization of the optimal coupling and cost is known for the
entropic inner product GW distance between Gaussians [25].

As GW distances grew in popularity for applications, computational tractability became increasingly
important. However, exact computation of the GW distance is generally a quadratic assignment
problem, which is NP-complete [6]. For this reason, significant attention was devoted to variants
of the GW problem that circumvent this computational hardness. The sliced GW distance [45]
attempts to reduce the computational burden by considering the average of GW distances between
one-dimensional projections of the marginals. However, unlike one-dimensional OT, the GW problem
does not have a known simple solution even in one dimension [2]. Another approach is to relax
the strict marginal constraints to obtain the unbalanced GW distance [39], which lends well for
convex/conic relaxations. A variant that directly optimizes over bi-directional Monge maps between
the mm space was considered in [51]. While these methods offer certain advantages, it is the
approach based on entropic regularization that is most frequently used in practice. This is since
entropic GW (EGW) is computable via iterative optimization routines that employ Sinkhorn iterations
[40, 33, 37, 35], which allows scalability and parallelization in large-scale applications. Another
notable concurrent work is [19], which pointed out that LCA principle can be applied to GW, and also
showed that the dimensionality dependence of the convergence rate is min{d,, d, } rather than max.

1.3 Notation

Let || - || and (-, -) denote the Euclidean norm and inner product, respectively. Let By(x,r) := {y €
R? : ||y — x| < r} denote the closed ball with center x and radius r. We use || - ||op and | - || for the
operator and Frobenius norms of matrices, respectively. For a topological space S, P(.S) denotes the
class of Borel probability measures on it. For p € [1, 00), let Pp(]Rd) be the space of Borel probability
measures with finite p-th absolute moment, i.e., M, (p) == [g. [|#][Pdp(z) < oo for any p € P,(RY).
For a signed Borel measure p and a measurable function f, we use the shorthand pf := [ fdp,
whenever the integral exists. The support of p € P(R?) is spt(p), while its covariance matrix (when
exists) is denoted by X,. For a sequence of probability measure (p,,)nen that weakly converges to p,
we write p,, — p. Let C;(R?) be the space of bounded continuous functions on R? equipped with

the L norm. The Lipschitz seminorm of a function f : RY — Ris || f||Lip ‘= Sup, . %

For p € [1,00) and p € P(R?), let LP(p) be the space of measurable functions f of R such that
[ £llzo(py = (Jpa | fIPdp)'/P < co. with D° f = f. We write N (e, F,d) for the e-covering number
of a function class F w.r.t. a metric d, and Nj(e, F, d) for the bracketing number. We use <, to
denote inequalities up to constants that only depend on x; the subscript is dropped when the constant
is universal. For a,b € R, let a V b = max{a, b} and a A b = min{a, b}.

2 Background and preliminaries

2.1 Classical optimal transport

We briefly review basic definitions and results concerning the classical OT problem, which serve
as a building block for our subsequent analysis of the GW distance. For a detailed exposition the
reader is referred to [46, 36, 34]. Let X', ) be two Polish spaces and consider a lower semicontinuous
cost function ¢ : X x ) — R, where note that we allow c to take negative value. The OT problem
between (p, v) € P(X) x P(Y) with cost ¢ is

OT.(u,v) = inf / cdm, 2)
mwell(p,v) XXy



where II(p, v) is the set of all couplings of y and v, i.e., each m € II(u, v) is a probability distribution
on X x Y that has p and v as its first and second marginals, respectively. The special case of the p-
Wasserstein distance, for p € [1, 00), is given by Wy, (u, v) := (OT . (1, V))l/p. W, is a metric on
P,(RY) which metrizes weak convergence plus convergence of p-th moments, i.e., Wy, (fi,, 1) — 0
if and only if i, — p and M, (j1,) — M, (u).

OT is a linear program and as such it admits strong duality. Suppose that the cost function satisfies

c(z,y) > a(z) + b(y), for all (z,y) € X x Y, for some upper semicontinuous functions (a, b) €
LY(u) x L'(v). Then (cf. [46, Theorem 5.10]):

OT.(u,v) = sup /godu—i—/ Ydu, 3)
Yy

(p,)€D.

where @, = {(¢,9) € Cy(X) x Co(Y) : p(z) + ¥ (y) < c(z,y), ¥(z,y) € X x V}. Furthermore,
defining the ¢- and é-transform of ¢ € Cp(X) and ¢ € Cp(Y) as ¢°(y) = infyex c(z,y) — ()
and Y°(z) = inf,cy c¢(x,y) — ¥(y), respectively, the optimization above can be restricted to pairs
(, 1) such that ¢ = ¢ and p = Y°.

2.2 Classical Gromov-Wasserstein distance

The objects of interest in this work is the GW distance. The (p, ¢)-GW distance quantifies similarity
between (complete and separable) mm spaces (X, dxy, 1) and (Y, dy, v) as [30, 42].

Onati )= 1oy

where AYY (z,y,2",y') = |dx(z,2)? — dy(y,y')?|. This definition is an L? relaxation of the
Gromov-Hausdorff distance between metric spaces,” and gives rise to a metric on the collection
of all isomorphism classes of mm spaces® with finite pg-size, i.e., [dx(z,2')P?dp ® p(z,2') <
oo and similarly for v. Like the p-Wasserstein distance, Theorem 5.1 in [30] reveals that D,, ,
captures emplrlcal convergence of mm spaces: if Xi,...,X,, are samples from p € P(X) and
fin ==n"1 3" | Oy, is their empirical measures, then Dy, q(un, 1) — 0 a.s. The rate at which this
empirical convergence happens is, however, an open problem.

Towards a complete resolution, one of our main contributions is to quantify the empirical convergence

rate of the (2,2)-GW distance between Euclidean mm spaces (R%, || - ||, ) and (R%, | - ||, v) of
dp od
different dimensions. Abbreviating A]s R _ A, the distance of interest is
D(p,v) = inf A P
() et Al L2 (x@m)

1
. 2 2
- (/ [ ==y dw@w(x,y,x',w) @
mEll(p,v) Riz xR JRde xRy

We drop subscripts from our notation because we focus on the (2,2)-GW case from here on out.
For finiteness we will always assume p € P4(R%) and v € P4(R% ). Another major gap in GW
theory is the lack of dual formulation, without which an empirical convergence rate analysis of GW
distances remained obscure. In what follows, we close this gap.

3 Gromov-Wasserstein distance

We now consider the (2, 2)-GW distance from (4), establish duality, derive its sample complexity,
and study its one-dimensional structure.

*The Gromov-Hausdorff distance between (X, dx) and (¥, dy) is given by % infrer (x,y) HAf’ly | Loo Ry
where R (X, )) is the collection of all correspondence sets of X and ), i.e., subsets R C X’ x ) such that the
coordinate projection maps are surjective when restricted to R. The correspondence set can be thought of as
spt(7) in the GW formulation.

*The mm spaces (X, d, 1) and (), dy, v) are isomorphic if there is an isometry f : X — Y with fyu = v.



3.1 Duality

We first derive a dual formulation for the GW distance. This duality serves as the key component for
our sample complexity analysis of empirical GW in the next subsection. Let (11, ) € Py(R%) x
P4 (R%). Towards the dual form, first observe that D is invariant to isometric operations on the
marginal spaces, such as translation and orthonormal rotation. Thus, without loss of generality
(w.l.o.g.), we assume that x and v are centered, i.e., [ zdu(x) = [ydv(y) = 0.

Next, by expanding the (2,2)-GW cost, we split the GW functional into two terms as

D(p,v)? = S'(u,v) + S*(p, v), )
where
Si(u / =4y ® (e, 2') / ly—y'[dv ® v(y.y / 2 ly2du ® v(z, )
Suvy= it [-alalPlyPdrtey)-s Y ([zdnty)
Tell(p,v) 1<i<ds
1<5<d>

Evidently, the first term depends only on the marginals p, v, while the second captures the dependence
on the coupling 7. The following theorem (proved in Appendix A.1) establishes duality for S?(u, v/),
which, in turn, yields a dual form for D(y, u)2 via the above decomposition.

Theorem 3.1 (GW duality). Let (1, ) € P4(R%) x P4(R%) and define M,, ,, := \/Ma () Ma(v).
We have

S*(u,v) = inf  32||Al|E +OTa(p,v), (6)
AERd’”Xd?J
where OT a is the OT problem with cost function ca : (z,y) € R% xR s —4||z|?||y||* — 3227 Ay.
Moreover, the infimum is achieved at some A* €Dy, i=[—M, /2, M, /2]% .

Note that the optimization in A is unconstrained, and the optimum is guaranteed to exist in a
simple bounded domain D)y, ,, which will prove crucial for the proof of our sample complexity.
The variational representation above relates the GW to the well understood problem of OT. This
enables leveraging knowledge on the latter to make progress in the study of GW. In particular, this
representation unlocks our sample complexity analysis, which relies on inserting the OT dual from (3)
into the above. Since (6) allows utilizing OT duality for the GW analysis, we synonymously refer to
it as the GW dual (even though it is somewhat of a misnomer, since strictly speaking, (6) is not a dual
problem for D(y, )? in the standard optimization theory sense). We note that a similar result was
also discovered independently in [44] Theorem 4.2.5, with similar derivation but different focuses.
The employed equivalence analysis therein can be generalized to arbitrary concave programming,
while our focus is more on the reformulation of GW and analysis of the optimal matrix.

3.2 Sample complexity

Given the dual form for D(u,v)? we proceed with a sample complexity analysis. We focus on
compactly supported distributions and refer the reader to Remark 1 ahead for a discussion on
extensions to unbounded domains. The following theorem gives a sharp characterization of the one-
and two-sample empirical convergence rate of the quadratic GW distance.

Theorem 3.2 (GW sample complexity). Let (11,v) € P(X) x P(Y), where X C R4 and Y C R
are compact, and let R = diam(X) Vv diam()’). We have

4
E[[D(1.1)? ~ D(fin.1)?[] Sa..a, % + (14 RY)n” TtV (log n) ety =)

4 2
EHD(M» V)2 _ D(ﬂn, ﬁn)2|] Sdydy —= + (1 + R4) T {gAdy)Vi (log n)]l{dggmzy=4}7
f
and if |, v are separated in the (2,2)-GW distance, i.e., D(pi,v) > 0, then the same rates hold for
estimating D itself, without the square.



Furthermore, the above rates are sharp in the sense that for any n large enough, we have

sup  E[|D(1, )2~ D(jin, 1)?|] Zarayn n @A
(n,)EP(X)XP(Y) ‘
sup  E[|D(1,)? ~ D(jin 00)?|] 2,y m @,

(1, )EP(X)XP(Y)

Theorem 3.2 is proven in Appendix A.2. The upper bounds leverage the duality from Theorem 3.1
to reduce the empirical estimation analysis of D? to that of the OT problem with cost ca. The
OT estimation error is then bounded by the suprema of empirical processes indexed by dual OT
potentials. To control the corresponding entropy integrals, we exploit smoothness of our cost as well
as Lipschitzness and convexity of optimal potentials as c-transforms of each other. The fact that the
two-sample convergence rate adapts to the smaller dimension is a consequence of the LCA principle
[22, Lemma 2.1], whereby the L*° covering number of a function class F is no less than that of its
c-transform F°. This observation enables adapting the bound to the class of dual potentials over the
lower-dimensional space. Still, when the estimated measure(s) are high-dimensional, both the one-
and two-sample rates for the GW distance suffer from the curse of dimensionality. This is expected
and is in line with empirical convergence rates for OT; see Remark 1 ahead for further discussion on
the comparison between the empirical rates for GW and OT.

To prove the lower bound, we present a reduction from GW distance estimation to that of the 2-
Wasserstein procrustes infye g(q) Wa(pt, Ugv), where E(d) is the isometry group on R? [18] (see
also [38, 17]). This relies on the following lemma, which may be of independent interest. We state
two-sided bounds, but only the lower bound is used in the derivation.

Lemma 3.3 (GW vs. W-procrustes). For any p,q € [1,00) and p, v € Ppy(R?), we have

Dp,q(ﬂa v) < ¢’ gpatp—itl/e (Mpq(,u') + Mpq(”)) Wqu(M v).

Furthermore, for p = q = 2, if u and v have covariance matrices X, and X, with full rank and
smallest eigenvalues Amin(32,,) and Amin(2,), respectively, then

1

) 2 ) 2\\4 . <
(32()\mm(2#) + Amin(Z0) )) Ué%f(d)WQ(u,Uuz/) < D(u,v).

If 1w and v are also centered, then it suffices to optimize only over the orthogonal group O(d).

The lemma enables showing that the empirical GW rate, when the population measures are uniform
over the unit ball and its scaled version, is at least as large as that of the Wasserstein procrustes. We
then develop a new lower bound on the convergence rate of the latter, showing that it is at least n =/,
This, in turn, gives rise to the rates from Theorem 3.2.

Remark 1 (Comparison to OT and unbounded domains). The rates in Theorem 3.2 are inline with those
for the classical OT problem with Holder smooth costs [26] (although our analysis is different from
theirs). Over compact domains, this smoothness of the cost enables establishing global Lipschitzness
and convexity of OT potentials, which, in turn, leads to the quadratic improvement from the standard
n~1/4 empirical convergence rate to n~2/?, when d > 4. Evidently, a similar phenomenon happens
in the GW case. Unbounded domains are treated in Theorem 13 of [26], but this result relies on
restrictive assumptions on the population distributions and the cost. Namely, the distributions must
satisfy certain high-level concentration and anti-concentration conditions, while the cost must be
locally Holder smooth and be lower and upper bounded by a polynomial of appropriate degree. Our
cost ca does not immediately adhere to these assumptions. While we believe that the argument can
be adapted, we leave this extension as a question for future work.

3.3 One-dimensional case study

We leverage our duality theory to shed new light on the one-dimensional GW distance. The solution to
the GW problem between distributions on R is currently unknown and remains one of the most basic
open questions in that space. While the standard p-Wasserstein distance between distributions on R is
given by the LP([0, 1]) distance between their quantile functions,” there is no known simple solution

*For p = 1, the formula further simplifies to the L'(R) distance between the cumulative distribution
functions.



for the one-dimensional GW problem. Even for uniform distributions over n distinct points, for which
it was previously believed that the optimal GW coupling is always induced by the identity or anti-
identity permutations [45], it was recently shown that this is not true in general [2] (see also discussion
in [12]). Indeed, [2] produced an example of discrete distributions, defined up to a tuning parameter
&, for which the identity or anti-identity become suboptimal once £ surpasses a certain threshold. We
revisit this example and attempt to better understand it using our dual formulation. Consider two
uniform distributions on n distinct points, i.e., g =n~'> "  §,, andv =n"'>._ §,,, where
(xi)q, () CRwithzy <29 <...<zpandy; < y2 < ... < yp. To compute D(p, v) it
suffices to optimize over couplings induced by permutations [45, Theorem 9.2] (see also [28]), i.e.,

D(u,v)? = — min ZZ sz - 173| [Yo(i) — cr(j)‘2

n2 ces,
=1 j=1

2

; )

where S,, is the symmetric group over n elements. For £ € (0,2/(n — 3)) and n > 6, define the
point sets 2¢ = (xf)?:l and y¢ = (yz) ', as

~1, i=1 ~1, i=1
af = Bnsle s 9<i<n 1 and  yf={-1+¢ i=2 . ®)
1, i=n (i—2)¢, 3<i<n

Note that each of these sets indeed has ascending ordered, pairwise distinct components. The proof
of Proposition 1 in [2] shows that there exists £* € (0,2/(n — 3)), such that the cyclic permutation

Ocyc(?) = ¢+ 1 mod n between 2£" and 3¢ achieves a strictly smaller cost in (7) than both the
identity id(7) = i and the anti-identity id(i) = n — i + 1 permutations.

To better understand the reason for the existence of strict optimizers outside the boundary, we recall
that D(p, v)? = S*(u, v) +S? (1, v) and henceforth focus on S?(y, ), which is the term that depends
on the coupling. As mentioned before, this decomposition requires x4 and v to be centered, but we may
assume this w.l.o.g. due the translation invariance of the GW-distance and of optimal permutations.
By Theorem 3.1 we have the following representation:

S%(u,v) = inf 32||A||z2 4+ inf /c z,y)dr(z,y).
(p,v) = inf 32|All et Alz,y)dn(z,y)
Specializing to the one-dimensional case, we further obtain

S?(u,v) = inf 324> 'f/—4“—32 dr(z,y), 9
() aE[O.5V%/rLO.5W+] “ +7r€11'1r(l/¢,u) (- 4% axy)dn(z,y) ©)
where W_ = inf ey, [2ydr(z,y) and W, = sup, e, [ 2ydr(z,y). Here, we have
used the fact that, switching the infima order, for each = € II(y,v), optimality is attained at
a*(w) = % [aydr(x,y). The notation W_ and W, reflects the relation to the 2-Wasserstein
distance: indeed, 2W = Mo (1) + Ma(v) — W3 (1, v), while W_ is OT with product cost.

Once we identify the optimal a* in (9), the GW problem is reduced to an OT problem. Hence, we
investigate the optimization in a. Define f(a) == 32a® and g(a) = infren(u,) [ (— 422y —
32a:r;y) dm(z,y), and note that g is concave (as the infimum of affine functions). We see that the
optimization over a in (9), which is rewritten as inf,c[0.5w_ 0.5w,](f + g)(a), minimizes the sum
of a convex and a concave function. The next proposition identifies a correspondence between the
boundary values of a and optimal permutations in (7); see Appendix D for the proof.

Proposition 1 (Boundary values and optimal permutations). Consider the GW problem from (7)
between uniform distributions over n distinct points and its representation as D(y, )% = St (u,v) +
S2(u,v), where S?(u, v) is given in (9). Let S* C S,, and A* C [0.5W_,0.5W ] be the argmin
sets for (7) and (9), respectively. Then A* C {0.5W_,0.5W_ } if and only if S* C {id,id}.

Proposition 1 thus implies that the identity and anti-identity can only optimize the GW distance
when (9) achieves its minimum on the boundary. However, as f is convex and g is concave, it is
not necessarily the case that A* contains only boundary points, as other values may be optimal. To
visualize this behavior, Fig. 1 plots the two datasets ¢ and y¢ from (8) and the corresponding f, ¢, and
f + g functions for different £ values. While the infimum is achieved at the boundaries for £ = 0.06
and £ = 0.03, when £ = 0.01 the optimizing a* = 0 and, by Proposition 1, the optimal permutation



x% and y¢ datasets, n=7,£=0.06 £=0.01 £=0.03 £=0.06
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Figure 1: (Left) The datasets ¢ and y¢ from (8), for n = 7 and £ = 0.06; (Right) The functions f,
g, and f + g on the interval a € [0.5W_,0.5W,], for £ = 0.01, 0.03, 0.06. When £ = 0.01, the
minimizer of f + g is attained outside the boundary and thus the corresponding optimal permutation
is neither the identity nor the anti-identity.

is different from id and id. The structure of the corresponding optimal coupling is not trivial, as
already seen from the proof of Proposition 1 from [2]. Better understanding the relation between
optimal a values and their corresponding couplings is an interesting research avenue. Nevertheless,
the above clarifies the optimization structure of the one-dimensional GW problem and provides a
visual argument for the suboptimality of id and id in the example above.

4 Outlook and concluding remarks

This paper established a dual formulation for the (2, 2)-GW distance, between distributions supported
on Euclidean spaces of different dimensions d,, and d,. The dual forms represented GW as infima of
a class of OT problems, indexed by a d, x d,, auxiliary matrix with bounded entries, which specified
the associated cost function. This connection to the well-understood OT problem enabled lifting
analysis techniques from statistical OT to establish, for the first time, sharp empirical convergences
rates for GW. The derived two-sample rate is n =2/ (4= 4)V4) (up to a log factor when d,, A d, = 4)
for GW. The GW result accounts for compactly supported distributions, and provides matching upper
and lower rate bound. These results are in line with the empirical convergence rates of OT [26, 22].

Lastly, we reexamined the open problem of the one-dimensional GW distance between discrete
distributions on n points. Leveraging our duality, we shed new light on the peculiar example from [2],
that showed that the identity and anti-identity permutations are not necessarily optimal. Specifically,
the dual form allows representing the GW distance as a sum of concave and convex functions,
illuminating that, in certain regimes, the optimum is not necessarily attained on the boundary.

Future research directions stemming from this work are aplenty. Due to the central role of duality for
statistical and algorithmic advancements, a first key objective is to extend our duality theory beyond
the (2, 2)-cost and to non-Euclidean mm spaces. While our techniques are rather specialized for
the (2, 2)-cost and treating arbitrary (p, ¢) values may require new ideas, we comment here on one
relatively direct extension. Consider the GW distance of order (p,q) = (2, 2k), for some k € N,
between distributions (u, ) € Py (R%) x Pyr(R%) (in fact, we can treat any even p parameter
as well, but restrict to p = 2 for simplicity). Following a decomposition along the lines of (11), in
Appendix E we show that

2 .
D2 on(p,v)” =4 sup inf
wcRE bER™—

{ - ||a’||2 + ||bH2 + Treli'[r%/f;. V)/ca,b(x,y)dﬂ(sc,y)}, (10)

where notice that the inner optimization over 7 specifies an OT problem with cost ¢, ;, where

14

m
Cap : (@,9) = =2y + Y aigi(z,y) — D birgilx,y),
i=1 i=l+1

g1, - --,gm are polynomials of degree at most 4k, m corresponds to the number of polynomials
emerging from the quadratic expansion of the (2, 2k)-cost, and ¢ < m is determined by a certain



diagonalization argument (see Appendix E for the specifics). One may further show that [ g;dr are
uniformly bounded for all i = 1,...,m and w € II(u, V), and so we may restrict optimization over
a, b to bounded domains. In the appendix, we also show how the above dual reduces to the one from
Theorem 3.1 once we set k = 1 and assume that y, v are centered. Also notice now that ¢, ; smooth
(indeed, a polynomial) but not necessarily convex in z or y. For the standard (2, 2k)-GW distance
between compactly supported distributions, an argument similar to the proof of Theorem 3.2, would
result in a two-sample convergence rate of O (nil/ (dedy)). This rate stems from the fact that the
corresponding dual potentials are Lipschitz continuous, but it is unclear whether they posses further
convexity/concavity properties. In sum, while a duality theory for general (p, ¢) remains an open
question, our results for the quadratic GW distance can be extended to cover any even ¢ value.

As mentioned above, extending our duality to cover non-Euclidean mm spaces is of great interest, as
this would enable accounting for graph and manifold data modalities. We also believe that our dual
can be used to derive new and efficient algorithms for computing the GW and EGW distances. Lastly,
we mention the avenue of generalizing the GW empirical convergence results to distributions with
unbounded supports. Identifying sufficient conditions for deriving explicit rates seems non-trivial
and may require assumptions along the lines of Theorem 13 from [26], where empirical convergence
of OT on unbounded domains was treated.
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A Proofs of Main Theorem

A.1 Proof of Theorem 3.1

For completeness we first show the decomposition of D(u, v) for centered p, v, given in (5). Expand-
ing the (2, 2)-GW cost we have

D, 1)? = / e — /| *du®u(e,a’) + / ly— /|| @y, o) — 4 / el l2dp @ vz, )

+ int {4 [ el lalPane.0) 8 [ @'y )ar o wopay)

m €M (p,v)

+ 8/ ({2 M yll® + 21> (v, y")) dr @ 7 (2, y, 2, z/)}- (11)

By the centering assumption, the term in the last line nullifies, while the first and second lines on the
RHS correspond to Sy (j, ) and S?(ju, v/), respectively.

We now move to derive the dual form for S?. Recall that M, , = /Ma(p)Ms(v), Dy, =
[~M,, /2, M, ,/2]%>*4 Consider:

2
Sur)= it [ ~alplPlyPartz-s Y ( [aupdnn)

1<i<d,
1<5<d,
:weinl%fb,u),/_4”xH2HyH2d7T(x’y)+ Z mf 32 <afj—/aij:ciyjd7r(x,y)>
1<]<d

= inf inf /—4||x||2||y||2d7r(x7y)+ Z 32 (a?j —/aijmiyjdw(x,y)>

A€Du,,,, m€ll(p,v)

1<i<d,

1<5<d,
= inf 32||A2 inf calx,y)dr(x
st AL+ ot [ ea(e)dr(ay)

where in the second step we introduced a;; whose optimum is achieved at 1 [ z;y;dr(x,y). This
means we may restrict the optimization to Dy, , without affecting the value since Jxydn(z,y) <
M,, ., by the Cauchy—Schwarz inequality. We also switched the order of the two inf and claimed that
the optimums are achieved, which follows from the lower semicontinuity in 7 and A. We conclude
by identifying the OT problem OT 4 in the last line.

A.2 Proof of Theorem 3.2

A.2.1 Upper bounds

We maintain our convention of suppressing the subscript A from our notation for optimal dual
potentials for the OT problem with cost ca, simply writing (¢, ¢). For simplicity we only prove the
two-sample case. The one-sample result follows similarly. Derivations of technical lemmas stated
throughout this proof are deferred to Appendix C.

Assume w.l.o.g. that y,v are centered and recall that we have the decomposition D(u,v)? =
SY(u,v) + S%(u, v). To split our sample complexity analysis into those of S! and S?, we need to
account for the fact that empirical measures are generally not centered. Let fi,, and 7, be centered
versions of the empirical measures /i,, and 7,,, respectively.

This decomposition is convenient for analysis as it allows separately treating the marginals- and the
coupling-dependents terms. However, while the EGW distance S, is translation invariant and we may
assume (i, v are both centered w.l.0.g., the empirical measures [i,,, 7, are generally not centered and
the decomposition into S! and S? may not hold. To amend this, we center i,,, ¥, and quantify the
bias that this incurs on D. This is stated in the following lemma, which is proven in Appendix C.1



Lemma A.1 (Centering bias). If u, v are centered, then

4

]EHD(/% V)27D(ﬂnv ﬁn)2H SEHSI (/~L7 V)fsl(,["ru ﬁn)’]+E[|S2(M3 I/)*S2(ﬂn, l)n)|]+%a (12)

Given this decomposition, we proceed to separately treat the empirical errors of S! and S?. The
analysis of S! reduces to estimating moments of y, v, with parametric convergence rate for the error.
The following lemma is proven in Appendix C.2.

Lemma A.2 (S' parametric rate). If , v satisfy the conditions of Theorem 3.2, then
4

<’

~ \/ﬁ

To treat S2, we start from the variational representation from Theorem 3.1 and choose M = R? >
M,, ., which is evidently feasible. Invoking this result, we obtain

S (p, v) = S*(fin, )| < sup |OTa(p,v) — OT A (fin, )], (13)
A€Dp2

E[|S" (1 v) = " (fin, 7]

and proceed to show that for any A € Dpg2, corresponding optimal dual potentials can be restricted
to concave Lipschitz functions and their c-transforms (w.r.t. the cost function cy ).

(i) Smoothness of OT potentials. Let

¢ concave, ||¢lloe <1+ 10(1 + 44/d,dy,)R?,
FRr = :By (0,R) = R:
=39 Bae.(0.F) Il < 8(1 +2y/dedy) R®

and define G analogously over By, (0, R). Recall that the c-transform of ¢ : R% — R w.rt. ca
is a new function ¢ : R% — R, given by ¢¢ = inf,cx ca(z,-) — ©(x). The next lemma allows
restricting the set of optimal dual potentials for OT a (i, ) to pairs (¢, ¢©) € Fr X Gg.

Lemma A.3 (Uniform regularity of OT potentials). Fix R > 0 and suppose that (u,v) € P(X) X
P(Y), with X C By, (0, R) and Y C Bq, (0, R). Then, for any A € Dpa, there exist p € Fr with
©° € G, such that (¢, ¢°) is a pair of optimal dual potentials for OT a (p, V).

The proof, which is given in Appendix C.3, arrives at the above properties by exploiting concavity of
ca and the c-transform representation of optimal dual pairs.

(ii) Sample complexity analysis. Equipped with Lemma A.3, we are ready to conduct the sample
complexity analysis. Suppose w.l.o.g. that d, < d,; otherwise, flip their roles in the derivation below.
For each A € Dpge, let 5 be the class of of optimal dual potential pairs for OT 4 (, ) (see (3)).
Define Fp = proj z, (CIDA N (Fr X QR)) and let ¥ be its c-transform w.r.t. ca. We may now
further upper bound the RHS of (13), to arrive at

sup

]E[|52(M,V)—52(ﬂn,ﬁn)u SE[ sup ‘(,U/_ﬂn)@’:| +E LS
ASA

pEUAFA

(u—ﬁmwﬂ. (14)

As Lemma A.3 implies that Upn FA C Fpg, the first term above is controlled by the expected
supremum of an empirical process indexed by Fr. Dudley’s entropy integral formula yields

1 2sup,crp, el
E { sup |(u — ﬂn)<p|] < ir;fooz + %/a VIog N(&, Fr, || - [loo)dE.

YEFR
Theorem 1 from [20] provides a bound on the metric entropy of bounded, convex, Lipschitz functions,
whereby if 7 := {f : B4(0,1) = R : f convex, || f[loc V || fllLip < 1}, thenlog N (&, Fa, ||*]lcc) <
Cqa€&%. Forany ¢ : R? — R, define its rescaled version® (S¢)(z) = ¢(R2)/(1 + Ca, a4, R*),

SWith some abuse of notation, we apply this re-scaling transform to functions defined on spaces of possibly
different dimensions without explicitly reflecting this in the notation.



where Cy, 4, = 10(1 + 4,/d,d,), and note that S¢ € Fa,, for any ¢ € Fr. We also define the
map s : ¢ — x/R. Combining the above, for d,, > 4, we have

E | sup (14— fn)o|| Sd,.a, 14+ RYHE [sup |(5nuswn)(5s0)@
YEFR pEFR

de,dy (1 +R4) <1nf o+ 7/ £4Ld€>

’Sdirady (1 + R4)n7d7 (log n)]l{dz=4} .

When d,, < 4, the entropy integral is finite and we may pick o = 0. Hence, in this case, Fp is a

Donsker class and the resulting convergence rate is parametric n~'/2. Altogether, we have
E| sup ‘(,u fin) ap@ Sdad, (1 +R4)n7ﬁ(logn)ﬂ{daﬁ:4}, (15)
pEUAFA

We now move to treat the second term on the RHS of (14). First, observe that one may control
it by the expected supremum of an empirical process indexed by Gg, which is bounded by (1 +
RY)n=2/(dsV9 (log n)"t4v=4} via similar steps as above. Together with (15), this would yield a
two-sample empirical convergence rate bound of n~2/(4=VdyV4) (Jog n)ﬂ‘dzv‘iy:“ for the squared
(2,2)-GW distance. However, we aim to arrive at an upper bound that depends on the smaller
dimension d; A d,, as opposed to the larger one. As pointed out in Remark 5.6 of [19], this is possible
by employing the LCA principle from [22, Lemma 2.1], which states that for any cost function ¢ and
function class F, we have N (&, FC, || - |loo) < N(&, F,| - ||oo)- Starting from a rescaling step as
before, we obtain

YeUAFL

E [ sup (v — an)w\] Sdo.d, (1+R"E
PYEUAF{

sup |(sgv — Sﬁﬁn)(&/})q . (16)

Using the LCA principle, we have the following bound on the covering number of the union of
rescaled c-transformed classes.

Lemma A.4. For any £ > 0, we have the covering bound
c 5 f -~
N (60aep,e STR ) < N (g Pro o ) (Pl e )

Armed with the lemma, we proceed from (16) and, for d,, > 4, obtain

’(/)EUA]:g 5

E [ sup_|(v — f/nW’] Sd,d, (1+RY) (mf o+ —/ &F +log df)
dedy (1+ R4)n_%m(log n)ﬂ{dzzﬂ.
As before, when d, < 4, a parametric rate bound holds instead. Inserting the above along with (14)

into (15) concludes the proof of the two-sample upper bound for the squared distance.

Lastly, observe that if D(u, v) > 0, then the two-sample rate for D(p, v/)? readily extends to D(u, /),
since E[|D(1t,v) — D(fin, 7)|] < D(u,v) 'E[|D(, v)* — D(fin, 7,)?|]. and similarly for the
one-sample case. We note, however, that unlike the bounds for D2, this bound is not uniform over
pairs of distributions with compact supports.

A.2.2 Lower bounds

We now move to establish the lower bounds. As the parametric lower bound of n~'/? trivially
holds for our problem, we assume w.l.o.g. that4 < d, < dy and R = 4.0 Denoting d = d,,
we shall construct compactly supported distributions 1, 7 € R¢ with the desired n~2/¢ empirical
convergence rate lower bound. This is sufficient since lower-dimensional distributions can be

5To treat general R, one only needs to include a factor of R* /256 in front of the one- and two-sample errors.



canonically embedded into higher dimensions without changing the value of D. As the lower
bound holds for n sufficiently large, we occasionally absorb terms of order O(1/n), O(1/+/n)

and O(y/log(n)/n) into the n~2/¢ convergence rate. Consider the uniform distributions p =
Unif (B4(0,1)) and v = Unif (B4(0,2)).

We start from the one-sample case and establish E[|D(u, v)? — D(jin,v)?|] > n~2/4, Theorem
9.21 of [42] implies that T' : x +— 2z is an optimal Gromov-Monge map from y and v, and thus

D(1,v)? = [y, x|llz = 2/|* = [|22 — 2x'||2|2du ® p(z,z’). Let m, € U(fin,v) be an optimal
coupling for D(fiy,, ) and notice that 7}, = (id, -/2)ym, € II(fin, 1) is optimal for D(fi,,, p). By
completing the square, we then have

2
D(jin, v /|||y Y12 = Iz — 212[Pdmn ® ma(y, 23/, 2)
2
- / lly = o/[1? = [|22 — 22/ |2 dn’, & ! (3, 2,4/ ')

= 4D(fin, 1) — 3/ ly =o' dfin © fin(y, y') + 12/ & = 2'|[*dp @ p(x,2").
7)
Combining this with the above expression for D(u, /)2, we obtain
E[|D(1,v)* = D(jin,v)?|]
> 4E[D(ftn, 1)*] + 3E U lz = 2'|[*dp @ p(z,2") — / ly =3/ I*dftn © fin(y, )
Evidently, the second term decays as n~! since

B | [y =1 @ /)| = [ o= Ndno o) = & [l = @ o),
For the first term, let ji,, be the centered version of ji,, and invoke Lemma 3.3 to obtain
E[Dz(ﬂmU)] = E[Dz(ﬂnaﬂ)]

2 Amin () mf( o Wa (fin, Ugp)?

= Amin(2,) E [WQ('“”’ M)2]

2
> )\min(z,u) (E [Wl (I[:Ln’ /u‘) - Wl (/:Ln’ ﬁn)]) 3

where the equality uses the rotational invariance of p, while the last step is by monotonicity of

p — W,, and Jensen’s inequality. Observe that E[W1 (i, fin)] < E[||Z,]]] < /Ma2(p)/n, where

T, = [ fin () is the sample mean. Combining this with the fact that E[W1 (ji,,, )] = n~ Y4 [11],
produces the desired lower bound on the one-sample GW convergence rate.

We proceed with the two-sample lower bound, which requires more work. Given the empirical
measures fi,, Uy, define /i/, := (-/2)47, and note that it forms an empirical distribution of y that is
independent of fi,,. Write X7, ..., X/, for the samples comprising /i/,. Let m,, € II(fin,, ) be an
optimal GW coupling for D(fi,,, 7,) and set 7, == (id, - /2)ym,, € II(fin, fti,), which is optimal for
D(fin, fi,,). Repeating the steps in (17), with &, i/, in place of v, u yields

(s #0)? = 4D 1) =3 [ 1y = /1 ® (/) +12 [ 1y = o1, © (4.
Consequently, we represent the two-sample error as

D(,an; ﬁn)z - D(M» V)2 = 4D(ﬂn7ﬂ{n)2 - 3/ ||y - y/||4dﬂn ® ﬂn(yay/)

+12/Hy y'|1*dp, @ i (y,y) /Ily Y[[*dp @ ply,y'). (18)

As before, we have E [ [ [ly — /|| *dfin, ® fin(y,y)] = 21 [ |ly — ¥/ |*dp @ p(y, y') and similarly
forE[ [ |ly — v'||*dil, ® fil,(y,y')], and the problem reduces to lower bounding E[D(fi,,, ,)?]. We
have the technical lemma below, which is proven in Appendix C.5



Lemma A.5 (Intermediate lower bound). The following bound holds

E[D(ﬂn,p;)Q]zE{Amm(zﬂn)uﬂ{ inf Wl(;}n,Uﬁﬂ;)z‘Xl,...,Xn” —2,/M2n(”). (19)

UecO(d)

To treat the inner (conditional) expectation on the RHS of (19), we make use of the next lemma; see
Appendix C.6 for the proof.

Lemma A.6. For any p,v € P(RY) with spt(p),spt(v) C Ba(0, 1), we have
log n

E| inf W;(f,, U > inf E[W; (i, Uy)| - C, ;
[Ué%(d) (i M} u i g BEWiliim, Upn)] = Cay/ =

where Cy depends only on the dimension d.

Applying the lemma, we obtain

E| inf Wi(Qn, Usit))| X1, -, X
|: él(l)(d) 1(” ) ﬁ:u’n) 1 ’ :|
log n
> inf E[Wi(in,, Uspl )| X1, -+, X, - C
_Ué%(d) Waa Wn)’ ! ] ¢ n

Note that for any U € O(d), we have E[W1(fi, Uﬁ[/n)!Xl, Xy = Wi, Ugi,) =
Wi (e, fir,), where the first inequality follows because E[W1 (fi,, v)] > W1 (u, v) for any p, v (due to
convexity), while the second equality uses the fact that W, (i, v) = W, (fyp, fyv) for any isometry
f and the rotational invariance of x. Inserting this back into (19), yields

E[D(fin )% 2 B | Amin(Ep, ) | i Wojin, Ugft)? | 2 E [Amin(Z5,) Wi (i, 1)?].

To lower bound the expectation on the RHS, recall that by Proposition 2.1 in [11] (see also [47,
Proposition 6]), for n sufficiently large, we have W1 («, 8,,) Za n~1/4 for any distributions o, 3, €
P(R9), such that v has a Lebesgue density and 3,, is supported on n points. In particular, we conclude

that there exists ng € N and ¢4 > 0, such that for all n > ng, we have W1 (i, fil,) > cqn V% as.
Inserting this into the bound above gives

E[D(fins i1)°] Z a B[ Amin(Za,)] -0, (20)
and the problem reduces to lower bounding the expected smallest eigenvalue.

Write E[Amin(Z4, )] = E[inf|, =1 fin|v - z|?]. We again control this quantity via bounds on an
empirical processes indexed by the Donsker class {|v - z|? : ||v|| = 1}. Specifically, there is an
ny € N that depends only on d, such that for any . > ny, we have E[ supy, —y | (i — p)|v-z[?|] <
Amin(2,,)/2. Consequently

inf E [fin|v - z|?]
lloll=1

E[ inf ﬂn|v~x|2] =E| inf f,|v-z)® - |\iﬂlf1E [ﬂn|v-x|2]} +
v|=

lvll=1 LIlvl=1

>E| inf fplv-z?—E [fnv- acm} + inf plv-zf?
Llvl=1 llvll=1

=FE Hiﬂf (fin, — p)|v - $|2} + Hiﬂf plv - x|
v||=1 v||=1

> ||iIH1f plo-z> —E
v||=1

> )‘min(zu).
- 2

Inserting this back into (20) and recalling the decomposition of the empirical estimation error from
(18) concludes the proof of the two-sample lower bound. O



Remark 2 (Wasserstein Procrustes empirical convergence rate). Our two-sample analysis above
essentially establishes an 7~/ lower bound on the Wasserstein Procrustes empirical convergence
rate, whenever d > 3. Since the Procrustes is trivially upper bounded by standard Wy and is a
pseudometric, it inherits the 7n~/¢ upper bound on the rate from it as well. Together, these show that
the n~'/? empirical convergence rate is sharp in general. Our argument is readily adjusted to cover
both the one- and two-sample settings and can be extended to any order p > 1.

B Proof of Lemma 3.3

Throughout this proof, we omit the dummy variables from the probability measure in our notation for
integrals, writing [ f(z,y,2’,y')dr @ 7 instead of [ f(z,y,2’,y")dr @ w(x,y,2’,y’). For the first
inequality, we now have

Dpq(p,v)?
= [Nz =o'~y -y P ar o m

< qp/ (lz =219+ lly =o' Y)" (le = yll + Nl = 'l})"dr @ =

1

<o [Qe=1 =y 1) Famon) T ([ (la-sll 1 - 1) "dr o7

q—1
q q
< gro-1 ( / ||H'|W+||yy'||md7r®w) ( / ||zy|qp+x'y'||quw®w)

a1 i
< PP, )+ 10400) T ([l ylvan )

where the second line follows by mean value theorem for the function « — z9, while the third line
uses by Holder’s inequality.

For the second inequality, suppose first that p, v are centered. We may now expand
D(p,v)?

— _int 2(Ma)=Ma()*+ 2 [ (P~ [ylP)odm-+4 [ ((o2) ~ 0.9 dnom

2 . 2
=2(Ma(n)— Mz (v)) + o )2/(Hff||2—||yll2) dr+A([Z, 7 + 12015 - 21T 1F),

where I'; = [ zyTdr is the cross-covariance of (X,Y) ~ 7.

As the bound trivializes when D(u, ) = 0, suppose that D(u,v)?2 = ¢ > 0 and let 7 be the
corresponding optimal coupling. This implies 4(||X,.|% + ||, [|3 — 2|[T#||Z) < ¢. Consider the
singular value decomposition ', = PAQT, where P, Q € O(d), and T is diagonal. By invariance
of the GW distance to rotations and since 7 = (PT, QT)y7 is optimal for GW(P’I‘LL, QJv), we
similarly obtain 4(|[PTX,P[% + [[QTX,Q|% — 2[|A[%) < v Denote the singular values of a

matrix A € R? by 01(A),...,04(A). Also denote the diagonal entries of PX,PT, QX, QT as
ai, -+ ,aqgand by, - -, by, respectively. We thus obtain

d
Z (a7 +b7 —204(T'5)?) <.

i=1

Observing that a; + b; — 20;(T) > 0, as [ 27 + y? — 2z,y;d7 > 0, we further have

2 2 . .
Wzal;bz ZO’Z‘(F”), vi=1,....d,




which implies

Having that, we compute
2 2
Wy (p, (PQT)sv)” = Wy (PJ/M Qv)
< [lle - ylPar
d

= Z (ai +b; — QUZ(FW))

i=1
d 2 2
as + b:
< ( % _ Ui(rw)>
i=1
L
<
2 2
8 min; i;rb"

Notice that Amin(%,) < a; and Apin(3,) < b;, forall i = 1,...,d, and use the fact that PQT €
O(d) to conclude that

1
1

_ 2 _ 2 . <
(32(/\m1n(2u) + Amin(20) )) Ué%f(d) Wa (i, Uﬁ”) < D(p,v),

whenever p, v are centered. To remove the centering assumption one only has to replace O(d) above

with the isometry group E(d), which contains translations in addition to rotations. O

C Proofs of Lemmas for Theorem 3.2

C.1 Proof of Lemma A.1

Letz,, = f Thn, Yn = f Yy, denote the sample means and define fi,,, 7, as the centered versions
of the empirical distributions, i.e., fi, = (- — Zn)s/in and similarly for #. Note that S, (fi,,, o) =

Se(fins ) = S*(fin, ) + S*(fin, ) and so

]EHD(M’V> - D(lana ﬁn)u < E[’Sl(u’y)—sl(ﬂn7ﬁn)u +EHSZ(:U’?V)_SQ(/)THﬁn)H
+E[|S" (fins ) = S" (fin> &) || FE[|S? (fins ) = S* (fin> 7)) ]

We proceed by bounding the terms in the second line. For the first one, observe

B11S ins20) =" i 20| S || [ (I = 2012l = 30l = VelPl1P) a9, .|

:E[

4
i
~on

|

21

N R N RN O T [ ETRES

In the last step above we have used the following bound on the 4th absolute moment of the sample
mean. Write z,, = % Z?:1 X;, where Xq,...,X, are the i.i.d. samples defining the empirical



measure ji,,. Consider:

Ellenl'] = & (5,1 %7) |

CLERY Y (XX

R :2 Zi# (X;, X;)2 + Zi# (Xi, X)X, X5+ 3 (X, Xﬂ
= (2n(n = DT +n(n = VM2 +nMa(p)

3n® My (p)
4

IN

n
3R*
n?
where the two last steps bound ||3,,[|2 < Ma(p)? < My(p) and My(p) < R*.

<

It remains to analyze the centering bias of S2. Consider

se| s | (o=l - 5l - ||z2||y2)dw<x,y>\
| 7€ (i ,0n)

+E| sup > (/ $iyjd7r($7y>)2_ </($i — Tna) (Y — yn,j)dﬁ(ﬂfvy)f

mE(fin ) 1<i<d,
1<j<dy

(22)

For the first term above, we have

E [ (12 =l = ol - ||x||2|y||2)dﬁ<x,y>H

sup
€M (fin ,Pn)

=E sup

TE(fir ,0n )

2 [ (2200 50) ~ (.2 0l ~ (.50} o]) (. )

= 3Pl + ol [ d5n (o) + 1al® [ Nl (z)

|

4
< B
N\/ﬁ’

using the same fourth moment expansion of Z,, as above. For the second term, we have

2 3 3 2

Bl s | S ( [awdnen) - ([ 20— m)dn@)
m €l o) | 1<i<d,
1354,

“E| s | Y ( [wante) - [ (xi—xn,»(yj—yn,j>dw<x,y))
T€l(fin,0n) |1 <i<d,
1<5<d,

< ([ omarte.n+ [ =200 - ms)arten)



with

2

B| sw Y ([owdnton) - [ an00 - modnen)
ﬂGH(ﬂn,ﬁn) 1<i<d,
1<5<dy,

2
= E sup Z (/ mign,j + jn,iyj - i’n,ign,jdﬂ(xv y))

WEH([MH’)n) 1<i<dy

1<5<d,
< D) E [/(xiyn,j)Qdﬂn(fc) +/(fn,iyj)2dﬁn($) + (xn,iyn,j)2:|
1<i<d,
12734,
=8 |Ia1? [ elPdiate) + 1ol [ 1lPaino) + ol P
4
i
~on

and

E sup Z (/ ryjdmr(z,y) + /(mi — Tna) (Y — yn,j)dﬁ(%y)f

mE(fin,0n) 1<i<dg
1<j<d,

2
=E sup Z (/ 22y — TilYn,j — Tn,iY; + xn,iyn,jdﬂ-(xay)>

ﬂGH(ﬂn,ﬁn) 1<i<d,

1<j<dy
S Z IE[/(miymj)zdﬂn(x)+/(mn,iyj)2dﬁn(y) + (xnﬂ'yn,j)Z+/x$dﬂn(x)/y]2‘d’}n(y):|
1<i<d,
1252d,

=E {IlﬂnIQ/llxllzdﬂn(wHIIfnllz/IIyzdﬁn(y)+i‘nzllﬂnlz} + E[Ma(jin) Ma(i)]

<R

Combine the pieces, we obtain E [|S2(jin, 2n) — S2(fin, 7n)|] < R*n~'/2, which together with (21)
concludes the proof. O

C.2 Proof of Lemma A.2
First, rewrite
S (u,v)

- / e — /[ 4dp ® (e, 2') + / ly — v/ 4dv ® vy, o) — 4 / 2 ly)2du ® vz, )

= 2(Ma() + Ma(0)) + 2(Ma (1) + Mo(0)?) + A(ISul + [0 3) — AMs (1) Mo (v).



With this expansion, the empirical estimation error of S can be bounded as

EHSl(u, V) - Sl(ﬂna lA/n)H
S E[|My(p) = Ma(fun) || +E[| Ma(v) = My (D) || +E[| Mo (1) Mo (v) — Ma (1) M2 ()]

+ VENS, - S5, IRIE NS, + 25, 2]+ EIZ, - 5o, [ZIE (IS, + S, 2]

/B[00 + 1) [ (Va0) — 2124

+ \/E[(Mg(w + Mo(7,))° | E[ (Ma(v) = Ma(5))*]. 23)

Note that all terms above are moment estimations. Simple computation yields

(|5 (1,1) — $'(im, )]

EE

C.3 Proof of Lemma A.3

With some abuse of notation, let X = By, (0, R) and ) = By, (0, R) be the ambient spaces. Recall
from Section 2.1 that, for any A € Dgz, we have P4 C Cp(X) x Cy(Y) and we may further restrict
to pairs of potentials that can be written as (¢, p°), for some ¢ € Cp(X). Since ¢ = ¢, the
potentials are ¢- and ¢-transforms of each other, i.e., we may only consider pairs (¢, ¢) with

pla) = inf ca(w,y) —P(y)  and  P(y) = inf calz,y) — ().

Observing that cp is concave in both arguments, we see that ¢ and v are both concave. Indeed,
one readily verifies that the epigraphs of —¢ and —1) are convex sets, since for any « € [0, 1] and
Ty, 29 € X, we have

olaz + (1 —a)zy) > ;g} aca(zy,y) + (1 —a)ealzi,y) —(y) > ap(zr) + (1 — a)p(zz)
and similarly for the other dual potential.

To bound the sup-norm of the augmented potentials, observe that the functional value is invariant to
translations (i.e., (¢ — a, % + a) for some constant a). Since

OTen (i, v) > —|lcalloc = —4(1 +44/dydy) R,

we further restrict to a class of functions with [ pdp + [ ¢dy > —2 (1 + 2(1 + 4, /dmdy)R4)_ For
such functions there must exist a point (o, yo), for which

e(@0) +¥(yo) = ~2(1+2(1 + 4/dod,) RY),
and by shifting the potentials to coincide on (zg, yo), i-e., ¢(x0) = ¥ (yo), we obtain

o(zg) > —1—2(1+4/d,dy)R*  and  (yo) > —1 —2(1 +4y/d,d,) R*.
By the constraint, we then have
o(x) < calw,yo) — ¥(yo) <1+ 6(1 +4y/dyd,) R*
Y(y) < calzo,y) — p(xo) <1+ 6(1 + 4\/dzdy)R4.
From the above, we also deduce

—o(@) < llealloo + %]l < 1+10(1 +4y/d,d,) R*
~(y) < lleallos + [@llo <1+ 10(1 + 44/dd,) R,

which concludes the boundedness.

10



For Lipschitzness of optimal potentials note that for any x € R% we can find a sequence {y }xen C
R, such that p(z) < ca(x,yx) — Y(yx) < p(x) + 1/k. So for any 2’ # =,

pla') ~ p(w) < eala',ue) — Vo) — (ealm,ue) — (o)) + 1

1
7 el (12l = 1271%) + 32(2 — /)T Ay

% 1 8(1+ 2/dody) R¥J — 2.

Now take k& — oo and interchange z, z’ to conclude that the ¢ is Lipschitz. Applying the same
argument for ¢ concludes the proof of the lemma.

IN

C.4 Proof of Lemma A.4

We aim to prove the covering bound

c 5 5 -~
N (6 Usep, SCRM 1) < (i Pl oo ) ¥ (5, Pl )
First, note that by Lemma A.3, we have
N (&,Unep, S(FR), || - [loo) < N (€, Uaep,, S(FR): Il - lloo) - (24)

Set & = ﬁ and & = %, and take a &;-net {Ai}f\gl of Dg2 and a &;-net {4,01-}?7:21 of fd,,,- For
t=1,...,Nyand j = 1,..., Ny, define the functions g; ; : R% — R by

9i3(y) = S| inf (ca, (@,9) — (57 0)(@))]

where (S¢)(z) = ¢(Rz)/(1+ Cq, 4, R*) is the rescaling operator defined after Eq. (14). We will

show that {g; ; }51271:(1\1/21)) forms a {-net of Uaep ., S(Ff), which together with the covering bound

from (24) yields the result. Indeed, for any ¢ € Fg, we have
3227 (A — Ai)y|

[s{int (eate) = ota)] - gus| | <50 SrE =i 4 o = ol
32R?
< -
S17 Cdz,dyR4£1 + &2
<&,
which concludes the proof. O

C.5 Proof of Lemma A.5

Using Lemma 3.3 along with the centering step from the proof of the one-sample lower bound, we
have

E[D(ﬂna ﬂ;)2] = E[D(ﬂna ,aln)Q]

>E [Agin(S5 ) inf
~ I ( Mn) lr(ljd

Wa (fin, Ugjil,)?
vt 2(f1 ﬁﬂn)]

28 Phuin(Z5,) inf | Walio, Usi)?| — 281, ]

Mz(li)‘

> (24 i 1 22X, X | —
—E _Amln(xltn)E Ué%f(d)wl(:unaUﬁ/u’n) ’le 7X :|:| 2

To justify the third step above, observe that

’Amin<2ﬂn) - Amin(zﬂn)‘ < |Sl|1p1 ﬂn“” : x‘z — v (2~ j;)‘2| < 3[|7, 1],

loll=

11



and

inf Wo(fin, Ugfin)? — _inf  Wa(i,, Uyfil,)?

UeO(d) UeO(d)
< sup |W2(ﬂn7Uﬂﬁ;z)2 - W2(ﬂm Uﬁﬂ%)gl
Uco(d)
= sup (WZ(ﬂnv Uﬁﬁ;) + Wa(fin, Uﬁﬂ;z)) |W2(/1m Uﬁﬂ;z) = Wa(fin, Uﬁﬂ;)‘
Uco(d)
< US%F()d) (W2 (fin; Uﬁﬂ;) + Wa(fin, Uﬁﬂ;z)) (W2 (fns fin) +Wa (Uﬁ/l;w Uﬂﬂ;))
€

< 6(Wa(fin, fin) + Wa(f,, fir,))
< 6([|Znll + 27,11

Together, these imply the desired bound as infyeoay Wa(fin, Ugfir,)* < 4, Amin(2z,,) < 1, and

/\min(zﬂn) f Wa (,ana Uﬁﬂ;z)Q - /\rnin(zﬂn) é%f(d) Wy (lam Uﬁ,&'[n)Q

in
UeOo(d) U
S P‘min(Eﬂn) - )\min(zﬂn)|

inf  Ws(f,, Ugiil)?
vty 2(fin, Uyfiy,)

+ Ain(Bj,,)

)

inf  Wa(fin, Uil ) —
vl 2(fin, Ugfly,)

inf  Wa(fin, Uil )?
vt 2(fin, Ugfly,)

which validates (19).

C.6 Proof of Lemma A.6

Consider the following decomposition

E| inf Wi(ji,, U
o, Wi, U

=E| inf Wi(,, Upw)— inf E[W;i(4,, U inf E[W;(ii,, U
Lé%(d) 1(n, Ug) = inf  E[Wa( W>1]+Ué%<d> [Wa(fin, Up)]

=F [Ué%f(@ (WG, U) ~ E[Wa qu)])] + pdaf  EWi (i, Upv)]

- _E + inf E[Wi(fin, Ugr)].

UeO(d)

sup (]E[Wl(ﬂmUﬁu)] —Wl(ﬂn,Uﬁu)>
Ueo(d)

Denoting Ry = E[W1 (fin,, Ugv)| — Wi (fin, Uyr), we proceed to upper bound E[supy Ru]. Note
that | Ry — Rv| < 2W;(Uyv, Vyr) < 2||U — V||op, and thus the process { Ru fueco(q) is Lipschitz
in U. We further claim that { Ry }ueco(a) is a sub-Gaussian process. To see, for fixed U € O(d),

define the function wy : (21, , ) € Ba(0,1)" — Wi (n™' 3" | 6,,,Ur) and note that it has
bounded differences:

. /
sup |wU($1,' X1, Ty T 1, Tn) — WU (T, T, T, Tign, ",33n)|
xq,x)

el _2
n n

)

For X1,..., X, ii.d. from p (for which spt(u) C Bg(0, 1) by assumption), McDiarmid’s inequality
now yields

P(|wu(Xi, ..., Xp) = Blwy(Xy,..., X,)]| > 1) < 27072,

Observing that Ry = Elwy (X, ..., X,)] — wu(Xy,...,X,), by equivalence between defini-
tions of sub-Gaussianity, we further obtain E[eSRU] < es’o?/ 2, for all s, where o = % Thus,

{Ru}ueo(a) is indeed sub-Gaussian.

12



Combining Lipschitzness and sub-Gaussianity, we deploy a standard e-net argument. Let {U; }; is
an e-net of O(d) w.r.t. the operator norm. We have

E[supy Ru] < ;gg 2¢+E Lzma.fN RUi}
< inf 2¢ + —w el llop)
log(n)/v/n,
where the last step uses the fact that log (N (O(d), €, || - [lop)) < (c de’l)d2, for a universal constant
c; cf. Lemma 4 from [32]. This concludes the proof. O

D Proof of Proposition 1

As mentioned before, for any o* € §*, we have

1
a* = 3 /xydﬂ*(w,y) € A*,

where 7* is the coupling induced by ¢*, and consequently (a*, 7*) jointly minimize (9). For the first
direction, suppose that A* C {0.5W_,0.5W, } but that there exists & ¢ {id,id} that optimizes (7).
Denoting the corresponding coupling by 7, the above implies that @ = % [zyda(z,y) € A*.
However, by the rearrangement inequality 0.5W_ < a < 0.5W, which is a contradiction. Since the
minimum in (7) is achieved, we conclude that S* C {id, id}.

For the other direction, suppose that S* C {id, id} but that there exists @ € (0.5W_,0.5W_.) with
a € A*. We first argue the f + g is differentiable at a. This follows because ¢ is piecewise linear
and concave, and so for any non-differentiability point ag, the left and right derivatives satisfy
g (ag) > g+ (ao) Since f is smooth, we further obtain (f + g)’_ ( 0) > (f+9) (ao), so ag cannot
be a local minimum. We conclude that f + g is differentiable at @ with (f + g)’ (a) =0.

Having that, let II; C II(p, v) be the argmin set for g(a) and fix 7 € II;. Since (f + g)'(a) = 0,
computing the derivative, we obtain

64a — 32/mydﬁ'(m,y) =0.
Thus, [ zyd7(z,y) = 2a, for every 7 € II;. Now, Since (@, ) minimize (9), consider

S%(u,v) = 32a® + inlg (—da?y® — 32axy)dr(z,y)
wella

_ - ~9 4022 a0
_W%Enl_i 32a +/( 4y 32a33y)d7r(3c,y)

- 7ri€n1'f[.a 8 (/ xydw(x,y))z + / —4z*ydn(z,y) — 16 (/ wydr(z, y)>

2
= i€n1§~/—4x2y2d7r(x,y) -8 (/ xydw(x,y)) .

S*(p,v) = inf /—4x2y2d7r(x,y) -8 (/ ajydw(m,y))z

€M (p,v)

2

Recalling that

by definition (see (5)), we conclude that all elements of II; are minimizers for S?, and hence also
minimizers of D(y, v).

To get a contradiction, recall that [ xyd7(z,y) = 2a, for all 7 € I15. Since a € (0.5W_,0.5W,),

one readily verifies W_ < [zyd#(z,y) < W,. However, the couplings induced by id and id
achieve exactly W, and W_ for the said integral, and thus they are not contained in II;. Since by

assumption the argmin is S* = {id,id}, we again have a contradiction and @ cannot be optimal
for (9). The infimum must therefore be achieved on the boundary, i.e., A* C {0.5W_,0. 5W+}
which concludes the proof.
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E Generalized Duality

We derive here the generalized dual representation for the GW distance of order (p,q) = (2, 2k),
where k € N. The approach naturally extends to any even p value, but the cost of tedious technical
details, which we prefer to avoid for presentation. Like in Appendix B, we omit dummy variables from
our integral notation, writing [ f(z,y,2’,y")dr @ minstead of [ f(z,y,2',y")dr @ w(z,y, 2", y).
Let (i, ) € Pyg(R%) x Pyi(R%), and expand the distortion cost to obtain

. 2
Daan(u)?=__int [ (|(lelP =22+ )~ (ol =2y -+ Iy 7)) dr @ 7.

Collecting terms that depend only on the marginals into S*(u, ) as before and omitting them for
now, we seek a dual for the optimization problem
Lt [ 2l = 200 PP - 205+ ) dr e

The integrand is a homogeneous polynomial that is symmetric in (z,y) and (z’,y’). Consequently,
there exist polynomials fi, ..., f,, of degree at most 4k, and a symmetric matrix C € R™*™ (whose
entries are denoted by Cj;, for4,j = 1,...,m), such that

inf / (=2(ll=]? = 2z - 2" + /")  (lyl® = 2y - o' + Iy'II)*) dr @ 7

mell(p,v)

—  inf /(—2Hm||2k||y||2k—2Hm’\|2k|\y/\|2k+ > Cijfi(w,y)fj(x’,y’))dﬂm
well(p,v) 1<4,5<m

= _int [ alaP P+ Y 0y [ £ aan [ g

1<i,j<m

Note that m is bounded by the number of monomials of degree at most 4k that can constructed from
entries of z, v, i.e., m = O((d, + d,)**).” By diagonalizing C, we rewrite

Y4

>y [stewar [ neni =3 ([ gi<x,y>dw)2— 3 (/ gi<x,y>dw>2,

1<i,j<m i=1 i=f4+1
(25)

where g; are linear combinations of f;, and £ is the number of positive eigenvalues of C. Notice that
the sum of squares on the RHS above can have positive or negative coefficient, which differs form
the (2, 2) case where only a negative coefficient is present.

Armed with (25), we proceed with the same linearization step from the proof of Theorem 3.1 by
introducing the new auxiliary optimization variables a € R and b € R™~, as follows

inf / (=2(ll=]? = 2 - 2" + [l'I*)* (lyl* — 2y - o' + |1y I1*)*) dm @ 7

well(p,v)
£ 2 m 2
= nt [ alelPan + 30 ([ atwnan) - Y ( [atoin)
mellpy) i=1 i=0+1
4
= inf —4|z||?*||y||** dr + sup <4ai/ i(x,y dﬂ'4af)
ot [t s S (0 f 0o
inf a2y, —dbiy | gi(w,y)d
+Z( b [ ate ”)

=4sup inf —|al*4+ |b?
acRt BERM—E

£ m
+7r€1111bfl V)/ <—||9?|2k|y||2k+zai9i($vy)— > bz’—wi(%y)) dm,

i=1 i=0+1

"In practice, m is often be much smaller, as seen from the example below.
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where the last step follows from Sion’s minimax theorem. The RHS above is the desired dual
representation from (10). Further observe that as | g;d are uniformly bounded for all ¢ and 7, we may
restrict optimization domains for a and b to compact sets. We identify the inner optimization over 7 as
an OT problem with cost ¢, 5 : (2,9) — —||z||?*||y||** + Zle aigi(z,y) — > iy bicegi(z,y),
which is smooth (indeed, a polynomial) but not necessarily convex in z or y. Considering compactly
supported distributions, one may invoke OT duality and establish Lipschitzness of the optimal
potential, although convexity seems challenging to obtain in general. As explain in Section 4, by
following the steps in the proof of Theorem 3.2, this leads to a two-sample empirical convergence
rate of O(n~1/(d=/dy)) We leave further refinements of this rate as well as proofs of lower bounds
for future work.

To illustrate the above procedure, we consider the special case of p = ¢ = 2. This will also show
how the duality formula from (10) reduces back to that from Theorem 3.1, after assuming that the
populations are centered. As above, we start by expanding the (2, 2)-cost and omitting terms that
depend only on the marginals (cf. (11)), to arrive at

inf / 4|2y dr

mell(p,v)

4 (@)l + 1519 + (ol + 1212 0) - 260, 2") /) & 7

= inf —4 2y | a
T A S S

1<i<d,, 1<5<d,

+4 / Yoo w4y + (@F + 2y — 2malyyy) | dr@ T (26)
1<i<dg,1<j<dy

To dlagonahze the second term, consider the set of linearly 1ndependent monomials
{acl,yj,ycly],:cZ Yj» Ti¥j }1<i<d,,1<j<d,» of which there are d, 4 d, + 3d.d, in total (these are
denoted by f; in the general derivation above). For concreteness and simplicity, we henceforth
assume d, = d,, = 1. Define the vector

T
) = (/a:d7r7/yd7r,/xy2d7r,/:c2yd7r,/mydﬂ) ,

and construct coefficient matrix

Q

I
cor oo
o~ococo
coocor
coor~oO
cococo

-2

For instance, we set Cy 3 = 1 since the term [ zdr [ xy?dm, which is the product of v; () and
vs (), appears inside the functional from (26). We may now express

inI%f : —4/3:2y2d7r + 4/ (z2y? + 2’2y + 2?yy + 2y'y — 222’y ) dr @ T
mell(p,v

= inf 74/x2y2d7r+4v(7r)TCv(7r).
mell(p,v)

Diagonalizing C, further yields

oo ([ (o]
_< —?z—k?mQ ) (/ g xydw) —</\/§xyd7r>.
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We proceed by introducing a € R? and b € R, as follows

Gli_[I%f : —4/x2y2d7r + 4/ (z2y? + 2’2y + 2Pyy + 2y'y — 222’y ) dr @ 7
™ TR

= inf —4/x2y2d7r + (/ V2 + \/ﬁxy2d7r>2 + (/ V2y + \/§x2ydw)2

mell(p,v)

([ v ﬁxy%lw)z ([ ~vaus \/§x2ydﬁ)2 (/ mxydwf

= inf —4/x2y2d7r
mell(p,v)

+ sup 4a; / (\/im + \@mﬁ) dm — 4a% + 4a2/ (\/§y + \/§m2y> dm — 4a§

acR?

+ inf 457 — by / (—\@x + \@x;ﬂ) dm + 462 — 4by / (—\@y + \@z2y) dr
S
+ 4b2 — 4b3 / 2/ 2xydn

=4 sup inf —|al|® +|[b]>+ inf /ca x,y)dm,
sup int —fall [+t f oo )in

)

where the cost function is

cap(r,y) = —2%Y? + V2012 + V2a12y* + V2a2y + V2as2%y + V2bix — V2bi2y?
+ V2o — V2box?y — 2/ 2b3y.

Lastly, notice that if u, v are centered, then

v(m)TCu(m) = —2 (/ xydﬂ>27

which immediately recovers the dual form from Theorem 3.1, where the OT cost function is
ca(z,y) = —4a’y* — 32A, 1zy. The cost ¢, that arises from the general derivation is evi-
dently more complex and comprises additional mixed terms (of order 3). This makes it harder to
analyze, e.g., it is unclear whether c, ; is marginally convex/concave in each argument. Consequently,
this approach may not lead to the same regularity profile for dual potentials as we have in Lemma A.3,
which, in turn, may result in suboptimal empirical convergence rates.
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