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Abstract

Meta-reviewing is a pivotal stage in the peer-001
review process, serving as the final step in deter-002
mining whether a paper is recommended for ac-003
ceptance. Prior research on meta-reviewing has004
treated this as a summarization problem over005
review reports. However, complementary to006
this perspective, meta-reviewing is a decision-007
making process that requires weighing reviewer008
arguments and placing them within a broader009
context. Prior research has demonstrated that010
decision-makers can be effectively assisted in011
such scenarios via dialogue agents. In line012
with this framing, we explore the practical chal-013
lenges for realizing dialog agents that can ef-014
fectively assist meta-reviewers. Concretely, we015
first address the issue of data scarcity for train-016
ing dialogue agents by generating synthetic017
data using Large Language Models (LLMs)018
based on a self-refinement strategy to improve019
the relevance of these dialogues to expert do-020
mains. Our experiments demonstrate that021
this method produces higher-quality synthetic022
data and can serve as a valuable resource to-023
wards training meta-reviewing assistants. Sub-024
sequently, we utilize this data to train dialogue025
agents tailored for meta-reviewing and find026
that these agents outperform off-the-shelf LLM-027
based assistants for this task. Finally, we apply028
our agents in real-world meta-reviewing scenar-029
ios and confirm their effectiveness in enhancing030
the efficiency of meta-reviewing.031

1 Introduction032

Peer review is the cornerstone of academic qual-033

ity control across all scientific disciplines (Ware034

and Mabe, 2009). In a typical peer review process,035

a group of experts (the reviewers) assesseses the036

paper at hand, summarizes their opinion in writ-037

ten reports (the reviews), and then a meta-reviewer038

weighs the presented arguments to decide to accept039

or reject the paper for publication resulting in a040

meta-review report. This task requires significant041

effort and expertise by the meta-reviewer, as they042

Do the other reviewers consider 
these issues as important?

Reviewer 3 mentions the issues but 
only lists them as minor concerns.  [...]

Do the reviewers disagree on 
strengths of the paper?

Reviews 1 and 2 both assess the 
method; reviewer 1 considers it 
well-designed, but reviewer 2 sees 
issues. The issues [...].

W
eight 

argum
ents

Correlate opinions

Figure 1: Illustration of the process of meta-reviewing
as a dialogue. Dialogues include requests to summarize
opinions, weight arguments, and contextualize them.

need to match arguments, weigh different opinions, 043

and contextualize the reviews within the broader 044

scientific field. The growing load of research out- 045

put (Chen et al., 2022; Krenn et al., 2023) puts 046

an additional strain on meta-reviewers requiring to 047

arrive at reliable decisions quickly. While the as- 048

sistance of reviewers through means of natural lan- 049

guage processing (NLP) has received considerable 050

attention (e.g., Dycke et al., 2023; Kuznetsov et al., 051

2024), so far, the support for the decision-making 052

process of meta-reviewers is under-investigated de- 053

spite the apparent practical needs. 054

Meta-reviewing has traditionally been framed as 055

a multi-document summarization task (Shen et al., 056

2022; Li et al., 2023a; Zeng et al., 2023), aimed at 057

generating meta-review reports by condensing the 058

underlying reviews. While these summarization 059

methods can aid meta-reviewers by simplifying the 060

writing process, they often fall short of directly 061

supporting decision-making. A more application- 062

driven and human-centered approach to decision- 063

making remains an important gap. 064

This paper advocates a new angle on assisting 065

meta-reviewers that focuses on supporting the un- 066

derlying decision-making process to address these 067

needs. For human decision-making and informa- 068
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tion assimilation over source materials, dialogue069

assistance has proven effective in many domains070

(Lever and Sénéchal, 2011; Golinkoff et al., 2019).071

Following up on a recent proposal by Balke et al.072

(2023), we explore the practical implications of073

developing a dialogue agent that assists the meta-074

reviewer during their step-wise decision-making075

process by collaboratively reflecting on the under-076

lying peer reviews. Figure 1 illustrates an exam-077

ple of such a dialogue. Ultimately, we investigate078

the following research questions. (RQ1) What079

requirements does the meta-reviewing domain080

pose on a dialogue agent? (RQ2) How can we081

develop such a dialogue agent to account for082

these requirements? (RQ3) Is a dialogue agent083

practically useful during meta-reviewing?084

Developing a meta-reviewing decision-making085

dialogue assistant presents unique challenges. Un-086

like prior work in other domains on general top-087

ics (Wang et al., 2019; Farag et al., 2022), a meta-088

reviewing dialogue agent must engage with highly089

technical topics and ensure its responses are strictly090

grounded in the underlying reviews. As shown in091

our experiments in Section 3, off-the-shelf Large092

Language Models (LLMs) are inadequate for this093

task, as they fail to meet both these requirements.094

To bridge this gap, dedicated fine-tuning is cru-095

cial to tailor the models for technical grounding096

and decision-making tasks. Additionally, nuanced097

evaluation methods are required to ensure their re-098

liability. However, fine-tuning and evaluating such099

agents is costly, as it demands significant effort to100

generate high-quality human dialogue data.101

To address these issues we develop a dedicated102

fine-tuning and evaluation suite for meta-reviewing103

dialogue agents. First, we tackle the lack of training104

data by leveraging LLMs for synthetic data gen-105

eration, which has shown promise across various106

fields (e.g., Møller et al., 2023; Chen et al., 2023a).107

Specifically, we simulate meta-review decision-108

making dialogues with LLMs such as ChatGPT1,109

LLaMa (Touvron et al., 2023), Mistral (Jiang et al.,110

2023), and Mixtral (Jiang et al., 2024). Through111

human and automated evaluations, we find that out-112

of-the-box LLMs generate dialogues that are unspe-113

cific and lack diversity. Therefore, we devise a new114

self-refinement strategy that addresses these chal-115

lenges in the meta-reviewing domain but also show116

its generality for other decision-making domains.117

Afterwards, in Section 4 we utilize the synthetic118

1https://chat.openai.com/

dataset to fine-tune dialogue agents for meta- 119

reviewing assistance and propose an evaluation 120

strategy. Both automatic and human evaluations 121

show that smaller, fine-tuned open-source mod- 122

els outperform larger, closed zero-shot LLMs like 123

ChatGPT in generating relevant and high-quality 124

responses. Finally, in Section 5, we deploy the 125

best-performing dialogue agent within a human 126

user study demonstrating the effectiveness of such 127

a dialogue agent in time-efficient meta-reviewing. 128

Our results show that dialogue agents can effec- 129

tively reduce the meta-reviewing time by almost 130

up to 50%, while enabling the creation of more 131

comprehensive and detailed meta-review reports, 132

compared to when no agent is used. This demon- 133

strates the potential of dialogue agents to signifi- 134

cantly enhance both the quality and efficiency of 135

the meta-reviewing process. 136

In summary, our contributions are three-fold: 137

(1) We present the first study on meta-reviewing as 138

a dialogue to-date and propose extensive measures 139

towards developing dialogue agents for this 140

scenario (RQ1). (2) We address the data scarcity 141

issue for training dialogue agents via synthetic 142

data generation using LLMs. We further propose 143

a self-refinement strategy to enhance the generated 144

dialogues using dialogue quality metrics as feed- 145

back (RQ2). (3) We utilize the synthetically gener- 146

ated data for training dialogue agents tailored to the 147

meta-reviewing scenario and evaluate the utility of 148

these agents in real-world meta-reviewing (RQ3). 149

2 Meta-reviewing as a Dialogue 150

Existing NLP literature treats meta-reviewing ex- 151

clusively as a summarization problem (Shen et al., 152

2022; Li et al., 2023a; Zeng et al., 2023). While 153

meta-reviewing involves summarization steps, it 154

is primarily a decision-making process where the 155

human meta-reviewer has to arrive at an overall 156

recommendation on the paper based on the review 157

reports. This decision-making process requires 158

complex reasoning, including weighing, contextu- 159

alizing, and meta-reasoning on the reviews. For in- 160

stance, meta-reviewers need to adjust for reviewer 161

uncertainty, biases, and review quality or need to 162

consider the related work and state of the field. 163

Summaries can assist in organizing information 164

but may offer limited direct support for decision- 165

making in meta-reviewing. This is because hu- 166

mans can be influenced by readily presented rec- 167

ommendations, a phenomenon known as automa- 168
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tion bias (Goddard et al., 2014; Schemmer et al.,169

2022). In combination with the fact that LLMs170

sporadically introduce biases and errors in the sum-171

maries, this may impact human agency over the pro-172

cess (Donker, 2023; Schintler et al., 2023). More-173

over, current ACL policies discourage the use of174

LLMs as ghostwriters during meta-reviewing.2175

In response to these issues, we propose a new176

human-centered perspective on meta-reviewing as-177

sistance by framing meta-reviewing as a decision-178

making process that benefits from assistance179

through a dialogue agent. This concept has shown180

promise in related domains (Wang et al., 2019;181

Farag et al., 2022) and in a piloting study by Balke182

et al. (2023), who simulate this scenario between183

a human meta-reviewer and a human dialogue as-184

sistant. More formally, we define meta-reviewing185

as a document-grounded decision-making dialogue186

where a dialogue agent provides information on the187

underlying reviews and the meta-reviewer gains188

insights to move closer to their decision with each189

turn of the dialogue. While the agent may occasion-190

ally introduce biases or errors, the meta-reviewer191

can verify the information and enhance their un-192

derstanding through iterative refinement (Ke et al.,193

2024). Specifically, following Balke et al. (2023),194

the dialogue agent should ground their answers195

in the reviews without hallucinating or obfuscat-196

ing information, and its answers should be highly197

technically specific, avoiding generic and unrelated198

statements. We refer to these two desiderata as199

GROUNDEDNESS and SPECIFICITY.200

Our experiments in Section §3 demonstrate201

the difficulty of this task. Out-of-the-box LLMs202

generate answers that fail on both dimensions203

(GROUNDEDNESS and SPECIFICITY). Thus,204

dedicated fine-tuning and nuanced evaluation205

of these agents are essential. However, data for206

training and evaluating such agents is costly as207

human experts, and considerable effort is required208

to generate human-to-human example dialogues as209

proposed in Balke et al. (2023). We explore these210

challenges in the remainder of this work.211

3 Synthetic Data Generation for212

Fine-tuning Meta-review Dialogue213

Agents214

Developing effective meta-reviewing dialogue215

agents necessitates dedicated fine-tuning, as216

off-the-shelf LLMs fall short of this specialized217

2https://2023.aclweb.org/blog/review-acl23/

task (cf. Sec §4). This fine-tuning process relies 218

on high-quality training data tailored to meta- 219

reviewing assistance. However, obtaining expert 220

annotators and producing human gold data is 221

resource-intensive since crowd-sourcing is not a vi- 222

able option (Stasaski et al., 2020). To address these 223

limitations, leveraging LLMs to generate synthetic 224

data has become a widely adopted approach in 225

expert-driven domains such as education (Macina 226

et al., 2023) and biomedicine (Smolyak et al., 227

2024). Following this trend, we employ LLMs to 228

synthetically generate a dataset of meta-reviewing 229

dialogues, building on their proven utility in 230

various tasks (Møller et al., 2023; Chen et al., 231

2023a). However, meta-reviewing dialogues are 232

particularly challenging to synthesize, as they need 233

to account for the previously mentioned desiderata 234

of GROUNDEDNESS and SPECIFICITY. Our initial 235

experiments show that out-of-the-box LLMs fail to 236

generate dialogues that meet these criteria. To over- 237

come this, we implement a self-refinement-based 238

approach for data generation. In the following, we 239

present our data generation approach (§3.1), assess 240

dataset quality (§3.3), fine-tune models (§4), and 241

conduct a within-subject evaluation (§5). 242

3.1 Approach 243

We propose ReMuSE (Reward-based Multi- 244

aspect Self-Editing) based on the self-refinement 245

paradigm (Madaan et al., 2023; Chen et al., 2023b). 246

In this paradigm, an LLM M first produces the ini- 247

tial output o. Then, feedback f is obtained on the 248

output via M or other feedback mechanisms. The 249

model M is then prompted to correct the initial 250

output o based on f . All prior approaches (Madaan 251

et al., 2023; Chen et al., 2023b) either improve 252

a single aspect of the output only, or use ground 253

truth in-context exemplars to steer the generations 254

towards a particular format. These factors restrict 255

the diversity of the corrections to a small set of spe- 256

cific changes rather than profound revisions (Wang 257

et al., 2023). However, as our experiments show 258

(cf. Section §3.3), meta-reviewing dialogue gen- 259

eration gains from incorporating multiple aspects 260

during the feedback loop of self-refinement. In 261

this work, we thus propose a zero-shot edit strategy 262

that makes use of scoring functions to calculate 263

dialogue quality metrics. These rewards are used 264

as feedback to improve the initial output across 265

multiple dimensions. 266

ReMuSE generates dialogues based on a knowl- 267

edge source, e.g. the collection of reviews. Given a 268
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knowledge source K and an LLM M ReMuSE op-269

erates in four steps (cf. Figure 3 in Appendix §A.1):270

I. Initial Dialogue Generation We prompt M271

with knowledge source K to generate an initial272

dialogue D in a zero-shot fashion.273

II. Evaluation The generated dialogue is then eval-274

uated to obtain rewards using an evaluator. The275

evaluator consists of various scoring functions. For276

example, one of the functions in our experiment277

calculates the token overlap-based groundedness278

score of utterance, u with respect to K. These re-279

wards are concatenated to every utterance of D,280

producing the reward-augmented dialogue D′.3281

III. Feedback D′ and K are fed into M to obtain282

natural language feedback F on improving the re-283

wards. Following Madaan et al. (2023), we use284

the phrase ‘actionable feedback’ in the prompt to285

obtain a concrete plan to improve the scores.286

IV. Refinement Finally, we feed the knowledge287

K, the feedback F , and the initial dialogue D to288

M. The model is prompted to refine the dialogues289

based on the feedback provided.290

3.2 Dataset Generation291

We generate a dataset of meta-reviewing dialogues292

for fine-tuning dialogue agents. For this purpose,293

we test several models and perform automated and294

human evaluations to select the best configuration.295

Models We use various instruction following mod-296

els namely, GPT 3.5 (dubbed ‘ChatGPT’), LlaMa-2297

13B (Touvron et al., 2023), Mistral 7B (Jiang et al.,298

2023), and Mixtral (Jiang et al., 2024).4299

Prompts ReMuSE relies on three prompt templates300

for the initial dialogue generation (I.), feedback301

(III.), and refinement (IV.) step. The prompts in-302

volve a step-specific instruction and include the303

knowledge source, i.e. the reviews for a paper, the304

paper’s title and its publication type (long or short305

paper). We test multiple variations of the prompts306

for the initial dialogue generation step to account307

for model sensitivity.5.308

Underlying Data To generate a dialogue, ReMuSE309

receives a paper and its reviews as the input. As310

a basis to generate a dataset, we rely on the OR-311

SUM (Zeng et al., 2023) dataset consisting of re-312

views and meta-reviews for papers from 39 confer-313

ences collected using OpenReview.6 We sample314

3The evaluator is completely independent of M.
4More details about the models in Appendix §A.2.
5The prompts and further details are in Appendix §A.5
6There are no explicit licenses attached to OpenReview

papers with exactly three reviews to fit most LLMs’ 315

context windows resulting in 3064 dialogues. 316

Reward Metrics We employ three metrics as 317

feedback rewards to reflect the SPECIFICITY and 318

GROUNDEDNESS of the initially generated dia- 319

logues. Knowledge Precision (K-Prec) (Adlakha 320

et al., 2023) is a faithfulness metric that measures 321

the proportion of tokens that overlap between the 322

utterance u and the knowledge source K. Q2- 323

score (Honovich et al., 2021) measures faithful- 324

ness of the utterance using question generation, 325

answer generation, and natural language inference 326

(NLI) methods. We use the pre-trained T5 (Raffel 327

et al., 2020) and ALBERT-Large models (Lan et al., 328

2020) for question and answer generation respec- 329

tively. For NLI, we use the pre-trained DeBERTa- 330

Large-MNLI model (He et al., 2021). These two 331

metrics are intended to reflect the GROUNDEDNESS 332

of the dialogues. Specificity (Li and Nenkova, 333

2015) scores sentences based on the details con- 334

veyed. We make use of the pre-trained Specifiteller 335

(Li and Nenkova, 2015) to score each utterance. 336

Resulting Datasets Using each LLM, we generate 337

synthetic dialogues. Due to the associated API 338

costs for using closed LLMs, we follow previous 339

works (Bian et al., 2024; Chen et al., 2024) that 340

rely on a lower number of examples (e.g., 100) for 341

evaluation. Consequently, we sample 200 exam- 342

ples to analyze the performance of ReMuSE and 343

publicly release 3064 meta-reviewing dialogues 344

generated with the best ReMuSE configuration. 345

3.3 Dataset Evaluation 346

We discuss various dialogue quality metrics 347

employed in automated and human evaluation 348

reflecting the desiderata for GROUNDEDNESS 349

and SPECIFICITY. We compare the synthetically 350

generated dialogues to a human-generated dia- 351

logue dataset that we use as evaluation data for 352

comparison along the various evaluation setups. 353

3.3.1 Human Dialogue Dataset 354

We compare our synthetically generated dialogues 355

with real human meta-reviewing decision-making 356

dialogues using the Dagstuhl dataset (Balke 357

et al., 2023). In this dataset, senior and junior 358

scientists acted as meta-reviewers and assistants, 359

respectively, in a wizard-of-oz setup, where the 360

meta-reviewers used dialogue agents to gather 361

for third-party data processing. We use the dataset from the
author’s publicly available codebase.
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Model Rwd. K-Prec Q2-F1 Q2-NL Spec.
ChatGPT - 0.39.01 0.15.01 0.15.01 0.45.13
LLaMa - 0.37.01 0.15.13 0.16.01 0.46.01
Mistral - 0.38.01 0.15.02 0.16.01 0.41.02
Mixtral - 0.38.01 0.17.01 0.19.02 0.42.02
ChatGPT ReMuSE 0.74.12 0.22.02 0.23.18 0.63.02
LLaMa ReMuSE 0.74.02 0.23.02 0.24.02 0.63.02
Mistral ReMuSE 0.76.01 0.30.02 0.33.02 0.65.22
Mixtral ReMuSE 0.78.01 0.32.01 0.34.02 0.72.02

Table 1: Performance of LLMs before and after incor-
porating ReMuSE in terms of K-Precision (K-Prec),
Q2-F1, Q2-NLI and Specificity (Spec). We average
over three prompts and report the standard deviation.

information and decide on paper acceptance. The362

dataset is private and consists of 16 dialogues363

corresponding to 4 research papers.7364

3.3.2 Automatic Evaluation365

Setup We employ three measures (K-Prec, Q2-366

score, specificity), which we compute automati-367

cally given the knowledge source K, and a dialogue368

utterance u , part of the generated dialog. These369

metrics are also employed as rewards within Re-370

MuSE. The evaluation is performed on an utter-371

ance level. The intuition behind using the same372

measures for automated evaluation and for refine-373

ment is to understand whether ReMuSE can, in374

fact, guide the LLMs towards better generations re-375

flected in exactly these dimensions we optimize for.376

We complement the automatic evaluation with our377

human evaluation to verify the improved quality.378

For the final evaluation, we compute the K-Prec379

and Q2-scores only over the dialogue agent’s utter-380

ances since we require only the dialogue agent to381

be faithful. The meta-reviewer (as an information382

seeker) need not fulfill such criteria since they can383

bring up new facts independent of the knowledge384

source at any point in time (Dziri et al., 2022). Nev-385

ertheless, all the utterances for the meta-reviewing386

dialogues are supposed to be highly specific. This387

stems from our observation that 65.24% utterances388

in the human dataset (cf. §3.2) have a score of 0.5389

or above, indicating a significant presence of tech-390

nical details. Hence, we measure the Specificity391

score over all utterances.392

Overall results and comparison to human di-393

alogues We start by comparing the performance394

for LLMs before and after incorporating ReMuSE395

(with all three rewards) in Table 1. We observe396

that ReMuSE consistently improves performances397

for all models across all dimensions, with Mixtral398

performing the best. We obtain maximum gains for399

7Additional details about the dataset is in Appendix §A.3
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Figure 2: Comparison of utterances in human and syn-
thetically generated dialogues in terms of (a) Token
Distribution, (b) Specificity, (c) Q2 F1, and (d) K-Prec.

the ‘K-Prec’ scores; for instance, Mixtral ReMuSE 400

shows an improvement of 105% over its baseline 401

performance. We achieve massive improvements 402

in the Q2-F1 and Q2-NLI scores (∼ 88% and 79% 403

respectively for Mixtral). We also attain substantial 404

improvement in specificity (∼ 72% for Mixtral).89 405

In order to compare human vs synthetic di- 406

alogues, we analyze K-Prec, Q2, and Speci- 407

ficity scores for all utterances in human and syn- 408

thetic meta-reviewing dialogue datasets, along with 409

{2,3,4}-gram token diversities ({n}-gram vocabu- 410

lary size) for meta-reviewer utterances in Fig 2. 411

LLM-based dialogue agents outperform humans 412

in Q2 and K-Prec scores (cf. Figures 2c and 2d), 413

demonstrating superior groundedness to the knowl- 414

edge source. Human meta-reviewers exhibit lower 415

groundedness, possibly due to off-topic divergence: 416

for instance, in one of the dialogues, the meta- 417

reviewer discusses datasets available for a related 418

task not mentioned in the reviews. Regarding Speci- 419

ficity (Fig 2b), LLM-based agents perform compa- 420

rable to humans, indicating their feasibility as meta- 421

reviewing assistants. However, a significant gap ex- 422

ists between real and LLM meta-reviewers in terms 423

of token diversity and specificity (cf. Fig 2a and 424

2b), suggesting LLMs still lack the expert knowl- 425

edge for simulating real-world meta-reviewers. 426

3.3.3 Human Evaluation 427

Setup Since using identical metrics for rewards 428

and automated evaluation can be questioned for 429

coincidental correlation, we further run a human 430

evaluation. Following (Dziri et al., 2022; Wu et al., 431

2022b), we let humans evaluate the generated 432

dialogs according to the following criteria: 433

8Table 5 in the Appendix shows the results for all models.
9Ablation study in §A.8 and cross-domain analysis in §A.7
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Mode Models Coop. Coh. Eng. Plau.

Pre-
Refine.

ChatGPT 2.78 2.82 2.83 2.24
LLaMa 2.67 2.22 2.23 2.56
Mistral 2.48 2.31 2.30 2.27
Mixtral 2.48 2.32 2.38 2.56

Post-
Refine.

ChatGPT 3.12 3.02 3.02 2.83
LLaMa 3.27 2.59 2.42 3.16
Mistral 3.38 2.71 2.53 3.63
Mixtral 3.48 2.87 2.96 3.69

Table 2: Human Evaluation of the generated dialogues
before and after-refinement across different dimensions.
All the scores are on a scale of 1 (worst) −4 (best).

Co-operativeness evaluates the helpfulness of the434

dialogue agent’s response to the query, Coherence435

specifies consistency of the overall dialogue,436

and Engagingness implies how engagingly the437

dialogue agent takes the discussion forward.438

Moreover, akin to faithfulness discussed before,439

we introduce a Plausibility score to measure the440

groundedness of the dialogue agent’s responses to441

the paper’s reviews. All the dialogues are rated on442

a Likert scale of 1− 4.10443

Overall results and comparison to human444

dialogues Four Ph.D. students with NLP back-445

grounds evaluated 70 dialogues, split between446

baseline LLMs (pre-refinement) and ReMuSE447

(post-refinement), using human evaluation metrics448

on a 1-4 Likert scale. Krippendorff’s α for449

10 dialogues showed substantial agreement:450

co-operativeness (0.78), coherence (0.70), en-451

gagingness (0.75), and plausibility (0.82). We452

observe that post-refinement, all models improved,453

with Mixtral excelling in co-operativeness and454

plausibility consistent with the automated eval-455

uation. However, ChatGPT excels in coherence456

and engagingness likely due to its reported use457

of convincing language in responses (Lozić and458

Štular, 2023). We further conducted correlation459

analysis (cf. Fig 10, Appendix §A.17) of the460

automated and human evaluation metrics which461

revealed strong alignment between the metrics with462

similar objective (e.g., K-Prec and Plausibility),463

validating our evaluation approach.464

Three Ph.D. students with an NLP background465

assessed the synthetic and human-generated di-466

alogues on a Likert scale of 1 − 4 as detailed467

in Sec §3.3.3. Kripendorff’s α values for co-468

operativeness, coherence, engagingness, and plau-469

sibility were 0.68, 0.69, 0.70, and 0.74 respectively.470

Table 3 presents the resulting ratings. The synthetic471

dialogues were rated higher for co-operativeness,472

plausibility and, coherence. The lower ratings for473

10The instructions to the annotators are in Appendix §A.14

Setup Coop. Coh. Eng. Plau.
Dagstuhl 3.50 3.10 3.10 2.95
ReMuSE 3.52 3.86 3.00 3.10

Table 3: Human evaluation of dialogues from the human
dialogue dataset (Dagstuhl) and our proposed ReMuSE.
The evaluation scale ranges from 1 (worst) - 4 (best).

the human dataset may be due to the setup where 474

humans acted as dialogue agents, occasionally re- 475

sulting in off-topic responses. For instance, in one 476

of the dialogues, the dialogue agent discusses how 477

the task in discussion is not equivalent to another 478

task in the same domain, which is not grounded in 479

the provided reviews. We also found occasional 480

grammatical errors that may have also resulted in 481

lower coherence scores, a common finding in pre- 482

vious works (e.g., Wu et al., 2022b). However, 483

human dialogues were rated higher for engaging- 484

ness due to the diverse meta-reviewer questions 485

leading to longer and more detailed responses. 486

To reiterate, we evaluate the generated dialogues 487

using automated and human assessments for 488

different purposes. Automated metrics measure 489

GROUNDEDNESS and SPECIFICITY against the 490

knowledge source, while human evaluation focuses 491

on flow and naturalness. Our results show that 492

LLM-generated dialogues are promising for devel- 493

oping meta-reviewing assistants with high faith- 494

fulness and specificity. However, simulating meta- 495

reviewer utterances remains difficult due to low 496

token diversity, indicating room for future work. In 497

Section §4, we discuss how finetuning can improve 498

dialogue agents to address these limitations. 499

4 Dialogue Agents for Meta-Reviewing 500

Assistance 501

With the synthetically generated dataset for the 502

best-performing ReMuSE configuration, we now 503

shift our focus to the task of finetuning dialogue 504

agents for meta-reviewing assistance.11 505

4.1 Experimental Setup 506

Task Given a knowledge source K and a dialogue 507

history [u1, u2, . . . , ut], the task is to generate a 508

response ut+1 grounded in K. The title and reviews 509

for every paper serve as the knowledge source. 510

Data We split the 3064 meta-reviewing dialogues 511

in our dataset into 60% for training, 20% for vali- 512

dation, and 20% for testing respectively. 513

Models Following Daheim et al. (2023), we select 514

Flan-T5 (Longpre et al., 2023) (xl), T5 (Raffel et al., 515

11Analysis of the synthetic dataset is in §A.12 and §A.13.

6



Models Fl. Rel. Faith. Obj. Help.
OPT 3.82 3.84 4.04 4.06 4.21
T5 3.91 3.98 4.12 4.21 4.32
Flan-T5 4.21 4.18 4.58 4.62 4.71
ChatGPT 3.84 3.82 3.28 3.91 3.85

Table 4: Human evaluation of model responses on Flu-
ency (Fl.), Relevance (Rel.), Faithfulness (Faith.), Ob-
jectivity (Obj.), and Helpfulness (Help.) scored from 1
(worst) to 5 (best).

2020) (3B), and OPT (Zhang et al., 2022) (2.7B)516

for experiments. For further comparison, we also517

prompt ChatGPT in a 0-shot setup.12518

Hyperparameters All models are fine-tuned for519

10 epochs. We perform a grid search on learning520

rates {1e−4, 3e−4, 5e−5, 6e−5} and select the521

best model based on the validation set performance.522

The results are averaged over 3 random seeds.523

Evaluation Setup Following Dziri et al.524

(2022) and Daheim et al. (2023), we employ525

automated metrics to measure the similarity526

of the response with the ground truth using527

SacreBLEU (Post, 2018) and BERTScore (Zhang528

et al., 2020).13 We also report K-Prec and Q2529

scores to measure faithfulness to K. Additionally,530

following Rashkin et al. (2021), we conduct531

human evaluation of the responses based on532

fluency (language proficiency), relevance (reply533

appropriateness), faithfulness (groundedness to K),534

and objectivity (factual answers instead of personal535

opinions). Moreover, we introduce a helpfulness536

score to measure the usefulness of the response537

towards the overall decision making. The human538

evaluation aspects are rated on a scale of 1− 5.539

4.2 Results and Discussion540

Automated Evaluation We report the perfor-541

mances of all the models in Table 10 of Ap-542

pendix §A.9. Flan-T5 has superior performance on543

response generation (with the highest K-Prec, 68.2)544

across the board, which is in line with previous545

work (Daheim et al., 2023). However, ChatGPT546

lags behind the other models (K-Prec, 42.1) justi-547

fying the need for high-quality training data.548

Human Evaluation Following Santu et al. (2024),549

we evaluate dialogue agents on their ability to550

assist meta-reviewers by assessing responses to key551

queries on contributions, strengths, weaknesses, im-552

provement areas, and literature review. Two senior553

NLP Ph.D. students with over three years of review-554

12We use huggingface transformers (Wolf et al., 2020) for
all transformer experiments and Azure OpenAI for ChatGPT.

13We use the DeBERTa-Large-MNLI checkpoint.

ing experience rate 60 responses per model on a 555

Likert scale (1–5).14 Krippendorff’s α for fluency, 556

relevance, faithfulness, objectivity, and helpfulness 557

are 0.52, 0.62, 0.68, 0.65, and 0.71, respectively. 558

As shown in Table 4, we find Flan-T5 scores the 559

highest across all measures aligning with the au- 560

tomated evaluations (cf. Table 10, Appendix §A.9) 561

with ChatGPT scoring the lowest in terms of 562

faithfulness and objectivity. We further observe 563

a strong correlation between helpfulness, faithful- 564

ness, and objectivity (cf. Fig 8, Appendix §A.9.1), 565

which explains the lower helpfulness score of 566

ChatGPT. These findings further validate the high 567

quality of our synthetically generated training data. 568

5 Deploying Meta-Reviewing Dialogue 569

Agents: A Within-subject Study 570

We analyze the trained dialogue agent’s effective- 571

ness in real-world meta-reviewing, focusing on 572

time and meta-review quality. 573

Setup We conduct a within-subject controlled 574

experiment where participants write meta-reviews 575

either independently or with dialogue agent assis- 576

tance.15 Ten Ph.D. students with peer-reviewing 577

experience evaluate three papers each under 578

both conditions (30 papers total).16 We assess 579

meta-review quality using (i) Content Relevance 580

(importance of review aspects, rated 1-4), (ii) Deci- 581

sion Correctness (alignment with the gold decision, 582

binary 0/1), and (iii) Coverage (aspect diversity, 583

rated 1-4), following Shen et al. (2022). 584

Results We show the results for this experiment in 585

Table 12 in Appendix A.18. Meta-reviews written 586

using the dialogue agent score higher on Content 587

Relevance (3.87 vs. 3.42) and Coverage (3.76 vs. 588

3.21). However, decision Correctness is closer to 589

the original data without the agent (0.72 vs. 0.60) 590

that aligns with the varying individual decision- 591

making patterns, which we also observed in the 592

Dagstuhl dataset (cf. Fig 4 of Appendix §A.3), 593

where only one paper had a unanimous decision. 594

Interaction with the dialogue agent averaged 20 595

minutes, compared to 35 minutes for reading the 596

reviews. Overall, using dialogue agents can almost 597

halve the time needed for meta-reviewing while 598

preserving the autonomy of the meta-reviewer. 599

We further analyze the decision-making 600

dynamics for the easy-to-decide papers (ac- 601

14Instructions in Appendix §A.15
15The interaction interface is in Fig 7, Appendix §A.18
16The participant details is in Appendix §A.16
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cepted/rejected) and the hard-to-decide (on the602

borderline). Among 30 papers, 15 were borderline603

(avg. scores 5–6), 7 accepted (≥7), and 8 rejected604

(≤4). Borderline cases led to the longest dialogues605

(12.2 turns), followed by accepted (8.3) and606

rejected (6.12), as they required more discussion607

to reconcile reviewer opinions. We performed a608

manual analysis of the meta-reviewer questions609

and found that accepted/rejected papers focused on610

strengths, weaknesses, and literature review, while611

borderline cases included inquiries on reviewer612

scores and confidence. Additionally, for borderline613

papers, meta-reviewers occasionally sought the614

dialogue agent’s opinion for decision-making, but615

the agent, as designed, declined to provide final rec-616

ommendations. For clearly accepted and rejected617

papers, our decisions align closely with the ground618

truth. However, for borderline cases, we observe619

a diverse range of outcomes, with an almost equal620

distribution of accept and reject decisions. This621

variability is expected, as decisions for borderline622

papers are influenced by factors such as track accep-623

tance rates and similar considerations. This further624

justifies the lower decision correctness score while625

using a dialogue agent as discussed previously.626

6 Related Work627

Meta-Review Generation Meta-reviewing is com-628

monly framed as multi-document summarization629

on the reviews. Wu et al. (2022a) treat reviews, au-630

thor responses, and reviewer discussions as an argu-631

mentative graph to generate comprehensive meta-632

reviews. Li et al. (2023a) encode entire reviewer633

conversation threads using a multi-task approach634

to meta-review generation. Shen et al. (2022) in-635

troduce control codes for generating diverse meta-636

reviews. Zeng et al. (2023) use LLMs in a self-637

refinement paradigm based on task-specific check-638

lists. Recently, Santu et al. (2024) analyzed the639

performance of LLMs for generating various meta-640

reviewing aspects using a prompting taxonomy. In641

this work, we redefine meta-reviewing as a dia-642

logue to aid meta-reviewers in analyzing the re-643

views for effective decision making rather than au-644

tomatically generating the final text – this way, we645

respect and acknowledge the scientific autonomy646

of the meta-reviewers as discussed in Section §2.647

AI-assisted decision making In this work, we648

frame meta-reviewing as a decision-making pro-649

cess. The role of AI in supporting human decisions650

has expanded across fields like finance, law, and651

technology (Lee et al., 2020; Lai et al., 2023), fol- 652

lowing the collaborative decision-making paradigm 653

(Leitão et al., 2022; Lin et al., 2023). While Lin 654

et al. (2023) explore reward-based models with 655

fixed solutions, we focus on meta-reviewing, where 656

no single best solution exists, and decisions depend 657

on the meta-reviewer’s expertise. 658

Synthetic Dialogue Generation We employ 659

synthetically generated dialogues to finetune di- 660

alogue agents for assisting meta-reviewers. These 661

dialogues are knowledge-intensive and require 662

utterances to be anchored in the underlying doc- 663

uments (reviews). Prior studies highlight the issue 664

of limited training data in this context, leading to 665

approaches for synthetic data generation (Wu et al., 666

2022b; Dai et al., 2022; Bao et al., 2023). These ef- 667

forts have mainly explored fine-tuning for dialogue 668

generation on structured knowledge sources. In 669

contrast, we harness the potential of LLMs as cost- 670

effective data curators for knowledge-intensive 671

dialogue generation. Though there have been stud- 672

ies prompting LLMs for related purposes (Møller 673

et al., 2023; Chen et al., 2023a), we are the first 674

to explore the generation of full-length knowledge- 675

grounded decision making dialogues. This framing 676

introduces multiple additional constraints on the 677

quality of the output, like high faithfulness and 678

technicality of the utterances. Instead of improving 679

a single constraint only or assuming the availability 680

of ground truth feedback (Chen et al., 2023b; Xu 681

et al., 2024), we fulfill our requirements through 682

a novel zero-shot self-refinement strategy (Madaan 683

et al., 2023), which enhances the generations in 684

multiple measurable aspects. 685

7 Conclusion 686

In this work, we explored the potential of dialogue 687

agents to assist meta-reviewers in the decision- 688

making process, offering an alternative to tradi- 689

tional summarization approaches. We addressed 690

the data scarcity challenge with a self-refinement 691

method for generating diverse, faithful decision- 692

making dialogues using LLMs. We found that 693

models fine-tuned on our data significantly out- 694

performed their zero-shot counterparts. Using a 695

controlled experiment, we demonstrated that dia- 696

logue agents reduced the meta-reviewing time by 697

almost half while maintaining reviewer autonomy. 698

Our findings highlight the potential of AI-driven 699

tools to improve peer-reviewing efficiency and en- 700

courage further research in this area. 701
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Limitations702

In this work, we propose a new perspective to-703

wards meta-reviewing and propose a novel method704

along with a dataset to assist meta-reviewers and705

other decision-makers in relevant domains, how-706

ever, our work comes with several limitations.707

Firstly, we make use of various closed and open-708

source Large language models that are the de-facto709

standards for dialogue generation. Unfortunately,710

these models have frequently been censured for711

generating harmful and biased content. In this712

work, we do not account for any such biases such713

as socio-demographics, due to the impartial nature714

of the considered decision making domains. Sec-715

ondly, we do not account for bias in the Knowledge716

sources, such as reviews of the paper, which may717

also contain subjective content sometimes. Our718

work revolves around the development of faithful719

and diverse dialogues, and hence, we consider it as720

future work to delve into the biases of the different721

components in our dataset generation pipeline. Our722

study focuses on reviews written in English for AI723

conferences. Future work could explore adapting724

this approach for multilingual contexts and incorpo-725

rating reviews from conferences in other domains,726

such as the humanities. We would further like to727

emphasize that the agent cannot compensate for728

the quality of reviews and we consider this as an729

orthogonal and important line of future work.730

Ethics Statement731

In this work, we provide a detailed study of the732

dialogue generation capabilities of Large language733

models for meta-reviewing. Consequently, this734

work has an ethical dimension since it can be735

perceived as an attempt to replace human meta-736

reviewers with LLMs. We would like to empha-737

size that we solely focus on assisting the meta-738

reviewers in decision making using dialogue agents739

rather than providing them with any subjective740

opinions. Unlike previous work, we do not attempt741

in any way to generate meta-reviews and strongly742

believe that such a task is a ‘Human-In-The-Loop’743

process which requires highly skilled researchers744

(meta-reviewers) operating as humans to make the745

loop effective.746

References747

Vaibhav Adlakha, Parishad BehnamGhader, Xing Han748
Lu, Nicholas Meade, and Siva Reddy. 2023. Eval-749

uating correctness and faithfulness of instruction- 750
following models for question answering. ArXiv 751
preprint, abs/2307.16877. 752

Yuntao Bai, Andy Jones, Kamal Ndousse, Amanda 753
Askell, Anna Chen, Nova DasSarma, Dawn Drain, 754
Stanislav Fort, Deep Ganguli, Tom Henighan, 755
Nicholas Joseph, Saurav Kadavath, Jackson Kernion, 756
Tom Conerly, Sheer El-Showk, Nelson Elhage, Zac 757
Hatfield-Dodds, Danny Hernandez, Tristan Hume, 758
Scott Johnston, Shauna Kravec, Liane Lovitt, Neel 759
Nanda, Catherine Olsson, Dario Amodei, Tom 760
Brown, Jack Clark, Sam McCandlish, Chris Olah, 761
Ben Mann, and Jared Kaplan. 2022. Training a 762
helpful and harmless assistant with reinforcement 763
learning from human feedback. ArXiv preprint, 764
abs/2204.05862. 765

Wolf-Tilo Balke, Andreas Vlachos, Davide Ceolin, Mi- 766
lad Alshomary, Nils Dycke, Sukannya Purkayastha, 767
Iryna Gurevych, Anne Lauscher, and Tilman Beck. 768
2023. 5.4 scholarly argumentation as a community 769
dialogue. Towards a Unified Model of Scholarly Ar- 770
gumentation, page 202. 771

Jianzhu Bao, Rui Wang, Yasheng Wang, Aixin Sun, 772
Yitong Li, Fei Mi, and Ruifeng Xu. 2023. A synthetic 773
data generation framework for grounded dialogues. 774
In Proceedings of the 61st Annual Meeting of the 775
Association for Computational Linguistics (Volume 1: 776
Long Papers), pages 10866–10882, Toronto, Canada. 777
Association for Computational Linguistics. 778

Ning Bian, Xianpei Han, Le Sun, Hongyu Lin, Yaojie 779
Lu, Ben He, Shanshan Jiang, and Bin Dong. 2024. 780
Chatgpt is a knowledgeable but inexperienced solver: 781
An investigation of commonsense problem in large 782
language models. ArXiv preprint, abs/2303.16421. 783

Justin Chih-Yao Chen, Swarnadeep Saha, and Mohit 784
Bansal. 2024. Reconcile: Round-table conference 785
improves reasoning via consensus among diverse 786
llms. ArXiv preprint, abs/2309.13007. 787

Maximillian Chen, Alexandros Papangelis, Chenyang 788
Tao, Seokhwan Kim, Andy Rosenbaum, Yang Liu, 789
Zhou Yu, and Dilek Hakkani-Tur. 2023a. PLACES: 790
Prompting language models for social conversation 791
synthesis. In Findings of the Association for Com- 792
putational Linguistics: EACL 2023, pages 844–868, 793
Dubrovnik, Croatia. Association for Computational 794
Linguistics. 795

Pinzhen Chen, Zhicheng Guo, Barry Haddow, and Ken- 796
neth Heafield. 2023b. Iterative translation refine- 797
ment with large language models. ArXiv preprint, 798
abs/2306.03856. 799

Xieling Chen, Haoran Xie, and Xiaohui Tao. 2022. Vi- 800
sion, status, and research topics of natural language 801
processing. Natural Language Processing Journal, 802
1:100001. 803

Nico Daheim, Nouha Dziri, Mrinmaya Sachan, Iryna 804
Gurevych, and Edoardo M. Ponti. 2023. Elastic 805
weight removal for faithful and abstractive dialogue 806
generation. ArXiv preprint, abs/2303.17574. 807

9

https://arxiv.org/abs/2307.16877
https://arxiv.org/abs/2307.16877
https://arxiv.org/abs/2307.16877
https://arxiv.org/abs/2307.16877
https://arxiv.org/abs/2307.16877
http://arxiv.org/abs/2204.05862
http://arxiv.org/abs/2204.05862
http://arxiv.org/abs/2204.05862
http://arxiv.org/abs/2204.05862
http://arxiv.org/abs/2204.05862
https://doi.org/10.18653/v1/2023.acl-long.608
https://doi.org/10.18653/v1/2023.acl-long.608
https://doi.org/10.18653/v1/2023.acl-long.608
http://arxiv.org/abs/2303.16421
http://arxiv.org/abs/2303.16421
http://arxiv.org/abs/2303.16421
http://arxiv.org/abs/2303.16421
http://arxiv.org/abs/2303.16421
http://arxiv.org/abs/2309.13007
http://arxiv.org/abs/2309.13007
http://arxiv.org/abs/2309.13007
http://arxiv.org/abs/2309.13007
http://arxiv.org/abs/2309.13007
https://aclanthology.org/2023.findings-eacl.63
https://aclanthology.org/2023.findings-eacl.63
https://aclanthology.org/2023.findings-eacl.63
https://aclanthology.org/2023.findings-eacl.63
https://aclanthology.org/2023.findings-eacl.63
https://arxiv.org/abs/2306.03856
https://arxiv.org/abs/2306.03856
https://arxiv.org/abs/2306.03856
https://doi.org/https://doi.org/10.1016/j.nlp.2022.100001
https://doi.org/https://doi.org/10.1016/j.nlp.2022.100001
https://doi.org/https://doi.org/10.1016/j.nlp.2022.100001
https://doi.org/https://doi.org/10.1016/j.nlp.2022.100001
https://doi.org/https://doi.org/10.1016/j.nlp.2022.100001
https://arxiv.org/abs/2303.17574
https://arxiv.org/abs/2303.17574
https://arxiv.org/abs/2303.17574
https://arxiv.org/abs/2303.17574
https://arxiv.org/abs/2303.17574


Zhuyun Dai, Arun Tejasvi Chaganty, Vincent Y. Zhao,808
Aida Amini, Qazi Mamunur Rashid, Mike Green, and809
Kelvin Guu. 2022. Dialog inpainting: Turning docu-810
ments into dialogs. In International Conference on811
Machine Learning, ICML 2022, 17-23 July 2022, Bal-812
timore, Maryland, USA, volume 162 of Proceedings813
of Machine Learning Research, pages 4558–4586.814
PMLR.815

Tjibbe Donker. 2023. The dangers of using large lan-816
guage models for peer review. The Lancet Infectious817
Diseases, 23(7):781.818

Nils Dycke, Ilia Kuznetsov, and Iryna Gurevych. 2023.819
NLPeer: A unified resource for the computational820
study of peer review. In Proceedings of the 61st An-821
nual Meeting of the Association for Computational822
Linguistics (Volume 1: Long Papers), pages 5049–823
5073, Toronto, Canada. Association for Computa-824
tional Linguistics.825

Nouha Dziri, Ehsan Kamalloo, Sivan Milton, Os-826
mar Zaiane, Mo Yu, Edoardo M. Ponti, and Siva827
Reddy. 2022. FaithDial: A Faithful Benchmark for828
Information-Seeking Dialogue. Transactions of the829
Association for Computational Linguistics, 10:1473–830
1490.831

Youmna Farag, Charlotte Brand, Jacopo Amidei, Paul832
Piwek, Tom Stafford, Svetlana Stoyanchev, and An-833
dreas Vlachos. 2022. Opening up minds with argu-834
mentative dialogues. In Findings of the Association835
for Computational Linguistics: EMNLP 2022, pages836
4569–4582, Abu Dhabi, United Arab Emirates. As-837
sociation for Computational Linguistics.838

Iftah Gamzu, Hila Gonen, Gilad Kutiel, Ran Levy, and839
Eugene Agichtein. 2021. Identifying helpful sen-840
tences in product reviews. In Proceedings of the841
2021 Conference of the North American Chapter of842
the Association for Computational Linguistics: Hu-843
man Language Technologies, pages 678–691, Online.844
Association for Computational Linguistics.845

Kate Goddard, Abdul Roudsari, and Jeremy C Wyatt.846
2014. Automation bias: empirical results assessing847
influencing factors. International journal of medical848
informatics, 83(5):368–375.849

Roberta Michnick Golinkoff, Erika Hoff, Meredith L850
Rowe, Catherine S Tamis-LeMonda, and Kathy851
Hirsh-Pasek. 2019. Language matters: Denying the852
existence of the 30-million-word gap has serious con-853
sequences. Child development, 90(3):985–992.854

Pengcheng He, Xiaodong Liu, Jianfeng Gao, and855
Weizhu Chen. 2021. Deberta: Decoding-enhanced856
bert with disentangled attention. ArXiv preprint,857
abs/2006.03654.858

Ari Holtzman, Jan Buys, Li Du, Maxwell Forbes, and859
Yejin Choi. 2020. The curious case of neural text860
degeneration. In 8th International Conference on861
Learning Representations, ICLR 2020, Addis Ababa,862
Ethiopia, April 26-30, 2020. OpenReview.net.863

Or Honovich, Leshem Choshen, Roee Aharoni, Ella 864
Neeman, Idan Szpektor, and Omri Abend. 2021. 865
q2: Evaluating factual consistency in knowledge- 866
grounded dialogues via question generation and ques- 867
tion answering. In Proceedings of the 2021 Confer- 868
ence on Empirical Methods in Natural Language Pro- 869
cessing, pages 7856–7870, Online and Punta Cana, 870
Dominican Republic. Association for Computational 871
Linguistics. 872

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men- 873
sch, Chris Bamford, Devendra Singh Chaplot, Diego 874
de las Casas, Florian Bressand, Gianna Lengyel, Guil- 875
laume Lample, Lucile Saulnier, Lélio Renard Lavaud, 876
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao, 877
Thibaut Lavril, Thomas Wang, Timothée Lacroix, 878
and William El Sayed. 2023. Mistral 7b. ArXiv 879
preprint, abs/2310.06825. 880

Albert Q. Jiang, Alexandre Sablayrolles, Antoine 881
Roux, Arthur Mensch, Blanche Savary, Chris 882
Bamford, Devendra Singh Chaplot, Diego de las 883
Casas, Emma Bou Hanna, Florian Bressand, Gi- 884
anna Lengyel, Guillaume Bour, Guillaume Lam- 885
ple, Lélio Renard Lavaud, Lucile Saulnier, Marie- 886
Anne Lachaux, Pierre Stock, Sandeep Subramanian, 887
Sophia Yang, Szymon Antoniak, Teven Le Scao, 888
Théophile Gervet, Thibaut Lavril, Thomas Wang, 889
Timothée Lacroix, and William El Sayed. 2024. Mix- 890
tral of experts. ArXiv preprint, abs/2401.04088. 891

Yuhe Ke, Rui Yang, Sui An Lie, Taylor Xin Yi Lim, 892
Yilin Ning, Irene Li, Hairil Rizal Abdullah, Daniel 893
Shu Wei Ting, and Nan Liu. 2024. Mitigating cogni- 894
tive biases in clinical decision-making through multi- 895
agent conversations using large language models: 896
simulation study. Journal of Medical Internet Re- 897
search, 26:e59439. 898

Mario Krenn, Lorenzo Buffoni, Bruno Coutinho, Sagi 899
Eppel, Jacob Gates Foster, Andrew Gritsevskiy, Har- 900
lin Lee, Yichao Lu, João P. Moutinho, Nima Sanjabi, 901
Rishi Sonthalia, Ngoc Mai Tran, Francisco Valente, 902
Yangxinyu Xie, Rose Yu, and Michael Kopp. 2023. 903
Forecasting the future of artificial intelligence with 904
machine learning-based link prediction in an expo- 905
nentially growing knowledge network. Nature Ma- 906
chine Intelligence, 5(11). 907

Ilia Kuznetsov, Osama Mohammed Afzal, Koen Der- 908
cksen, Nils Dycke, Alexander Goldberg, Tom Hope, 909
Dirk Hovy, Jonathan K. Kummerfeld, Anne Lauscher, 910
Kevin Leyton-Brown, Sheng Lu, Mausam, Margot 911
Mieskes, Aurélie Névéol, Danish Pruthi, Lizhen 912
Qu, Roy Schwartz, Noah A. Smith, Thamar Solorio, 913
Jingyan Wang, Xiaodan Zhu, Anna Rogers, Nihar B. 914
Shah, and Iryna Gurevych. 2024. What can natu- 915
ral language processing do for peer review? ArXiv 916
preprint, abs/2405.06563. 917

Vivian Lai, Chacha Chen, Alison Smith-Renner, Q. Vera 918
Liao, and Chenhao Tan. 2023. Towards a science of 919
human-ai decision making: An overview of design 920
space in empirical human-subject studies. In Pro- 921
ceedings of the 2023 ACM Conference on Fairness, 922

10

https://proceedings.mlr.press/v162/dai22a.html
https://proceedings.mlr.press/v162/dai22a.html
https://proceedings.mlr.press/v162/dai22a.html
https://doi.org/10.18653/v1/2023.acl-long.277
https://doi.org/10.18653/v1/2023.acl-long.277
https://doi.org/10.18653/v1/2023.acl-long.277
https://doi.org/10.1162/tacl_a_00529
https://doi.org/10.1162/tacl_a_00529
https://doi.org/10.1162/tacl_a_00529
https://aclanthology.org/2022.findings-emnlp.335
https://aclanthology.org/2022.findings-emnlp.335
https://aclanthology.org/2022.findings-emnlp.335
https://doi.org/10.18653/v1/2021.naacl-main.55
https://doi.org/10.18653/v1/2021.naacl-main.55
https://doi.org/10.18653/v1/2021.naacl-main.55
http://arxiv.org/abs/2006.03654
http://arxiv.org/abs/2006.03654
http://arxiv.org/abs/2006.03654
https://openreview.net/forum?id=rygGQyrFvH
https://openreview.net/forum?id=rygGQyrFvH
https://openreview.net/forum?id=rygGQyrFvH
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://arxiv.org/abs/2310.06825
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2401.04088
https://doi.org/10.1038/s42256-023-00735-0
https://doi.org/10.1038/s42256-023-00735-0
https://doi.org/10.1038/s42256-023-00735-0
https://doi.org/10.1038/s42256-023-00735-0
https://doi.org/10.1038/s42256-023-00735-0
http://arxiv.org/abs/2405.06563
http://arxiv.org/abs/2405.06563
http://arxiv.org/abs/2405.06563
https://doi.org/10.1145/3593013.3594087
https://doi.org/10.1145/3593013.3594087
https://doi.org/10.1145/3593013.3594087
https://doi.org/10.1145/3593013.3594087
https://doi.org/10.1145/3593013.3594087


Accountability, and Transparency, FAccT ’23, page923
1369–1385, New York, NY, USA. Association for924
Computing Machinery.925

Zhenzhong Lan, Mingda Chen, Sebastian Goodman,926
Kevin Gimpel, Piyush Sharma, and Radu Soricut.927
2020. Albert: A lite bert for self-supervised learn-928
ing of language representations. In 8th International929
Conference on Learning Representations, ICLR 2020,930
Addis Ababa, Ethiopia, April 26-30, 2020. OpenRe-931
view.net.932

Min Hun Lee, Daniel P. Siewiorek, Asim Smailagic,933
Alexandre Bernardino, and Sergi Bermúdez i Ba-934
dia. 2020. Co-design and evaluation of an intelli-935
gent decision support system for stroke rehabilita-936
tion assessment. Proc. ACM Hum.-Comput. Interact.,937
4(CSCW2).938

Diogo Leitão, Pedro Saleiro, Mário AT Figueiredo, and939
Pedro Bizarro. 2022. Human-ai collaboration in940
decision-making: beyond learning to defer. ArXiv941
preprint, abs/2206.13202.942

Rosemary Lever and Monique Sénéchal. 2011. Dis-943
cussing stories: On how a dialogic reading inter-944
vention improves kindergartners’ oral narrative con-945
struction. Journal of experimental child psychology,946
108(1):1–24.947

Junyi Jessy Li and Ani Nenkova. 2015. Fast and accu-948
rate prediction of sentence specificity. In Proceed-949
ings of the Twenty-Ninth AAAI Conference on Artifi-950
cial Intelligence, January 25-30, 2015, Austin, Texas,951
USA, pages 2281–2287. AAAI Press.952

Miao Li, Eduard Hovy, and Jey Lau. 2023a. Summariz-953
ing multiple documents with conversational structure954
for meta-review generation. In Findings of the As-955
sociation for Computational Linguistics: EMNLP956
2023, pages 7089–7112, Singapore. Association for957
Computational Linguistics.958

Siheng Li, Cheng Yang, Yichun Yin, Xinyu Zhu, Ze-959
sen Cheng, Lifeng Shang, Xin Jiang, Qun Liu, and960
Yujiu Yang. 2023b. AutoConv: Automatically gen-961
erating information-seeking conversations with large962
language models. In Proceedings of the 61st Annual963
Meeting of the Association for Computational Lin-964
guistics (Volume 2: Short Papers), pages 1751–1762,965
Toronto, Canada. Association for Computational Lin-966
guistics.967

Jessy Lin, Nicholas Tomlin, Jacob Andreas, and Jason968
Eisner. 2023. Decision-oriented dialogue for human-969
ai collaboration. ArXiv preprint, abs/2305.20076.970

Shayne Longpre, Le Hou, Tu Vu, Albert Webson,971
Hyung Won Chung, Yi Tay, Denny Zhou, Quoc V Le,972
Barret Zoph, Jason Wei, and Adam Roberts. 2023.973
The flan collection: Designing data and methods for974
effective instruction tuning. In Proceedings of the975
40th International Conference on Machine Learning,976
volume 202 of Proceedings of Machine Learning977
Research, pages 22631–22648. PMLR.978
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A Appendix1153

A.1 ReMuSE Figure1154

We provide a detailed figure depicting every stage1155

of our method, ReMuSE (Reward-based Multi-1156

aspect Self Editing) in Fig 3.1157

A.2 Model Details1158

GPT 3.5 We use the turbo version of GPT 3.51159

which is the chat-tuned variant (dubbed ‘Chat-1160

GPT’) of the Instruct-GPT class of models from1161

OpenAI (Ouyang et al., 2022).17 This model was1162

trained with internet data and finetuned using re-1163

inforcement learning from human feedback (Bai1164

et al., 2022). The training and dataset details are1165

not publicly available. We use ‘gpt35-turbo-0301’.1166

LLaMa-2 It is the upgraded version of the1167

LLaMa family of models (Touvron et al., 2023)1168

featuring a 40% increase in pre-training models’1169

data and doubled context length compared to its1170

predecessor. We employ the 13B-chat version in1171

our experiments.181172

Mistral This model is trained on the grouped1173

query and sliding window attention that helps focus1174

on words even outside the context window (Jiang1175

et al., 2023). We use the 7B version.191176

Mixtral It is an open-source LLM based on a1177

mixture of experts (Jiang et al., 2024). Each feed-1178

forward block has access to 8 parameter groups1179

and utilizes two of them to process a token.201180

We use the Azure OpenAI service to prompt1181

ChatGPT. The rest of the models are implemented1182

using huggingface transformers (Wolf et al., 2020).1183

Following previous work on data generation with1184

LLMs (Adlakha et al., 2023), we use a high tem-1185

perature of 0.95 and employ top-p sampling (Holtz-1186

man et al., 2020) of 0.95 to avoid sampling repeti-1187

tions.1188

A.3 Dagstuhl dataset1189

For the comparison of our synthetically generated1190

dialogues with real human meta-reviewing deci-1191

sion making dialogues we employ the Dagstuhl1192

dataset (Balke et al., 2023) kindly provided by the1193

17https://chat.openai.com/
18https://huggingface.co/meta-llama/

Llama-2-13b-chat-hf
19https://huggingface.co/mistralai/

Mistral-7B-v0.1
20https://huggingface.co/mistralai/

Mixtral-8x7B-v0.1

authors. For this dataset, 4 senior and 4 junior scien- 1194

tists acted as meta-reviewers and assistants, respec- 1195

tively, in a wizard-of-oz scenario. The study was 1196

conducted on 4 papers selected from the NLPEER 1197

corpus (Dycke et al., 2023). The assistants were 1198

provided with the paper and reviews in advance, 1199

whereas the meta-reviewers were instructed to skim 1200

the reviews within 10 minutes. The meta-reviewers 1201

were asked to converse with the dialogue agents 1202

to gather information and eventually decide on the 1203

acceptance of the paper. The paper acceptance de- 1204

cisions for the dataset are displayed in Figure 4. 1205

Across the 4 papers, only 1 paper had a unanimous 1206

reject decision, while all the other papers received 1207

diverse verdicts. 1208

A.4 Computational Budget 1209

We ran all the experiments on Nvidia A100 80GB 1210

GPUs. None of the experiments consumed more 1211

than 36 hours. 1212

A.5 Prompts for all the experiments 1213

Our proposed method, ReMuSE, uses different 1214

prompting templates for the Initial Dialogue Gen- 1215

eration, Feedback, and Refinement steps. The tem- 1216

plates consist of an instruction specific to the partic- 1217

ular ReMuSE step combined with our knowledge 1218

source, i.e., the paper’s reviews, title, and type 1219

(long or short). We use multiple prompts for the 1220

initial dialogue generation to account for model 1221

sensitivity. We name these prompts as follows: ex- 1222

tensive prompt (simulates the study in Balke et al. 1223

(2023)), paraphrased prompt (paraphrase of the ex- 1224

tensive prompt), and tl:dr prompt (3-sentence sum- 1225

mary of the extensive prompt). We provide full tem- 1226

plates for these prompts along with the ones used 1227

for Feedback and Refinement in Appendix §A.5.1, 1228

§A.5.2 and §A.5.3, respectively. 1229

A.5.1 Initial Dialogue Generation Prompts for 1230

all the experiments 1231

We show the different prompts for initial dialogue 1232

generation below: 1233

13

https://chat.openai.com/
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
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https://huggingface.co/mistralai/Mistral-7B-v0.1
https://huggingface.co/mistralai/Mistral-7B-v0.1
https://huggingface.co/mistralai/Mixtral-8x7B-v0.1
https://huggingface.co/mistralai/Mixtral-8x7B-v0.1
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Extensive Prompt1234

Extensive Prompt (Meta-Reviewing)

Instruction: Generate a multi-turn dialogue between
a meta-reviewer and a dialogue agent for reviews
about a paper. Every turn should alternate between
“Dialogue Agent" and “Meta Reviewer" utterances.
The meta-reviewer must explicitly tell whether the
paper is accepted or rejected at the nal turn. The
dialogue ends with the meta-reviewer saying whether
they accept or reject the paper. You need to simulate
both the meta-reviewer and the dialogue agent. The
dialogue agent has access to only the reviews and type
of the paper. A meta-reviewer mainly asks questions
and the dialogue agent should just answer from the
reviews. A dialogue agent should never recommend
anything/ give any opinions/ decide anything for the
paper. A dialogue agent has no conscience of its own.
A meta-reviewer can also ask follow-up questions and
grill the dialogue agent for more information on the
reviews. As a meta- reviewer, you should also weigh
the importance of the condence of the reviewers while
making a decision.
Title: [title]
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...

1235

Extensive Prompt (Product-Buying)

Instruction: Generate a multi-turn dialogue between
a buyer who wants to buy a product and a dialogue
agent for reviews about that product. Every turn
should start with either "Dialogue Agent" followed
by their utterance or "Buyer" followed by their ut-
terance. The dialogue agent should always remain
neutral and take a neutral stand in any case. The
buyer should reach a decision to buy/not buy the pa-
per at the final turn. You need to simulate both the
buyer and the dialogue agent. The buyer does not
have access to the reviews but the dialogue agent has
access to the reviews and nothing else. It should an-
swer any question about the reviews. A buyer mainly
asks questions and the dialogue agent should refrain
from offering advice if its opinion is sought. The dia-
logue agent should not recommend/advise anything
regarding the product.
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...

1236
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Extensive Prompt (Debates)

Instruction: Generate a multi-turn dialogue between
a debate decision maker who needs to take a deci-
sion about which side wins a debate and a dialogue
agent that has access to the arguments put forward
by both the sides. Every turn should start with either
"Dialogue Agent" followed by their utterance or "De-
cision Maker" followed by their utterance. You need
to simulate both the decision maker and the dialogue
agent. The decision maker does not have access to
the arguments put forward by both the sides. The de-
cision maker should just rely on the dialogue agent to
know about the arguments from both the sides. A de-
cision maker mainly asks questions and the dialogue
agent answers. The dialogue agent should refrain
from answering if its opinion/decision is sought. The
dialogue agent has access to only the arguments of
the debate. The dialogue agent should never decide
on who wins the debate and should always take a
neutral stand when any opinion is sought.
Title: “Abolish The Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fami-
lies ...’, Against Arguments: ‘We need to abolish the
minimum wage. And there’s only one argument that
matters on this issue, and it’s the moral argument.
Does the minimum wage make the world a better...’

1237

Paraphrased Prompt1238

Paraphrased Prompt (Meta-Reviewing)

Instruction: Create a multi-turn dialogue featuring
a meta-reviewer and a dialogue agent discussing re-
views of a paper. Each turn should begin with either
"Dialogue Agent" or "Meta Reviewer" followed by
their respective statements. The meta-reviewer must
make a final decision to "accept" or "reject" the paper
and explicitly state their choice at the end. The di-
alogue concludes with the meta-reviewer indicating
whether they accept or reject the paper. The meta-
reviewer, aware only of the paper’s title, lacks access
to reviews or information about the paper type and re-
lies on the dialogue agent for this data. The dialogue
agent has access solely to reviews and the paper type,
responding neutrally and abstaining from offering
opinions, recommendations, or decisions. If asked
for its opinion, the dialogue agent must respond with
"I do not know." The meta-reviewer primarily poses
questions, and the dialogue agent answers based on
the reviews, with the option to inquire about reviewer
condence. The meta-reviewer may ask follow-up
questions and press the dialogue agent for additional
details from the reviews. It’s important to note that
the dialogue agent has no inherent conscience or per-
sonal opinions.
Title: [title]
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...

1239

Paraphrased Prompt (Product-Buying)

Instruction: Create a multi-turn conversation be-
tween a prospective buyer interested in purchasing
a specic product and a dialogue agent knowledge-
able about reviews for that product. Each turn should
commence with either "Dialogue Agent" followed by
their statement or "Buyer" followed by theirs. The di-
alogue agent must maintain a neutral stance through-
out and respond solely based on the reviews available.
The buyer, who has not read the reviews, will make a
denitive decision on whether to purchase the product
or not in the nal turn. The dialogue agent should
refrain from expressing opinions and respond with ’I
do not know’ if asked for personal input. It’s essential
to clarify that the dialogue agent is not a seller of the
product and possesses information solely from the
reviews.
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...

1240

Paraphrased Prompt (Debates)

Instruction: Craft a multi-turn conversation involv-
ing a decision maker tasked with determining the win-
ning side in a debate, and a dialogue agent equipped
with information on the arguments presented by both
sides. Each turn should initiate with either "Dia-
logue Agent" or "Decision Maker" followed by their
respective statements. The decision maker, who is
unaware of the arguments, must make a conclusive
decision on the debate’s victor in the nal turn. The
dialogue agent should remain impartial, responding
only based on the arguments, and stating "I do not
know" if asked for its opinion. The decision maker
relies solely on the dialogue agent for information
about the arguments from both sides. The dialogue
agent possesses access solely to the arguments and
is prohibited from making decisions or expressing
opinions on the debate outcome. Title: “Abolish The
Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’

1241
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TL:DR Prompt1242

TL:DR Prompt for Initial Dialogue Gen-
eration (Meta-Reviewing)

Instruction: Generate a multi-turn dialogue between
a meta-reviewer and a dialogue agent regarding a
paper’s reviews, with the meta-reviewer aiming to
decide whether to accept or reject the paper. The
dialogue agent, relying on reviews and aware of the
paper type, must respond to the meta-reviewer’s ques-
tions and refrain from providing opinions or recom-
mendations, while the meta-reviewer weighs the im-
portance of reviewer confidence in making the final
decision
Title: [title].
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...

1243

TL:DR Prompt for Initial Dialogue Gen-
eration (Product-Buying)

Instruction: Generate a multi-turn dialogue between
a buyer and a neutral dialogue agent regarding a prod-
uct, with the buyer making a nal decision to buy or
not. The dialogue agent, equipped with access to
reviews, answers the buyer’s questions, refraining
from recommendations or opinions, while the buyer,
without access to reviews, seeks information to reach
a purchasing decision.
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...

1244

TL:DR Prompt for Initial Dialogue Gen-
eration (Debates)

Instruction: Simulate a multi-turn dialogue between
a decision maker and a dialogue agent for a debate,
where the decision maker, aware only of the debate’s
topic, seeks information from the dialogue agent, who
has access to arguments from both sides. The deci-
sion maker aims to reach a conclusion about which
side wins, while the dialogue agent remains neutral,
providing answers solely based on the arguments
presented, refraining from expressing opinions or
making decisions
Title: “Abolish The Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’

1245

A.5.2 Prompt Templates for ReMuSE 1246

feedback 1247

We have different versions of the same prompt used 1248

for multiple metrics. The prompt for refinement 1249

using all the metrics is provided below: 1250

1251

Prompt for ReMuSE feedback (Meta-
Reviewing)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should just be
for the overall dialogue and should start with ‘Feed-
back:’. A Q2 F1 score, Q2 NLI score, KPrecision,
and specificity scores follow each utterance. The Q2
and Kprecision scores measure the groundedness of
the response to the provided knowledge source. The
Specificity scores measure the technicality of the re-
sponse. The feedback should try to improve all scores
for the dialogue agent and the Specificity scores for
the meta-reviewer.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper?, F1: 0.0,
NLI: 0.0, Kprec: 0.0, Specificity: 0.1 \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, F1: 0.12, NLI: 0.34,
Kprec: 0.45, Specificity: 0.7 \n MetaReviewer: ...

1252
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Prompt for ReMuSE feedback (Debates)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should just be
for the overall dialogue and should start with ‘Feed-
back:’. A Q2 F1 score, Q2 NLI score, KPrecision,
and specificity scores follow each utterance. The Q2
and Kprecision scores measure the groundedness of
the response to the provided knowledge source. The
Specificity scores measure the technicality of the re-
sponse. The feedback should try to improve all scores
for the dialogue agent and the Specificity scores for
the decision-maker.
Title: “Abolish The Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’
Dialogue: Decision Maker: Hello, can you tell the
arguments for and against debating for minimum
wages? F1: 0.2, NLI: 0.2, KPrec:0.01, Specificity:
0.2 \n Dialogue Agent: The debate over abolishing
minimum wage centers on two perspectives... F1: 0.4,
NLI: 0.39, KPrec: 0.45, Specificity: 0.6 ...

1253

Prompt for ReMuSE feedback (Product-
Buying)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should just be
for the overall dialogue and should start with ‘Feed-
back:’. A Q2 F1 score, Q2 NLI score, KPrecision,
and specificity scores follow each utterance. The Q2
and Kprecision scores measure the groundedness of
the response to the provided knowledge source. The
Specificity scores measure the technicality of the re-
sponse. The feedback should try to improve all scores
for the dialogue agent and the Specificity scores for
the buyer.
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the
factory Nikon strap which is thinner...
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Dialogue: Buyer: Hi there, I am interested in buying
the OP/TECH USA 1504372 Pro Loop Strap (Royal).
can you tell me more about it? F1: 0.0, NLI: 0.0
\n Dialogue Agent: Sure! What would you like to
know? F1: 0.0, NLI: 0.0, Kprec: 0.0, Spec: 0.1 \n
Buyer: How comfortable are these for long travel
hours? F1: 0.1, NLI: 0.1, Kprec: 0.05, Specificity:
0.4 \n Dialogue Agent: According to the reviews, its
comfortable to wear for long hours, F1: 0.2, NLI:
0.2, Kprec: 0.25, Specificity: 0.5 \n Buyer: ...

1254

A.5.3 Prompt Templates for ReMuSE 1255

refinement 1256

We provide the refinement prompts here: 1257

1258

Prompt for Refinement (Meta-
Reviewing)

Instruction: Given the feedback, knowledge source,
and dialogue improve the dialogue based on the feed-
back provided. The output should just be the new
dialogue.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Feedback: It would be helpful to provide a clearer
explanation of the tasks’ relevance to software de-
velopment in response to reviewer one’s concerns.
Additionally, it may be useful to mention that the pa-
per discusses the effectiveness of the baselines and
provides an ablation study. Finally, it would be good
to acknowledge reviewer three’s comment explicitly
and mention any plans to revise the descriptions of
the datasets.
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper? \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, \n MetaReviewer: In-
teresting. Can you give me some more information
about the reviews that have been given for this paper?
\n Dialogue Agent: ...

1259
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Prompt for Refinement (Product-Buying)

Instruction: Given the feedback, knowledge source,
and dialogue, improve the dialogue based on the feed-
back provided. The output should just be the new
dialogue.
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...
Feedback: Here are some specific feedback points:
1. The buyer is hesitant about the price, and the di-
alogue agent could provide more information about
the product’s value and benefits to address these con-
cerns. 2. The buyer asks about the reviews and
ratings, and the dialogue agent could provide more
specific examples or testimonials to showcase the
product’s positive feedback. 3. The dialogue agent
could provide more information about the return pol-
icy and the retailer’s customer service to alleviate
any concerns the buyer may have.
Dialogue: Buyer: Hi there, I am interested in buying
the OP/TECH USA 1504372 Pro Loop Strap (Royal).
can you tell me more about it? \n Dialogue Agent:
Sure! What would you like to know? \n Buyer: How
comfortable are these for long travel hours? \n Dia-
logue Agent: According to the reviews, its comfort-
able to wear for long hours, \n Buyer: ...

1260

Prompt for Refinement (Debates)

Instruction: Given the feedback, knowledge source,
and dialogue improve the dialogue based on the feed-
back provided. The output should just be the new
dialogue.
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’
Feedback: It could benefit from more specific
and concise answers to the questions asked by the
decision-maker. 1. The Q2 F1 score could be im-
proved by providing more specific examples and ev-
idence to support the arguments presented. For ex-
ample, when discussing the argument for abolishing
the minimum wage, the dialogue agent could provide
examples of how higher labor costs have negatively
impacted businesses in the past. 2. The Q2 NLI
score could be improved by ensuring that the dia-
logue agent’s responses are coherent and make sense
in the context of the conversation. For example, when
discussing the argument for keeping the minimum
wage, the dialogue agent could provide more spe-
cific examples of how a living wage would benefit
low-income families.
Dialogue: Decision Maker: Hello, can you tell the
arguments for and against debating for minimum
wages? \n Dialogue Agent: The debate over abolish-
ing the minimum wage centers on two perspectives.
Supporters claim it harms businesses and argue for
market-driven wages without government interfer-
ence. Opponents assert the minimum wage is crucial
to shield low-income workers from exploitation, con-
tending that without it, wages might be insufficient
for basic needs. \n Decision Maker: ..

1261

A.6 Prompts for Generic and Actionable 1262

feedback 1263

We discuss the prompts used in our work here: 1264

Prompt for Generic feedback (Meta-
Reviewing)

Instruction: Given the knowledge source and the
dialogue, please provide feedback to improve the
dialogues. The feedback should just be for the overall
dialogue and should start with ‘Feedback:’.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper? \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, \n MetaReviewer: ...

1265
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Domain Model Rewards K-Prec Q2-F1 Q2-NLI Spec.

Meta-Reviewing

ChatGPT - 0.387 ± 0.012 0.147 ± 0.011 0.152 ± 0.011 0.451 ± 0.127
LLaMa - 0.374 ± 0.014 0.145 ± 0.130 0.155 ± 0.014 0.461 ± 0.081
Mistral - 0.377 ± 0.012 0.151 ± 0.022 0.161 ± 0.014 0.407 ± 0.015
Mixtral - 0.378 ± 0.014 0.171 ± 0.014 0.188 ± 0.021 0.422 ± 0.021

ChatGPT K-Prec 0.679 ± 0.022 0.177 ± 0.121 0.197 ± 0.025 0.552 ± 0.034
LLaMa K-Prec 0.633 ± 0.016 0.162 ± 0.141 0.163 ± 0.012 0.563 ± 0.021
Mistral K-Prec 0.681 ± 0.014 0.242 ± 0.014 0.231 ± 0.021 0.611 ± 0.024
Mixtral K-Prec 0.702 ± 0.011 0.268 ± 0.021 0.263 ± 0.015 0.646 ± 0.026

ChatGPT Q2 (F1 + NLI) 0.689 ± 0.013 0.171 ± 0.011 0.173 ± 0.013 0.648 ± 0.018
LLaMa Q2 (F1 + NLI) 0.646 ± 0.017 0.178 ± 0.029 0.189 ± 0.013 0.571 ± 0.026
Mistral Q2 (F1 + NLI) 0.706 ± 0.017 0.268 ± 0.034 0.272 ± 0.012 0.626 ± 0.013
Mixtral Q2 (F1 + NLI) 0.721 ± 0.014 0.271 ± 0.016 0.265 ± 0.012 0.701 ± 0.028

ChatGPT Spec. 0.692 ± 0.015 0.180 ± 0.023 0.181 ± 0.019 0.652 ± 0.032
LLaMa Spec. 0.681 ± 0.010 0.183 ± 0.021 0.191 ± 0.016 0.592 ± 0.035
Mistral Spec. 0.703 ± 0.021 0.292 ± 0.021 0.300 ± 0.021 0.639 ± 0.020
Mixtral Spec. 0.704 ± 0.012 0.285 ± 0.017 0.269 ± 0.014 0.689 ± 0.020

ChatGPT K-Prec + Q2 0.701 ± 0.021 0.178 ± 0.014 0.188 ± 0.067 0.648 ± 0.024
LLaMa K-Prec + Q2 0.712 ± 0.023 0.177 ± 0.028 0.189 ± 0.014 0.555 ± 0.038
Mistral K-Prec + Q2 0.691 ± 0.013 0.288 ± 0.015 0.290 ± 0.186 0.611 ± 0.015
Mixtral K-Prec + Q2 0.731 ± 0.032 0.276 ± 0.189 0.291 ± 0.178 0.672 ± 0.112

ChatGPT Spec. + K-Prec 0.711 ± 0.031 0.184 ± 0.012 0.182 ± 0.131 0.665 ± 0.021
LLaMa Spec. + K-Prec 0.704 ± 0.067 0.184 ± 0.034 0.187 ± 0.024 0.578 ± 0.024
Mistral Spec. + K-Prec 0.686 ± 0.021 0.281 ± 0.071 0.299 ± 0.045 0.591 ± 0.021
Mixtral Spec. + K-Prec 0.728 ± 0.021 0.282 ± 0.031 0.321 ± 0.141 0.711 ± 0.027

ChatGPT Spec. + Q2 0.721 ± 0.172 0.167 ± 0.021 0.174 ± 0.019 0.661 ± 0.027
LLaMa Spec. + Q2 0.718 ± 0.089 0.174 ± 0.056 0.188 ± 0.065 0.588 ± 0.041
Mistral Spec. + Q2 0.688 ± 0.129 0.267 ± 0.014 0.271 ± 0.011 0.578 ± 0.018
Mixtral Spec. + Q2 0.741 ± 0.121 0.282 ± 0.073 0.330 ± 0.021 0.676 ± 0.043

ChatGPT K-Prec + Q2 + Spec. 0.742 ± 0.014 0.221 ± 0.021 0.231 ± 0.178 0.684 ± 0.172
LLaMa K-Prec + Q2 + Spec. 0.740 ± 0.021 0.227 ± 0.018 0.238 ± 0.019 0.626 ± 0.016
Mistral K-Prec + Q2 + Spec. 0.762 ± 0.013 0.304 ± 0.016 0.326 ± 0.018 0.646 ± 0.221
Mixtral K-Prec + Q2 + Spec. 0.781 ± 0.012 0.322 ± 0.012 0.344 ± 0.017 0.721 ± 0.018

Table 5: Performance of ReMuSE with different combinations of rewards on the Meta-Reviewing Domain.
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Domain Model Rewards K-Prec Q2-F1 Q2-NLI Spec.

Product Buying

ChatGPT - 0.497 ± 0.023 0.202 ± 0.014 0.203 ± 0.011 0.311 ± 0.024
LLaMa - 0.462 ± 0.022 0.203 ± 0.034 0.206 ± 0.044 0.448 ± 0.017
Mistral - 0.523 ± 0.015 0.225 ± 0.022 0.225 ± 0.019 0.427 ± 0.028
Mixtral - 0.461 ± 0.026 0.263 ± 0.039 0.323 ± 0.045 0.424 ± 0.076

ChatGPT K-Prec 0.539 ± 0.010 0.226 ± 0.012 0.240 ± 0.024 0.441 ± 0.012
LLaMa K-Prec 0.580 ± 0.032 0.236 ± 0.014 0.246 ± 0.321 0.541 ± 0.032
Mistral K-Prec 0.582 ± 0.036 0.267 ± 0.153 0.267 ± 0.242 0.475 ± 0.128
Mixtral K-Prec 0.622 ± 0.010 0.289 ± 0.011 0.287 ±0.152 0.529 ± 0.009

ChatGPT Q2 (F1 + NLI) 0.533 ± 0.029 0.287 ± 0.018 0.294 ± 0.015 0.438 ± 0.015
LLaMa Q2 (F1 + NLI) 0.544 ± 0.006 0.242 ± 0.018 0.257 ± 0.125 0.522 ± 0.025
Mistral Q2 (F1 + NLI) 0.593 ± 0.032 0.278 ± 0.036 0.282 ± 0.036 0.467 ± 0.042
Mixtral Q2 (F1 + NLI) 0.662 ± 0.004 0.335 ± 0.013 0.347 ± 0.011 0.525 ± 0.004

ChatGPT Spec. 0.643 ± 0.012 0.267 ± 0.019 0.276 ± 0.019 0.453 ± 0.039
LLaMa Spec. 0.621 ± 0.023 0.226 ± 0.027 0.239 ± 0.030 0.589 ± 0.029
Mistral Spec. 0.634 ± 0.037 0.258 ± 0.054 0.276 ± 0.069 0.602 ± 0.063
Mixtral Spec. 0.642 ± 0.015 0.342 ± 0.032 0.344 ± 0.035 0.592 ± 0.001

ChatGPT K-Prec + Q2 0.623 ± 0.017 0.243 ± 0.035 0.260 ± 0.121 0.463 ± 0.051
LLaMa K-Prec + Q2 0.631 ± 0.046 0.234 ± 0.129 0.237 ± 0.038 0.552 ± 0.042
Mistral K-Prec + Q2 0.641 ± 0.043 0.242 ± 0.117 0.264 ± 0.015 0.588 ± 0.052
Mixtral K-Prec + Q2 0.671 ± 0.432 0.326 ± 0.012 0.341 ± 0.028 0.602 ± 0.016

ChatGPT Spec. + K-Prec 0.612 ± 0.015 0.241 ± 0.016 0.311 ± 0.178 0.524 ± 0.028
LLaMa Spec. + K-Prec 0.582 ± 0.016 0.248 ± 0.018 0.254 ± 0.048 0.581 ± 0.063
Mistral Spec. + K-Prec 0.633 ± 0.061 0.241 ± 0.017 0.263 ± 0.018 0.572 ± 0.061
Mixtral Spec. + K-Prec 0.664 ± 0.038 0.327 ± 0.019 0.341 ± 0.026 0.585 ± 0.042

ChatGPT Spec. + Q2 0.652 ± 0.041 0.267 ± 0.045 0.287 ± 0.078 0.535 ± 0.056
LLaMa Spec. + Q2 0.621 ± 0.064 0.257 ± 0.054 0.268 ± 0.068 0.591 ± 0.017
Mistral Spec. + Q2 0.641 ± 0.074 0.256 ± 0.076 0.322 ± 0.059 0.622 ± 0.078
Mixtral Spec. + Q2 0.676 ± 0.051 0.358 ± 0.067 0.361 ± 0.071 0.621 ± 0.051

ChatGPT K-Prec + Q2 + Spec. 0.671 ± 0.014 0.284 ± 0.151 0.314 ± 0.115 0.555 ± 0.157
LLaMa K-Prec + Q2 + Spec. 0.637 ± 0.015 0.286 ± 0.131 0.299 ± 0.141 0.581 ± 0.231
Mistral K-Prec + Q2 + Spec. 0.697 ± 0.051 0.339 ± 0.182 0.351 ± 0.132 0.604 ± 0.214
Mixtral K-Prec + Q2 + Spec. 0.713 ± 0.141 0.372 ± 0.121 0.404 ± 0.151 0.652 ± 0.191

Table 6: Performance of ReMuSE on the Product Buying Domain. Best results are indicated in bold.
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Domain Model Rewards K-Prec Q2-F1 Q2-NLI Spec.

Debates

ChatGPT - 0.374 ± 0.011 0.171 ± 0.121 0.202 ± 0.141 0.398 ± 0.141
LLaMa - 0.377 ± 0.021 0.177 ± 0.214 0.209 ± 0.151 0.427 ± 0.115
Mistral - 0.406 ± 0.022 0.223 ± 0.113 0.246 ± 0.133 0.443 ± 0.122
Mixtral - 0.411 ± 0.015 0.208 ± 0.141 0.226 ± 0.115 0.451 ± 0.114

ChatGPT K-Prec 0.444 ± 0.006 0.180 ± 0.131 0.215 ± 0.151 0.482 ± 0.221
LLaMa K-Prec 0.414 ± 0.012 0.187 ± 0.152 0.214 ± 0.042 0.529 ± 0.033
Mistral K-Prec 0.486 ± 0.004 0.235 ± 0.151 0.244 ± 0.041 0.547 ± 0.003
Mixtral K-Prec 0.483 ± 0.009 0.246 ± 0.015 0.241 ± 0.141 0.581 ± 0.033

ChatGPT Q2 (F1 + NLI) 0.421 ± 0.028 0.194 ± 0.020 0.228 ± 0.024 0.481 ± 0.027
LLaMa Q2 (F1 + NLI) 0.412 ± 0.027 0.216 ± 0.039 0.224 ± 0.045 0.518 ± 0.033
Mistral Q2 (F1 + NLI) 0.487 ± 0.039 0.251 ± 0.043 0.277 ± 0.045 0.552 ± 0.015
Mixtral Q2 (F1 + NLI) 0.504 ± 0.009 0.268 ± 0.034 0.288 ± 0.010 0.574 ± 0.022

ChatGPT Spec. 0.414 ± 0.017 0.177 ± 0.018 0.186 ± 0.027 0.494 ± 0.018
LLaMa Spec. 0.400 ± 0.031 0.181 ± 0.047 0.190 ± 0.044 0.540 ± 0.032
Mistral Spec. 0.484 ± 0.024 0.249 ± 0.046 0.250 ± 0.048 0.581 ± 0.018
Mixtral Spec. 0.491 ± 0.019 0.252 ± 0.012 0.261 ± 0.017 0.601 ± 0.010

ChatGPT K-Prec + Q2 0.419 ± 0.057 0.208 ± 0.054 0.214 ± 0.043 0.526 ± 0.051
LLaMa K-Prec + Q2 0.411 ± 0.064 0.192 ± 0.051 0.201 ± 0.054 0.537 ± 0.018
Mistral K-Prec + Q2 0.473 ± 0.051 0.262 ± 0.043 0.278 ± 0.052 0.574 ± 0.087
Mixtral K-Prec + Q2 0.494 ± 0.064 0.268 ± 0.018 0.267 ± 0.064 0.628 ± 0.065

ChatGPT Spec. + K-Prec 0.422 ± 0.052 0.201 ± 0.044 0.209 ± 0.116 0.484 ± 0.054
LLaMa Spec. + K-Prec 0.428 ± 0.089 0.194 ± 0.062 0.205 ± 0.067 0.542 ± 0.144
Mistral Spec. + K-Prec 0.489 ± 0.057 0.244 ± 0.067 0.259 ± 0.089 0.584 ± 0.056
Mixtral Spec. + K-Prec 0.484 ± 0.078 0.252 ± 0.056 0.252 ± 0.018 0.624 ± 0.076

ChatGPT Spec. + Q2 0.448 ± 0.197 0.201 ± 0.069 0.212 ± 0.068 0.502 ± 0.074
LLaMa Spec. + Q2 0.421 ± 0.079 0.221 ± 0.168 0.248 ± 0.156 0.551 ± 0.018
Mistral Spec. + Q2 0.486 ± 0.058 0.248 ± 0.188 0.268 ± 0.076 0.591 ± 0.054
Mixtral Spec. + Q2 0.510 ± 0.098 0.278 ± 0.088 0.281 ± 0.045 0.621 ± 0.077

ChatGPT K-Prec + Q2 + Spec. 0.501 ± 0.016 0.221 ± 0.114 0.232 ± 0.168 0.535 ± 0.132
LLaMa K-Prec + Q2 + Spec. 0.441 ± 0.131 0.234 ± 0.178 0.244 ± 0.132 0.565 ± 0.151
Mistral K-Prec + Q2 + Spec. 0.501 ± 0.112 0.274 ± 0.213 0.291 ± 0.121 0.627 ± 0.189
Mixtral K-Prec + Q2 + Spec. 0.522 ± 0.131 0.277 ± 0.122 0.298 ± 0.152 0.628 ± 0.121

Table 7: Performance of ReMuSE on the Debates Domain. Best results are indicated in bold.
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Prompt for Actionable feedback (Meta-
Reviewing)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should be for
the overall dialogue and start with ‘Feedback:.’ The
feedback should improve the groundedness of the
dialogue agent’s utterances to the knowledge source.
The feedback should also increase the specificity
(higher technical details) of utterances for the dia-
logue agent and the meta-reviewer.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper? \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, \n MetaReviewer: ...

1266

A.7 Cross-Domain analysis for the1267

performance of ReMuSE1268

Table 5 shows the detailed performance of Re-1269

MuSE with multiple combinations of rewards for1270

the meta-reviewing domain. We discuss the cross-1271

domain analysis of ReMuSE on two other decision-1272

making domains namely debates and product re-1273

views below.1274

A.7.1 Domains1275

In order to test the robustness of our approach, Re-1276

MuSE, we experiment with two other domains of1277

decision-making based on lengthy input documents.1278

In product-buying, a buyer needs to decide for or1279

against a product based on the provided customer1280

reviews. In debates, a listener must decide on one1281

of the stances based on the provided arguments.1282

We test the robustness of our proposed approach,1283

ReMuSE in the discussed domains. In this section,1284

we initially discuss the datasets we employed to1285

perform the analysis, followed by a discussion on1286

our experimental findings.1287

A.7.2 Data1288

For product-buying, we use the Helpful Reviews1289

Dataset (Gamzu et al., 2021). The reviews are1290

available for 123 products, and each review comes1291

annotated with a helpfulness score. Following the1292

recommendation of Gamzu et al. (2021), we con-1293

sider all the reviews scored above 1, which are1294

the most helpful for making buying decisions. For1295

debates, we use the IQ2 Debates Dataset (Zhang1296

et al., 2016). The dataset consists of Oxford-Style1297

Debates on 108 topics. Each debate is a dialogue1298

between multiple parties namely, moderator, pro- 1299

side, and con-side. For ease of use, we only con- 1300

sider the opening arguments from the pro- and con- 1301

sides of the debate for each topic. 1302

A.7.3 Results 1303

In the case of product buying, we use all the help- 1304

ful review sentences available for a product as the 1305

knowledge source, whereas the arguments from 1306

pro and con-sides of a topic in case of debates. We 1307

use similar prompts as in Sec §3.2 but simulate 1308

different scenarios for both domains and then apply 1309

our method as is. The detailed prompts for initial 1310

dialogue generation, feedback, and refinement for 1311

both the domains are provided in §A.5.1, §A.5.2 1312

and §A.5.3 respectively. We report the results for 1313

the product-buying and debates domain in Tables 6 1314

and 7 in §A.7 respectively. The best results are 1315

attained by using an amalgamation of all the re- 1316

finement metrics, similar to the meta-reviewing 1317

domain. We observe a similar trend in terms of the 1318

best-performing model as well where the Mixtral 1319

model excels across all the domains. 1320

A.8 Ablation Study 1321

A.8.1 Single vs Joint Reward Optimization 1322

We show the scores for single vs joint score op- 1323

timization in Table 8. We observe massive im- 1324

provements when using the amalgamation of all 1325

the refinement scores. 1326

Reward K-Prec Q2-F1 Q2-NL Spec.
K-Prec 0.70.01 0.27.02 0.26.02 0.65.03
Q2 0.72.01 0.27.02 0.27.01 0.70.03
Spec. 0.70.01 0.29.02 0.27.01 0.69.02
K-Prec + Q2 0.73.03 0.28.15 0.29.18 0.67.11
Spec. + K-Prec 0.73.02 0.28.03 0.32.14 0.71.03
Spec. + Q2 0.74.12 0.28.07 0.33.02 0.68.04
ReMuSE 0.78.01 0.32.01 0.34.02 0.72.02

Table 8: Single vs Joint-Score Optimization of ReMuSE
for our best-performing model, Mixtral in terms of
various refinement metrics.

A.8.2 Multi-Iterative Refinement 1327

We plot the scores for each iteration of ReMuSE 1328

up to 4 epochs in Fig 5. We observe that the scores 1329

plateau after the first epoch, indicating superior 1330

feedback quality in the first round. 1331

A.8.3 Generic vs Actionable vs Multi-Reward 1332

FeedBack 1333

We plot the various metrics for these multiple feed- 1334

back strategies in Fig 6. We observe that the 1335
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Figure 5: For the iterative refinement version of Re-
MuSE, we plot the (a) K-Precision, (b) Q2-F1, (c) Q2-
NLI, and, (d) Specificity scores with varying iterations
(0− 4). All the results are averaged over 3 prompts.
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Figure 6: Performances for the different feedback types
Generic, Actionable, and ReMuSE. We plot the (a) K-
Precision, (b) Q2-F1, (c) Q2-NLI, and, (d) Specificity
scores for each (averaged over 3 prompts).

feedback-prompting in ReMuSE leads to the maxi-1336

mum improvements. We also show a few examples1337

of the feedback generated for a dialogue using the1338

prompts discussed above and our proposed method,1339

ReMuSE in Table 9.1340

1341

A.9 Performance of Dialogue Agents on1342

Meta-Reviewing1343

We report the performance of all the models for1344

the dialogue agent response generation task in Ta-1345

ble 10. We observe that Flan-T5 outperforms all1346

the models across the board. 1347

Models (y, ŷ) (y,K)

BL. BT Sc. K-Prec Q2-F1 Q2-NL

OPT 15.4 54.5 57.6 36.2 40.2
T5 18.4 58.1 63.4 39.1 45.4
Flan-T5 20.4 60.3 68.2 42.2 47.3
ChatGPT 12.2 45.2 42.1 25.1 25.4

Table 10: Performance of models in the dialogue agent
response generation task. BLEU (BL.) and BERT Score
(BT Sc.) measure the similarity of the response with the
ground truth. Whereas, K-Prec and Q2- scores measure
faithfulness of the response with the Knowledge Source.

A.9.1 Correlation of human evaluation 1348

metrics 1349

We plot the correlation of the different metrics 1350

used for evaluating the dialogue agent’s responses, 1351

namely, fluency, faithfulness, relevance, objec- 1352

tivity, and helpfulness, in Fig 8. We observe a 1353

strong correlation between faithfulness, objectiv- 1354

ity, and helpfulness. This further indicates a low 1355

tolerance for unfaithful responses in the decision- 1356

making process. The models finetuned on our data 1357

generate more faithful responses as demonstrated 1358

through the scores in human evaluation in Table 4 1359

in Sec §4.2. 1360

A.10 Diversity of decisions in Dagstuhl 1361

dataset 1362

The Dagstuhl Dataset consists of 4 papers meta- 1363

reviewed by 4 senior academicians. The paper ac- 1364

ceptance decisions is displayed in Figure 4. Across 1365

the 4 papers, only 1 paper had a unanimous reject 1366

decision, while all the other papers received diverse 1367

verdicts. 1368

A.11 Resulting Dataset 1369

As one of the contributions of this work, we 1370

make the synthetically generated dataset for the 1371

best-performing ReMuSE configuration publicly 1372

available. We release 3, 064 meta-reviewing, 128 1373

product-buying, and 108 debate dialogues, respec- 1374

tively. We display the basic statistics for our re- 1375

sulting dataset in Table 11. Meta-Reviewing dia- 1376

logues show the most diversity (unigram vocabu- 1377

lary size) in agent and meta-reviewer utterances, 1378

reflecting the specific terminology associated with 1379

the peer-reviewing domain. The debates domain 1380

closely follows due to diverse topics, while the 1381

product-buying domain exhibits the least diversity, 1382

reflecting the domain’s simplicity. Meta-Reviewing 1383
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Strategy Feedback
Generic The agent mostly summarized the concerns raised by the reviewers without suggesting

any specific actions that could be taken to address those concerns. In the future, the agent
could provide more specific suggestions or questions to help the meta-reviewer make a more
informed decision. Additionally, the agent could try to paraphrase or restate the concerns
raised by the reviewers in a clearer or more concise way to facilitate the conversation.

Actionable Overall, it is advisable for the authors to further clarify their proposed algorithm by address-
ing the issues raised by the reviewers. For instance, they can provide a better definition of
transportation polytope in Eq. (2) and explain the process of generating two views of the
input images in more detail. It is also recommended that they compare their method with the
state-of-the-art consensus clustering methods that are not deep learning-based as suggested
by Reviewer 1. To address the concerns over the quality of the experiments, the authors can
provide a more thorough experimental investigation and comparison, as well as a discussion
of the novelty and contributions of their method with respect to similar methods proposed in
prior work.

ReMuSE Here are some suggestions to improve the dialogue: 1. Provide a more detailed summary of
the reviewers’ concerns, such as the specific areas where the paper is lacking in novelty or
clarity. For example, the dialogue could mention the reviewers’ comments about the outdated
literature, vague algorithm description, and lack of analysis of results. 2. Offer specific
recommendations to address the reviewers’ concerns. For instance, the dialogue could
suggest that the authors update the literature review with more recent work on consensus
clustering, provide a more detailed explanation of the algorithm, and perform additional
analysis of the results. 3. Highlight the positive aspects of the paper, such as the novelty
of combining ensemble methods with deep clustering. The dialogue could also mention
the reviewers’ comments about the potential effectiveness of the proposed ensemble deep
clustering algorithm.

Table 9: Different types of feedback generated for the same dialogue using multiple feedback prompting strategies.
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Figure 7: Screenshot of the Interface for assisting meta-reviewers with a dialogue agent

Flu
en

cy

Rele
va

nce

Fait
hfu

ln
es

s

O
bjec

tiv
ity

Help
fu

ln
es

s

Fluency

Relevance

Faithfulness

Objectivity

Helpfulness

1 0.92 0.31 0.32 0.087

0.92 1 0.66 0.67 0.45

0.31 0.66 1 1 0.96

0.32 0.67 1 1 0.96

0.087 0.45 0.96 0.96 1

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

Figure 8: Correlation of the human evaluation metrics.
We observe the strongest correlation between Helpful-
ness, Faithfulness, and Objectivity.

dialogues are notably longer, with more turns de-1384

picting the longer reasoning steps in expert tasks.1385

A.12 Meta-Reviewer Question Distribution1386

To quantify the different types of questions, we1387

quantitatively analyze the different meta-reviewer1388

questions in our dataset. To come up with the cate-1389

gories, we use the ‘Dagstuhl’ dataset and annotate1390

the questions in that dataset. We find that most of1391

the meta-reviewer questions are related to Contri-1392

butions, Strengths, Weaknesses, Confidence, Av-1393

enues for Improvement, and Literature Survey and1394

Follow-Up. We then prompt GPT 3.5-turbo to pro-1395
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Figure 9: Distribution of meta-reviewer questions in our
dataset.

vide us with these labels for all the questions in our 1396

dataset. The distribution of questions in our dataset 1397

is provided in Fig 9. We observed that questions 1398

related to contributions, strengths, weaknesses, con- 1399

tributions, and confidence (∼ 20%) occur across 1400

all dialogues. These questions are the most impor- 1401

tant aspects for consideration while writing a meta- 1402

review, which is in line with the findings of Santu 1403

et al. (2024). Thus, the questions in our dataset can 1404

serve as an effective resource for serving as a proxy 1405

meta-reviewer while training dialogue agents. 1406

A.13 Error Analysis of the dialogue agent 1407

responses 1408

Following Li et al. (2023b), we quantitatively an- 1409

alyze a set of 50 dialogues for error types in the 1410

dialogue agent’s responses. Out of 150 dialogue 1411
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agent turns, we observed 50 responses that may1412

be considered erroneous. We identified four differ-1413

ent kinds of errors in the responses: 1) Irrelevant1414

answers: 75% errors are incurred when the dia-1415

logue agent tries to answer questions that are based1416

on external knowledge. For instance, for a meta-1417

reviewer question on the literature survey of the1418

paper, the dialogue agent answers about the novelty1419

of the method in relation to the prior work as avail-1420

able in the reviewer comments. However, these1421

responses are short, and the dialogue agent evades1422

the answer by providing a partial/unsatisfactory1423

answer; 2) Inappropriate answers: 10% of the1424

errors are incurred because of the lack of knowl-1425

edge in using comparative adjectives. For instance,1426

responses to questions regarding the confidence of1427

a particular reviewer are often answered with the1428

confidence of all the reviewers. This question is1429

particularly asked as a follow-up to the severity of1430

the weakness stated by the reviewers. However,1431

the dialogue agent answers with the confidence of1432

other reviewers using adjectives such as ‘low’ or1433

‘high’. These responses are sometimes confusing1434

since confidence levels, such as 4 out of 5, are not1435

particularly low but are conceived as low because1436

of the higher confidence of other reviewers. 3)1437

Repitition: 10% of responses have repeated facts1438

as other answers and lack diversity. 4) Lack of1439

Neutrality: In 5% of the cases, the dialogue agent1440

agrees with the meta-reviewer’s evaluation of the1441

paper, which is not intended since the dialogue1442

agent should state its neutral stance. However, we1443

did not observe any cases of disagreement with1444

the meta-reviewer, which justifies the refinement1445

metrics used in the dialogue generation.1446

As a part of our research design, we induce faith-1447

fulness and technical specificity in the LLM gen-1448

erations. Thus, errors related to irrelevant answers1449

occur due to increased faithfulness in the genera-1450

tions and the necessity to stick to the source content.1451

The other errors are mainly related to limitations1452

in LLMs in using comparative adjectives and the1453

inherent pre-training-based alignment to agree with1454

humans. However, none of the errors contradict1455

our research design, and all the responses are still1456

technical and faithful. This justifies the use of the1457

dataset to train dialogue agents with higher faith-1458

fulness and technicality.1459

Domain # dial. # DA.
tok. (av.)

# Seek.
tok. (av.) # tur.

Meta-Rev. 3,064 54.66 30.95 13.24
Product-Buy. 123 28.87 13.49 11.92
Debates 108 48.51 18.16 10.29

Table 11: Basic Statistics for the genrated dataset. The
table shows the number of dialogues, the average num-
ber of tokens for the dialogue agent and seeker utter-
ances, and the number of turns.

A.14 Human Evaluation Instruction for 1460

evaluating full dialogues 1461

Please evaluate the dialogue in Table 13 with re- 1462

spect to the reviews in Sec §A.19.1 on a Likert 1463

Scale of 1− 4 over the following dimensions: 1464

Co-operativeness means that the response of the 1465

dialogue agent is coherent with the previous turn 1466

and does not try to mislead the interlocutor or act 1467

unhelpfully. 1468

Coherence how coherent and consistent is the over- 1469

all dialogue. 1470

Engagingness implies the dialogue agent engages 1471

the interlocutor by prompting further replies and 1472

helps move the conversation forward. 1473

Plausibility evaluate the groundedness of the dia- 1474

logue agent’s response. The measure implies how 1475

reasonable the information is about the reviews and 1476

the paper as provided by the assistant. 1477

A.15 Human Evaluation Instruction for 1478

evaluating dialogue responses 1479

Please evaluate the response, ut + 1 in connection 1480

to the Knowledge source, K and dialogue history 1481

[u1, u2, . . . ut] on a Likert scale of 1 − 5 over the 1482

following dimensions: 1483

Fluency How fluent is the language usage in the 1484

response? 1485

Relevance How appropriate is the response to the 1486

dialogue history? 1487

Faithfulness Is the response grounded/faithful to 1488

the knowledge source, K. 1489

Objectivity Is the answer factually correct rather 1490

than providing personal opinions and feelings? 1491

Helpfulness How useful is this response if you 1492

had to decide the acceptance or rejection of this 1493

paper based on this response? 1494

1495

Knowledge Source, K 1496

Review 1: This paper proposes a new type of 1497

generative models with a new inference method of 1498

latent variables. ..., Review 2: The paper proposes 1499

GONs which seek to build a generative model 1500
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with an “implicit” encoder that comes essentially1501

for free with the use of a few re-parameterization1502

tricks .., Review 3: This paper introduces a "new"1503

inference method for autoencoder-type models,1504

where the encoder is taken as a gradient of the1505

decoder with respect to a zero-initialized latent1506

variable ...1507

1508

Dialogue History, [u1, u2, . . . ut]1509

Meta Reviewer: Hello, can you summarize the1510

main contributions of this paper "Gradient Origin1511

Networks"?1512

Dialogue Agent: Yes, of course. This paper1513

proposes a new type of generative models called1514

Gradient Origin Networks which use a new1515

inference method of latent variables. Specifically,1516

the gradient of latent variables with respect to the1517

zero vector is taken as the inferred latent variables.1518

Meta Reviewer: I see. Can you tell me more about1519

the pros and cons mentioned in the reviews?]1520

1521

Response, ut + 11522

The reviews describe that the proposed method1523

is easy and straightforward to implement. How-1524

ever, the model assumption that the one step gra-1525

dient from zero vector equals to latent vector is1526

quite limited and greatly constrains the model ex-1527

pressiveness. Also, the formulation needs to be1528

carefully checked. The experimental results are not1529

sufficient to demonstrate the efficacy. Need more1530

quantitative analysis and experiments on more chal-1531

lenging datasets. The claim that it saves parameters1532

compared to VAE is also confusing.1533

A.16 Annotator Details1534

Out of the 10 annotators in our study, 4 annota-1535

tors are 2nd-year Ph.D students while 2 annotators1536

are 1st-year Ph.D students, and the other 4 annota-1537

tors are 3rd-year Ph.D students. 5 annotators are1538

from India, 4 annotators are from Germany, and1539

1 annotator is from Belgium. All of them are flu-1540

ent English speakers who have experience in NLP1541

peer-reviewing.1542

A.17 Correlation between human and1543

automated metrics1544

Since human evaluation metrics are widely used1545

and easily interpretable (Macina et al., 2023;1546

Rashkin et al., 2021), we analyze their correlation1547

with automated metrics. We compute correlations1548

between human and automated evaluations (Ta-1549

bles 1 and 2), with results shown in Fig 10. We find1550
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Figure 10: Correlation between human and automated
evaluation metrics

Metrics w/o dial.
agent

w. dial.
agent

Content Relevance 3.42 3.87
Decision Correctness 0.70 0.62
Coverage 3.21 3.76

Table 12: Human Evaluation of the meta-reviews writ-
ten with and without using dialogue agent. Content
Relevance and Coverage are rated on a scale of 1-4. De-
cision Correctness is evaluated using a binary scale of
0/1.

that automated metrics closely aligned with human 1551

metrics exhibit strong correlations (e.g., K-Prec 1552

and Q2: 0.95), while those measuring different as- 1553

pects, such as Specificity and Plausibility, show 1554

lower correlation (0.04). Lower correlations within 1555

the same category further highlight the diversity of 1556

captured aspects. 1557

A.18 Interface for Conversation and Dialogue 1558

Agent Evaluation 1559

We developed the interface using Streamlit to in- 1560

teract with the dialogue agent as shown in Fig 7.21 1561

We observe higher scores for content relevance and 1562

Coverage while using a dialogue agent. However, 1563

decision correctness was lower while using a dia- 1564

logue agent. 1565

21https://streamlit.io/
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A.19 Example Dialogues from our Dataset1566

We show a few reviews from our dataset along1567

with the dialogue generated using ReMuSE below.1568

1569

A.19.1 Meta-Reviewing1570

The title of the paper is not revealed to retain1571

anonymization. The type of the paper is “long".1572

1573
Review 1: Paper is on modeling the prediction of ancestor relation between names of science institutions.
This is on the GRID dataset which already has some hierarchical information. The proposed approach
is set-based models (with neural encodings) where the overlap between two names is measured by set
overlap at the unigram level. In extended experiments additional metadata like address and type of
institution are also incorporated into the model (which contribute a lot to the improvements). A set of
simple to intermediate baseline along with different thresholds of token overlap has been tested and the
proposed model shows strong improvement in the MAP metric. Paper has a decent writing and structure.
Problem and the approach has been explained and motivated well with descriptive examples. [...]

1574

Review 2: The paper shows how to infer the organisational structure of an institution. That is, it presents
a model for predicting the is-ancestor relationships of institutions based on their string names. To this
end, it makes use of Set-Transformers to model the token overlap between the institution names. This use
is nice but also not highly original. The experimental evaluation is on a single dataset only. While the
authors do present some examples, and overall hierarchy or something that provides some more insights
into the learned model should be provided in order to show potential issues with transitivity and connected
components. The evaluation only considers known pairs. But an organisational structure should also
be consistent. That is, the interesting motivation provided in the intro is not met in the experimental
evaluation. Furthermore, the experimental protocol is unclear [...]

1575

Review 3: The paper addresses the prediction of the hierarchical structure of organizations / institutes.
The authors develop a new dataset, automatically derived from GRID (global research identifier database),
and compare a set-based model against a few baseline approaches. While the task is well-defined and the
dataset could potentially be interesting for the community, I have a few doubts regarding the experimental
setup (to be more specific: on the choice of baseline models, on the evaluation on the test set and on the
final results). Pro: The task sounds interesting and challenging. It could encourage researchers to build
and enhance models that combine knowledge from different sources. Con: The task is presented as a
knowledge base completion task. [...]

1576

1577
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Meta-reviewing Dialogue

Meta-Reviewer Hello, I’m reviewing a paper on predicting institution hierarchies with set-based models. Can you tell me a
little bit about the paper?

Dialogue Agent Sure! The paper presents a new approach to predicting the hierarchical structure of institutions using set-
based models with neural encodings. The approach is based on the GRID dataset, which already has some
hierarchical information.

Meta-Reviewer That sounds interesting. Can you tell me more about the dataset and the experimental setup?

Dialogue Agent Sure! The dataset is the GRID dataset, which is a global research identifier database. The authors have
constructed a new dataset by pairing institution names with their corresponding hierarchy information. They
have also compared their approach against a few baseline approaches and presented some examples.

Meta-Reviewer Okay, that sounds good. But I have a few doubts regarding the experimental setup. For example, I would have
expected a comparison with well-known baseline models from the knowledge base completion literature,
such as TransE. And I’m not sure if the manually extracted test set is complete. Can you tell me more about
this?

Dialogue Agent Yes, the authors have mentioned some of these concerns in their paper. They have developed a new dataset,
and the task is well-defined. However, they have not compared their approach with well-known baseline
models from the knowledge base completion literature, such as TransE. And the manually extracted test set
may not be complete, which may affect the evaluation.

Meta-Reviewer I see. That’s a good point. What about the token-based models? Are they a promising choice for the task?

Dialogue Agent The authors have presented some examples in Table 3 to show the effectiveness of their approach. However,
the task is presented as a knowledge-base completion task, and the token-based models may not be the best
choice for this task.

Meta-Reviewer Okay, I understand. What about the related work on set-based models? Is there any extension of the related
work in the paper?

Dialogue Agent The authors have extended the related work on set-based models in their paper. They have presented some
new approaches and compared them with the baseline models. However, the related work on set-based models
should be extended further.

Meta-Reviewer I see. Thank you for the information. Based on your provided information, I would rate this paper as a 6
out of 10, with a confidence level of 4. The paper has some interesting ideas and the authors have presented
some examples to show the effectiveness of their approach. However, there are some concerns regarding the
experimental setup and the token-based models. The related work on set-based models should be extended
further.

Dialogue Agent Thank you for your feedback.

Table 13: Generated Meta-Reviewing Dialogue from our dataset based on the provided reviews.
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A.19.2 Debates1578

The topic of the paper is: ‘Global Warming is Not1579

a Crisis’. The arguments for for and against sides1580

of the debate are provided below:1581

1582
Against side: “Global warming is not a crisis. Please keep in mind what the proposition is. It is not a
debate over whether the earth has been warming over the past century. Uh, the earth is always warming
or cooling, at least a few tenths of a degree. And we’re talking about, so far, something on the order of
six tenths of a degree centigrade. We’re not even arguing about whether greenhouse gas emissions are
contributing at some level to warming. And they most certainly should or I would suggest it would be
very little. Indeed, as far as I can tell, even our opponents do not claim that global warming is a crisis at
present. Rather, we are primarily addressing the future. Now, much of the current alarm, I would suggest,
is based on ignorance of what is normal for weather and climate. [...]

1583

For side: “The motion before us, global warming is not a crisis, means we ought to know what crisis
means. The word does not mean catastrophe or alarmism. It means a crucial or decisive moment, a turning
point, a state of affairs in which a decisive change for better or worse is imminent. We are talking about
the future here. The entire world now really does have a critical choice to make. It is whether to continue
on the present path of adding more and more carbon dioxide and other greenhouse gases to the atmosphere
or whether to find another path. We’re speaking of the future. And science tells us that the path we choose
will largely determine what kind of earth our children and grandchildren will inherit. Our task tonight is
to persuade you that global warming is indeed a crisis in exactly that precise sense so you should vote
against the motion. The science community today has impeccable settled science, despite what you have
just heard, that demonstrates the reality of global warming and its primary origin in human activities. [...]

1584
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Debate Decision-Making Dialogue
Decision Maker Hello, I am here to learn more about the debate topic, “Global warming is not a crisis." Can you provide me

with information about both sides of the argument?

Dialogue Agent Of course, for the “For" side, they argue that global warming is not a crisis at present and much of the current
alarm is based on ignorance of what is normal for weather and climate. They suggest that extreme weather
events always occur without evidence of systematic increases. Additionally, the sea level has been increasing
since the end of the last Ice Age glaciation. The impact of warming on agriculture and disease seems dubious
at best. On the other side, the “Against" arguments state that global warming is indeed a crisis in the sense
that it is a turning point, a state of affairs in which a decisive change for better or worse is imminent. They
argue that science has proven the reality of global warming and that mankind’s fingerprints have now clearly
emerged above the noise of natural variability. They also mention the increasing frequency of heat waves,
higher sea levels, and vanishing glaciers as evidence of the severity of the situation.

Decision Maker Thank you for providing that information. Can you tell me about any projections or forecasts related to
global warming?

Dialogue Agent Yes, the "Against" side states that they project further warming of half a degree Fahrenheit for the next
twenty-five years. Beyond that, it largely depends on how much more CO2 and other greenhouse gases
humanity dumps into the atmosphere. They also warn that continuing to fuel the world using present
technology will bring dangerous and possibly surprising climate changes by the end of this century, if not
sooner.

Decision Maker What is the scientific community’s stance on global warming?

Dialogue Agent The "Against" side argues that today’s science community has impeccably settled science that demonstrates
the reality of global warming and its primary origin in human activities. They also mention the Intergovern-
mental Panel on Climate Change’s report and the extensive process of experts who represent mainstream
science. On the other hand, the “For" side acknowledges that even their opponents do not claim that global
warming is a crisis at present and suggest that the impact of CO2 per unit of CO2 actually goes down with
increasing CO2. They also argue that it is crucial to distinguish between the claim that models can display
past behavior from the actual situation, which is that models can be adjusted to display past behavior once
that behavior is known.

Decision Maker Thank you for the information. Based on both sides of the argument, what do you suggest is the conclusion?

Dialogue Agent As a dialogue agent, I cannot express opinions or make decisions. However, I provided the arguments from
both sides that may help you reach your own conclusion.

Table 14: Debate Dialogue on the topic ‘Global warming is not a crisis’ generated from the provided arguments.
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A.19.3 Product Reviews1585

The product in discussion is “Flexion KS-9021586

Kinetic Series Wireless Bluetooth Noise Can-1587

celling Headphones with Microphone, Black". The1588

reviews are below:1589

1590
Reviews: “The battery life is sufficient where I only need to charge once every 2 days These headsets are
equipped with the new Bluetooth 9 edition too advance for current music, so don’t even bother to enable
because they don’t work. \n

These gave very good sound. Good sound quality, fits pretty well in your ear And it is also bluetooth, so I
can connect it to my phone easily!\n

The user interface is really bad, when I try to turn it off, it usually calls someone on my phone, so I have
had several butt dials thanks to these earphones.\n

There well rounded in all areas something that others don’t have. And they totally out perform the 2 hour
battery life of the Flexion. The case is badly designed and too small.\n

These work really great when you want to listen to something without bothering other people. sleep.-
Bass is amazing and really good- Loud and really clear For the price I paid they work excellent!\n

my background noise was amplified. He told me that he loves the headphones, but it was the amazing C.S
that will have him as a returning customer. I recommend it to everyone! They actually turn on with a
quick click, not a 3 second hold as in the instructions. The sound is just fantastic, the best sound I ever
hear from an ear bud type speaker. Then my replacement pair broke, the cord just separated from the ear
bud during normal use (see picture attached). \n

Sound quality is good and has buttons on the ear pieces for volume control, answering phone calls, and
changing songs! The pause button and the advance track button doesn’t work and the previous track
button is awkward and works only some of the time. As a commuter using public transportation, I was
looking for something that would eliminate wires going to to my device and these do a great job of that.
build quality is great compared to the price they do look expensive* I love that they were really easy to
sync, which is a huge bonus for me! The headphones connected to my iPhone with no problems. \n

Sound quality was great but even after a full night of charging the batteries died after 2 hours. they give
you a low battery warning a few seconds before they shut off which is kinda pointless. \n [...]

1591

1592
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Product Buying Dialogue
Buyer Hi, I’m interested in purchasing the Flexion KS-902 Kinetic Series Wireless Bluetooth Noise Cancelling

Headphones with Microphone, Black. Can you provide me with some information about the product?

Dialogue Agent Sure, what would you like to know?

Buyer Can you tell me about the battery life of the headphones?

Dialogue Agent According to the reviews, the battery life is sufficient where you only need to charge once every 2 days.
However, there have been a few reviewers who experienced a shorter battery life.

Buyer What about the sound quality?

Dialogue Agent The reviews state that the sound quality is good, and they worked really great when you want to listen to
something without bothering other people. However, there were some reviews that reported the sound quality
wasn’t that great, and some experienced full of static if you get more than 7 feet from your phone.

Buyer Is it easy to connect to my phone?

Dialogue Agent Yes, the headphones are equipped with Bluetooth and are easy to sync with your iPhone or Android device.

Buyer What about the user interface? Is it easy to use?

Dialogue Agent According to some reviews, the user interface is really bad. They experienced several butt dials when trying
to turn it off. However, others found the headphones to be easy to connect and use.

Buyer With all that information, do you recommend these headphones?

Dialogue Agent I’m sorry, I cannot provide recommendations or opinions. Please use the reviews provided to make an
informed decision.

Buyer Okay, thanks for the information. I think I’ll go ahead and purchase them!

Table 15: Dialogue generated for the product ‘Flexion KS-902 Kinetic Series Wireless Bluetooth Noise Cancelling
Headphones with Microphone, Black’ with the reviews provided before.
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