
HopWeaver: Synthesizing Authentic Multi-Hop Questions Across Text
Corpora

Anonymous ACL submission

Abstract001

Multi-Hop Question Answering (MHQA) is002
crucial for evaluating the model’s capability003
to integrate information from diverse sources.004
However, creating extensive and high-quality005
MHQA datasets is challenging: (i) manual006
annotation is expensive, and (ii) current syn-007
thesis methods often produce simplistic ques-008
tions or require extensive manual guidance.009
This paper introduces HopWeaver, the first010
automatic framework synthesizing authentic011
multi-hop questions from unstructured text cor-012
pora without human intervention. HopWeaver013
synthesizes two types of multi-hop questions014
(bridge and comparison) using an innovative015
approach that identifies complementary doc-016
uments across corpora. Its coherent pipeline017
constructs authentic reasoning paths that inte-018
grate information across multiple documents,019
ensuring synthesized questions necessitate au-020
thentic multi-hop reasoning. We further present021
a comprehensive system for evaluating synthe-022
sized multi-hop questions. Empirical evalua-023
tions demonstrate that the synthesized ques-024
tions achieve comparable or superior quality to025
human-annotated datasets at a lower cost. Our026
approach is valuable for developing MHQA027
datasets in specialized domains with scarce an-028
notated resources.029

1 Introduction030

Integrating information from different sources031

shows the intelligence of Large Language Mod-032

els (LLMs) and Retrieval-Augmented Generation033

(RAG) systems(Huang and Huang, 2024; Hu et al.,034

2024). Multi-Hop Question Answering (MHQA),035

as a critical benchmark for this ability, requires036

models to integrate information distributed across037

documents (Guo et al., 2024; Mavi et al., 2024).038

MHQA requires a model to connect intermediate039

entities or concepts across documents to infer an-040

swers. However, constructing extensive and high-041

quality MHQA datasets remains costly because042
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Figure 1: Examples of two multi-hop questions syn-
thesized by HopWeaver: Bridge (top) and Comparison
(bottom) question. These involve cross-document rea-
soning via a bridge entity or a shared attribute.

manual annotation (Yang et al., 2018; Ho et al., 043

2020; Trivedi et al., 2022) struggles to cover diverse 044

reasoning paths at scale and often introduces anno- 045

tation bias (Klie et al., 2024; Wich et al., 2021). 046

Recent studies have established synthesized data 047

generation as a new paradigm for model training, 048

testing, and evaluation (Lu et al., 2023; Guo and 049

Chen, 2024). However, automatically synthesizing 050

authentic questions that integrate multi-document 051

information is particularly challenging for MHQA 052

tasks (Mavi et al., 2022; Guo et al., 2024). Existing 053

approaches require substantial manual intervention, 054

including human-provided source documents (Fei 055

et al., 2022; Xia et al., 2023), predefined question 056

templates (He et al., 2024), or extraction of relation- 057

ships from knowledge graphs and other structured 058

data (Vuth et al., 2024; Chen et al., 2024). Some 059

studies attempt to synthesize multi-hop-like ques- 060

tions but lack rigorous validation (Lupidi et al., 061

2024; Luo et al., 2024; Wu et al., 2024), result- 062
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ing in “pseudo multi-hop” questions that can be063

resolved through single-document reasoning, and064

face two fundamental limitations: (i) to identify065

an entity that bridges distinct to complementary066

contexts, and (ii) to retrieve a complementary doc-067

ument rather than redundant factual repetitions.068

These limitations lead to low success rates and069

require manual post-filtering. Besides, existing070

evaluation approaches (Min et al., 2019; Ho et al.,071

2020; Trivedi et al., 2022) fail to evaluate synthe-072

sized MHQA datasets effectively.073

We introduce HopWeaver, the first automatic074

framework that synthesizes multi-hop questions di-075

rectly from raw corpora without any manual in-076

tervention. Building on established MHQA re-077

search (Yang et al., 2018; Ho et al., 2020; Trivedi078

et al., 2022; Yang et al., 2018; Ho et al., 2020),079

HopWeaver focuses on synthesizing two predom-080

inant question types: bridge questions (connect-081

ing facts across documents through intermediate082

entities) and comparison questions (contrasting083

attributes between entities). It employs an inno-084

vative retrieval mechanism that identifies authen-085

tically complementary documents and constructs086

reasoning paths that necessitate cross-document087

information integration (as shown in Figure 1).088

We further develop a comprehensive evaluation089

system to evaluate synthesized questions by (i)090

LLM-as-judge, (ii) answerability and difficulty,091

and (iii) evidence-accessibility. In summary, Hop-092

Weaver enables the cost-effective synthesis of high-093

quality MHQA data, making it especially valuable094

in specialized domains where it can generate multi-095

hop questions directly from raw corpora without096

relying on human intervention or structured knowl-097

edge bases. (We will release the code for Hop-098

Weaver to facilitate further research in this area.)099

This work makes the following key contributions:100

1. We propose HopWeaver, the first framework101

to automatically synthesize authentic multi-102

hop questions directly from raw corpora with-103

out human intervention or structured data.104

2. We present a comprehensive data quality105

evaluation system for synthesized MHQA106

datasets with three complementary dimen-107

sions: LLM-as-judge, answerability/difficulty,108

and evidence-accessibility.109

3. Empirical results demonstrating that: (i) our110

LLM-as-judge evaluation shows synthesized111

questions meet or exceed human-annotated112

benchmarks, (ii) answerability and diffi- 113

culty evaluation confirms they require com- 114

plex multi-hop reasoning, and (iii) evidence- 115

accessibility evaluation proves they are well- 116

grounded in source corpora. 117

2 Preliminaries 118

While MHQA exhibits various patterns (e.g., 119

bridge, comparison, intersection, commonsense), 120

analysis of major benchmarks (Yang et al., 2018; 121

Ho et al., 2020; Trivedi et al., 2022) indicates that 122

two types are fundamental and challenging: bridge 123

questions and comparison questions. Building on 124

existing research in MHQA, we formalize the key 125

concepts used throughout this paper as follows: 126

2.1 Core Notation 127

Let E = {e1, e2, ..., en} be the entity set, 128

R = {r1, r2, ..., rm} the relation set, and D = 129

{d1, d2, ..., dl} the document set. For each docu- 130

ment dj ∈ D, we define the function: 131

Trips(dj) = {t = (ea, rh, ec)|t in dj} (1) 132

where each triplet t = (ea, rh, ec) represents a re- 133

lational fact extracted from document dj . 134

2.2 Bridge Question 135

Bridge questions link facts across documents 136

through intermediate entities, necessitating cross- 137

document reasoning. It aims to find a single se- 138

quential path P connecting a start entity es to a 139

target entity et. 140

P is a sequence of k triplets (ei, ri, ei+1) that 141

form a path from e1 to ek: 142

P = ⟨(e1, r1, e2), ..., (ek−1, rk−1, ek)⟩ (2) 143

This framework imposes two constraints: 144

Fact Distribution Constraint: Each triplet in 145

the path must come from exactly one document. 146

∀(ei, ri, ei+1) ∈ P,∃!dj ∈ D :

(ei, ri, ei+1) ∈ Trips(dj)
(3) 147

No-Shortcut Constraint: No single document 148

can bridge non-adjacent entities in the path. 149

∀i, j : |i− j| > 1,∀d ∈ D,∀r ∈ R :

(ei, r, ej) /∈ Trips(d)
(4) 150
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Figure 2: HopWeaver: Question Synthesis Framework

2.3 Comparison Question151

Comparison questions contrast two entities (sim-152

ilar entities of the same category) by identifying153

their values for a specific relation, shared attribute,154

denoted as rc ∈ R. This involves establishing155

attribute triplets for each entity:156

t1 = (e1, rc, v1) and t2 = (e2, rc, v2) (5)157

Each triplet can be represented by a logical rea-158

soning path:159

P = ⟨(e1, r1, e1), . . . , (en−1, rn, ev)⟩ (6)160

The paths may differ but must lead to attribute161

heads associated with rc for effective comparison.162

Distributed Source Constraint: A comparison163

requires multi-hop reasoning if no single document164

contains both facts t1 and t2. Let D(t) be the set165

of documents stating triplet t. This means the sets166

of supporting documents must be disjoint:167

D(t1) ∩D(t2) = ∅ (7)168

3 Methodology169

We introduce a framework for synthesizing two170

types of multi-hop questions: bridge questions and171

comparison questions (as shown in Figure 2).172

3.1 Bridge Question Synthesis173

Step 1: Bridge Entity Identification. First, a174

source document ds is randomly sampled from the175

corpus. An LLM then processes ds. The primary176

goal is to identify a reasonable bridge entity (eb)177

that links disparate information contexts. The LLM178

achieves this goal by selecting a text segment (sp)179

from ds that provides concentrated textual context180

and then identifying eb within sp. Finally, based on 181

eb and sp, the LLM formulates an optimized query 182

(q), enabling the targeted retrieval of complemen- 183

tary documents in the next phase. 184

Step 2: Two-Stage Coarse-to-Fine Retrieval. 185

This step takes the query q and source document 186

ds (from Step 1) as input. Its objective is to out- 187

put a ranked list of k complementary documents, 188

Dt = {d1t , . . . , dkt }, which are identified through a 189

two-stage retrieval strategy: 190

First, the Coarse Retrieval stage generates an 191

initial candidate list. An initial set of documents is 192

retrieved using q. Up to k candidates are greedily 193

selected from this set using a modified Maximum 194

Marginal Relevance (MMR) approach (Carbonell 195

and Goldstein, 1998). As defined in Equation 8, 196

this method balances query relevance (sim(q, di)) 197

with dissimilarity to the source document ds (via 198

−sim(di, ds)) and diversity among already selected 199

documents in set S (via −maxdj∈S sim(di, dj)), 200

thereby promoting the selection of diverse and com- 201

plementary contexts. The parameters λ1, λ2, λ3 202

control this trade-off (as shown in Appendix E). 203

Score(di) = λ1sim(q, di)− λ2sim(di, ds)

− λ3max
dj∈S

sim(di, dj)
(8) 204

Next, the Fine-grained Reranking stage refines 205

this candidate list. Candidate documents di are 206

paired with q and re-scored by a fine-tuned reranker, 207

yielding the final set Dt composed of the top k 208

documents according to these new scores. The 209

details of the reranker model and its fine-tuning 210

methodology are provided in Section 3.3. 211

Step 3: Multi-Hop Question Construction. 212

This step constructs a verifiable multi-hop ques- 213
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tion by integrating information from the source214

document ds and a selected complementary docu-215

ment dt (from Dt identified in Step 2), using the216

bridge entity eb as the pivot. The process consists217

of the following steps:218

(a) Sub-Question Generation: To construct the219

final multi-hop question that requires ground-220

ing in both documents, two sequential sub-221

questions are generated: (i) Sub-Question 1222

formulated from ds with the bridge entity eb223

as its answer; (ii) Sub-Question 2 generated224

from dt with eb in its question text, targeting225

information unique to dt.226

(b) Multi-Hop Question Synthesis: The two227

sub-questions are fused into a single, coher-228

ent multi-hop question. This final question is229

crafted to implicitly guide reasoning from ds230

through eb to dt, without explicitly revealing231

eb while necessitating multi-hop reasoning.232

(c) Validation and Iteration: The synthesized233

question undergoes a validation process. If a234

valid multi-hop question is not successfully235

formed (e.g., due to flawed fusion, an invalid236

bridge connection, or entity ambiguity), or if237

the resulting question violates the Fact Distri-238

bution or No-Shortcut constraints (defined in239

Section 2.2), the current complementary docu-240

ment dt is rejected. The question construction241

process then attempts to use the next ranked242

document from the list Dt.243

The module generates a QA pair, a reasoning244

path (ds → eb → dt), and sub-questions to en-245

sure the interpretability and verifiability of each246

question. See Appendix B for an example of a syn-247

thesized bridge question and its generation details.248

Step 4: Question Polishing and Validation.249

With the QA pair and its supporting segments gen-250

erated in Step 3, we further enhance their quality251

by processing them through the Question Polishing252

and Validation module, detailed in Section 3.4.253

3.2 Comparison Question Synthesis254

Step 1: Entity and Attribute Identification. For255

each randomly sampled document da, the module:256

• Identifies the primary subject entity ea and its257

type (e.g., person, location, organization).258

• Extracts 3-5 concise, factual attribute-value259

pairs (a, va) suitable for comparison (e.g., nu-260

meric, date, category).261

Step 2: Filtering. To ensure concreteness and 262

comparability, each entity and attribute is scored on 263

a 1-5 scale (see Appendix D for detailed criteria), 264

with only those meeting the threshold included in 265

further steps. 266

Step 3: Query Generation and Retrieval. 267

Based on its understanding of the source entity ea 268

and the filtered attributes from Step 2, the LLM gen- 269

erates queries and retrieves documents. The LLM 270

selects Direct Recommendation when it possesses 271

sufficient knowledge to identify a comparable en- 272

tity, otherwise resorting to Diversified Search when 273

its understanding is incomplete. 274

• Direct Recommendation: The LLM selects 275

a representative attribute of ea, recommends 276

a comparable entity eb, and generates a verifi- 277

cation query to retrieve documents containing 278

eb with the same attribute. 279

• Diversified Search: The LLM generates three 280

diverse retrieval queries to find other entities 281

of the same type as ea. These queries are 282

executed, and their top-k results are merged 283

to discover documents containing comparable 284

entities. 285

This step outputs a list of retrieved documents. 286

Step 4: Question Construction. The system 287

first identifies entity eb within the retrieved doc- 288

ument(s) and searches for a comparable attribute 289

pair (a, va, vb) where both entities have specific, 290

factual values for the attribute a. The approach to 291

finding this pair follows the strategy from Step 3: 292

• Guided Comparison: Following a Direct 293

Recommendation, where a specific entity eb 294

and attribute a are specified, the system fo- 295

cuses on retrieving this exact pair. 296

• Open Discovery: Following a Diversified 297

Search, the system iterates through the at- 298

tributes of entity ea to find the first valid com- 299

parable pair with any attribute of a discovered 300

entity eb. 301

When finding a comparable pair, the module gen- 302

erates a comparison QA pairs (e.g., “Which has 303

the higher a: ea or eb?” “ea”), both documents 304

segments containing information of va and vb, and 305

corresponding reasoning path. An illustrative ex- 306

ample of a comparison question generated by this 307

process is provided in Appendix B. 308
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Step 5: Question Polishing and Validation. The309

generated QA pair and its supporting segments are310

processed by the Question Polishing and Validation311

module (in Section 3.4) to ensure quality.312

3.3 Fine-Tuning Reranker via Simulated313

Feedback314

Negative 

Positive

Generate

Failed Doc.

Successful Doc.

Reranker 

Figure 3: Fine-Tuning Reranker via Simulated Feedback

To enhance the fine-grained reranking stage (in315

Section 3.1, Step 2), we fine-tune the reranker using316

contrastive triples generated through simulating317

key steps of the bridge question synthesis process.318

Generating Supervision Signals through Simu-319

lation. Our fine-tuning process begins with cre-320

ating a labeled dataset directly from the bridge321

question synthesis process. We simulate this syn-322

thesis by retrieving a list of documents {di} using323

our coarse retrieval methods. Each candidate di324

attempts to generate the connecting sub-questions325

required to link it with ds through eb. The success326

or failure of multi-hop question generation provides327

a supervision signal, with successful attempts yield-328

ing positive example (d+) and failed attempts329

producing negative example (d−).330

Contrastive Learning Fine-Tuning of the331

Reranker. These positive and negative exam-332

ples form the dataset for reranker fine-tuning.333

We construct contrastive training triples, typically334

(query = eb, d
+, d−), and train the reranker to dis-335

tinguish complementary documents. This optimiza-336

tion is guided by a cross-entropy loss:337

L = − 1

N

N∑
i=1

log

(
exp(f(eb, d

+
i ))∑k

j=1 exp(f(eb, dij))

)
(9)338

f(eb, d) is the score produced by the reranker for339

a query-document pair, N is the batch size, d+i is340

the positive document in the i-th group, and dij341

represents all documents (one positive and k − 1342

negatives) in the j-th position within the i-th group343

for calculating the sum in the denominator.344

This supervision signal, derived directly from345

the downstream task’s success, assists the reranker346

to learn what constitutes a truly complementary 347

document. 348

3.4 Question Polishing and Validation 349

The polisher module assesses and refines each 350

multi-hop question (both Bridge and Comparison 351

types) via structured prompts, generating one of 352

four outcomes: 353

(i) PASS: accept the question. 354

(ii) ADJUST: apply minor wording or fluency 355

improvements; output revised question and 356

reasoning path. 357

(iii) REWORKED: perform substantial restruc- 358

turing; output new question, reasoning path, 359

and answer. 360

(iv) REJECTED: discard questions with ir- 361

reparable flaws. 362

This step guarantees that each question (i) involves 363

cross-document reasoning, (ii) hides the bridge en- 364

tity (for Bridge questions), and (iii) maintains flu- 365

ency without exposing intermediate steps. 366

4 Data Quality Evaluation System 367

Evaluating the quality of multi-hop questions re- 368

quires a comprehensive evaluation system that ex- 369

tends beyond traditional metrics. We introduce 370

a three-dimensional evaluation system designed 371

to capture the critical attributes of high-quality 372

MHQA datasets: 373

4.1 LLM-as-Judge Evaluation 374

Our evaluation employs an LLM-as-judge ap- 375

proach with a Likert scale (Liu et al., 2023) to eval- 376

uate each synthesized MHQA pair. This methodol- 377

ogy incorporates recent advancements in question 378

generation evaluation metrics (Fu et al., 2024b) 379

through specific adaptations, thereby establishing 380

a novel scoring framework tailored for multi-hop 381

questions (in Appendix C). 382

While many studies compare LLM judges to hu- 383

man ratings (Ye et al., 2024), human evaluations 384

are often inconsistent and biased (Chiang and Lee, 385

2023). Therefore, relying solely on human-LLM 386

agreement might lead the LLM judge to inherit 387

these limitations (Lee et al., 2025; Zheng et al., 388

2023). To avoid this, we evaluate LLM judges 389

based on self-consistency, ensuring they produce 390

stable, reproducible answers when evaluating the 391

same input repeatedly (Lee et al., 2025). See Ap- 392

pendix C.2 for the rationale behind prioritizing 393

LLM self-consistency. 394
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To identify suitable LLM judges, we evaluated395

multiple models based on output stability. Results396

show proprietary LLMs like GPT-4o demonstrate397

strong performance across metrics, while open-398

source models such as Gemma-3-27b offer stable,399

cost-effective evaluation with better reproducibil-400

ity. See Appendix C.3 for complete metrics, model401

specifications, selection rationale, and results with402

visualizations. We adopted the average score across403

selected judges as our final evaluation standard.404

4.2 Answerability and Difficulty Evaluation405

To evaluate the answerability and difficulty of our406

synthesized questions and their reliance on contex-407

tual evidence, we use multiple LLM solvers under408

two distinct conditions:409

• Q-Only: The solver sees only the question. This410

setting primarily gauges the baseline answerabil-411

ity using the solver’s internal knowledge and rea-412

soning capabilities.413

• Q+Docs: The solver receives all supporting doc-414

uments for the question, simulating a golden re-415

trieval scenario. This setting evaluates the ques-416

tion’s answerability when all necessary evidence417

is available.418

The performance improvement from the Q-Only419

to the Q+Docs indicates that (i) the question is420

challenging and requires contextual evidence rather421

than just pre-existing knowledge or superficial cues,422

(ii) the LLM-annotated golden evidence effectively423

supports a correct answer, confirming the question424

is answerable. These features are key signs of well-425

constructed multi-hop questions that test evidence426

integration.427

4.3 Evidence-Accessiblity Evaluation428

We examine whether annotated evidence for our429

synthesized question evidence is accessible in the430

corpus and evaluate the difficulty of its complete431

retrieval. Distinct retrieval methods are employed432

to fetch the top–k documents for each question and433

record retrieval metrics: (i) MAP (mean average434

precision), (ii) RECALL@K (proportion of golden435

evidence retrieved in top-k), (iii) NDCG@K (nor-436

malized discounted cumulative gain at k), and437

(iv) SUPPORT F1 (overlap between retrieved and438

golden evidence).439

This comprehensive evaluation approach uses440

the recorded metrics to achieve two primary ob-441

jectives: (i) to gauge the accessibility of individ-442

ual evidence documents (using RECALL@K, e.g.,443

@20), which is crucial for verifying corpus ground-444

ing and evaluating retrieval ranking quality (via 445

MAP and NDCG@K); and (ii) to identify spe- 446

cific difficulties in multi-source evidence assembly, 447

indicated by SUPPORT F1 (complete-set retrieval 448

accuracy) relative to individual document recall 449

(RECALL@K). This detailed analysis provides a 450

vital retrieval baseline for our dataset, enabling a 451

clearer interpretation of MHQA performance by 452

clearly distinguishing retrieval challenges from rea- 453

soning demands. 454

5 Experiments 455

HopWeaver is evaluated using the English 456

Wikipedia corpus and four LLM generators with 457

different scales and performances for synthesis. 458

We compare the synthesized question with three 459

human-annotated MHQA datasets. See Appendix 460

E for the complete experimental setup (including 461

corpus details, model specifications, and evaluation 462

metrics) and Appendix A for cost analysis. 463

5.1 Main Quality Evaluation 464

Table 1: Quality evaluation of multi-hop questions (on
100 samples, five LLM judges). Multi-Hop (%) shows
the proportion of questions authentically involving in-
formation from multiple documents. Avg. Score repre-
sents quality on a 1-5 scale (1=Very Poor, 5=Very Good)
across multiple evaluation criteria (in Appendix C).

Generation Source Bridge Questions Comparison Questions

Multi-Hop (%) Avg. Score Multi-Hop (%) Avg. Score

HopWeaver (Ours)
w/ Gemini-2.5-flash 96.4 4.27 98.6 4.45
w/ QwQ-32B 98.9 4.23 97.4 4.40
w/ Qwen-14B 96.9 4.09 95.9 4.36
w/ GLM-4-9B-0414 89.8 3.87 93.9 4.26

Human Datasets (Baselines)
HotpotQA 92.8 4.23 95.6 4.20
2WikiMultiHopQA 92.8 4.04 97.6 4.42
MuSiQue 91.2 3.78 N/A N/A

Our quality evaluation results in Table 1 contain 465

the proportion of authentic multi-hop questions 466

and their average scores. When employing the 467

proprietary LLM Gemini-2.5-flash, HopWeaver 468

achieves exceptional performance (98.6% multi- 469

hop rate and 4.47 average score for Comparison 470

questions; 96.4% and 4.27 for Bridge questions), 471

surpassing all evaluated human-annotated datasets. 472

This demonstrates HopWeaver’s capacity to pro- 473

duce data that advance MHQA research. 474

To evaluate HopWeaver’s performance with 475

more accessible and reproducible setups, we also 476

tested three leading open-source LLMs of vary- 477

ing scales (QwQ-32B, Qwen-14B, GLM-4-9B-0414). 478

These models also enable HopWeaver to synthesize 479
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high-quality questions that rival or exceed human480

datasets. For instance, QwQ-32B achieves a 98.9%481

multi-hop rate and a 4.23 average score for Bridge482

questions. Even the smaller GLM-4-9B-0414 yields483

a high percentage of valid multi-hop questions484

(89.8% for Bridge, 93.9% for Comparison), offer-485

ing a cost-effective solution for large-scale synthe-486

sis. This consistent performance across diverse487

models underscores HopWeaver’s effectiveness.488

While powerful closed-source models establish489

the upper bound of achievable quality, the results490

with open-source alternatives make them excellent491

choices for researchers prioritizing cost-efficiency492

and scientific reproducibility, mitigating concerns493

about the instability or potential deprecation of pro-494

prietary LLMs.495

A multi-dimensional analysis is conducted to496

compare the average scores across key quality di-497

mensions for HopWeaver-synthesized questions498

(using different LLMs) against human datasets.499

Figure 4 shows that the question synthesized by500

Hopweaver surpasses the benchmark of human501

datasets in most dimensions, especially in logical502

sophistication and information integration, al-503

though the top human dataset holds a marginal504

advantage in conciseness.505

Fluency

Clarity

ConcisenessRelevance

Consistency

Question
Answerability

Answer-Question
Consistency

Information
Integration

Reasoning
Path

Logical
Sophistication

3

3.5

4

4.5

Multi-Dimensional Evaluation Across Datasets

2wiki_bridge
HotpotQA_bridge
MuSiQue_bridge
Gemini_bridge
QwQ_bridge
GLM_bridge
Qwen14B_bridge

Figure 4: Multi-dimensional quality evaluation to com-
pare HopWeaver-synthesized questions (by different LLMs)
against baseline datasets across key criteria, and scale trun-
cated to [3.0, 4.5] for visualization clarity (full scale: [1, 5]).

5.2 Answerability and Difficulty Evaluation506

We evaluate various LLMs in both “Question-Only”507

(Q-Only) and “Question + Golden Documents”508

(Q+Docs) settings, as described in Section 4.2.509

The results, presented in Table 2, demonstrate a 510

significant performance improvement across all 511

models when the golden supporting documents are 512

provided. For instance, GPT-4o’s Exact Match 513

(EM) score rose from 29.0% to 51.0% on Bridge 514

questions (Q-Only to Q+Docs) and jumped from 515

69.0% to 94.0% on Compare questions (Q-Only to 516

Q+Docs). 517

This substantial gain confirms two critical as- 518

pects aligned with our evaluation goals: (i) the 519

questions involve multi-hop reasoning and are diffi- 520

cult to answer based solely on the models’ internal 521

knowledge. (ii) The golden documents synthesized 522

by HopWeaver are effective and contain the neces- 523

sary information for models to deduce the correct 524

answers, confirming the questions’ answerability 525

given appropriate evidence. Besides, we manually 526

inspected GPT-4o’s errors (Q+Docs) to further val- 527

idate question quality. This inspection reveals that 528

errors stemmed from model inference issues or am- 529

biguities, not flaws in the synthesized questions, 530

confirming their answerability and correctness. 531

Most notably, smaller models like Qwen3-8B 532

show substantial performance gains, with its F1 533

score increasing dramatically from 22.3% to 60.2% 534

on bridge questions when gold documents are in- 535

cluded. This clearly indicates that models with less 536

extensive internal knowledge can still perform ro- 537

bust reasoning when relevant contextual evidence 538

is properly provided by HopWeaver. 539

Furthermore, the consistent ranking of model 540

performance suggests that our dataset serves as 541

a reliable benchmark for evaluating and compar- 542

ing the reasoning capabilities of different LLMs in 543

multi-hop scenarios. 544

Table 2: QA Results, comparing model performance
with Question Only (Q-Only) and Question + Golden
Docs (Q+Docs), 100 samples.

Model
Bridge Compare

Q-Only (%) Q+Docs (%) Q-Only (%) Q+Docs (%)

EM F1 EM F1 EM F1 EM F1

GPT-4o 29.0 40.5 51.0 65.0 69.0 70.5 94.0 94.2
Claude-3.7-Sonnet 23.0 33.0 50.0 62.0 47.0 50.2 91.0 93.4
Llama-3.3-70B 18.0 30.6 45.0 60.9 49.0 51.8 74.0 78.9
Qwen3-8B 10.0 22.3 47.0 60.2 50.0 55.4 62.0 66.0

5.3 Evidence-Accessiblity Evaluation 545

We evaluated the synthesized dataset (by Gemini- 546

2.5) using BM25, GTE, and E5 retrievers. Our 547

evaluation requires retrievers to identify the exact 548

document sources used to synthesize each question. 549

The evidence-accessibility evaluation (Table 3) 550

7



highlights several key findings regarding the551

dataset: (i) Evidence documents are largely accessi-552

ble by retriever within the corpus, as demonstrated553

by Recall@k (e.g., BM25 Recall@20 of 0.7050),554

affirming the questions’ strong corpus-grounding;555

(ii) retrieving the complete set of necessary evi-556

dence documents simultaneously remains challeng-557

ing (e.g., low Support F1 scores: 0.17-0.22), de-558

spite individual document accessibility. This dis-559

parity underscores the genuine multi-hop nature560

of the questions, which necessitate integrating in-561

formation from multiple, distinct sources; (iii) the562

dataset effectively discriminates between retrieval563

strategies (e.g., BM25 > GTE > E5), demonstrating564

its utility as a benchmark for evaluating multi-hop565

retrieval systems.566

Table 3: Evidence-Accessiblity Evaluation Results. Evaluat-
ing different retrievers on the HopWeaver synthesized dataset.

Method MAP Recall@5 Recall@10 Recall@20 NDCG@5 NDCG@10 Support F1

BM25 0.5605 0.6150 0.6650 0.7050 0.6305 0.6510 0.2217
GTE 0.5092 0.5600 0.5900 0.6250 0.5828 0.5946 0.1967
E5 0.4107 0.4600 0.5150 0.5800 0.4720 0.4943 0.1717

5.4 Ablation Study567

5.4.1 Reranker Efficiency568

To evaluate our fine-tuned reranker’s efficiency (in569

Section 3.3), we compare retrieval strategies for570

Bridge question synthesis using two metrics: Suc-571

cess Rate (percentage of documents yielding valid572

questions) and Average Attempts for Success (at-573

tempts needed to find successful pairs).574

Table 4 reveals progressively stronger results575

from standard dense retrieval (’standard’) and576

MMR diversity (’diverse’) to zero-shot reranking577

(’diverse + rerank (ZS)’). The optimal performance578

comes from our fine-tuned reranker (’diverse +579

rerank (FT)’), delivering both superior success580

rates and requiring fewer document retrieval at-581

tempts. This demonstrates that fine-tuning substan-582

tially improves question synthesis efficiency and583

reduces computational costs.584

Table 4: Ablation study on the effectiveness of the fine-
tuned reranker for Bridge question synthesis.

Retrieval Strategy Success Rate (%) ↑ Avg. Attempts ↓

Standard Dense Retrieval 70.1 1.59
Diverse (MMR) 70.9 1.62
Diverse + Rerank (ZS) 74.0 1.32
Diverse + Rerank (FT - Ours) 75.3 1.17

5.4.2 Polisher Module Effectiveness 585

We investigate the contribution of the Polisher mod- 586

ule (Section 3.4) to the final question quality. We 587

use LLM-as-judge to compare the quality assess- 588

ment of questions between directly synthesized by 589

LLMs (’Original’) and the questions after being 590

processed by the Polishing module (’Polished’). 591

Table 5 shows that the Polisher module improves 592

both the multi-hop validity rate and the average 593

quality score for both Bridge and Comparison ques- 594

tions. This demonstrates the importance of the 595

refinement and validation step in ensuring high- 596

quality synthesized data. Notably, our analysis 597

reveals a differentiated impact based on the capa- 598

bilities of the generator LLMs. For stronger models 599

like Gemini-2.5-flash, the Polisher’s improvements 600

are modest, while smaller models such as GLM- 601

4-9B exhibit more substantial gains (e.g., bridge 602

question score rising from 3.71 to 3.87) 603

This highlights the Polisher module’s value in 604

a resource-optimized pipeline, enabling smaller 605

generator models to achieve high-quality outputs 606

through targeted refinement rather than scaling up 607

model parameters. 608

Table 5: Ablation study on the effectiveness of the Pol-
isher module across different generator LLMs.

Generator Version Bridge Questions Comparison Questions

Multi-Hop (%) Avg. Score Multi-Hop (%) Avg. Score

Gemini
Original 95.2 4.26 98.0 4.42
Polished 96.4 4.27 98.6 4.45

QwQ-32B
Original 97.6 4.20 97.2 4.36
Polished 98.9 4.23 97.4 4.40

Qwen3-14B
Original 96.8 4.03 94.0 4.34
Polished 96.9 4.09 95.9 4.36

GLM-4-9B
Original 84.5 3.71 92.8 4.13
Polished 89.8 3.87 93.9 4.25

6 Conclusion 609

We presented HopWeaver, a fully automatic frame- 610

work for synthesizing authentic multi-hop ques- 611

tions (bridge and comparison) from raw text cor- 612

pora. Our experiments demonstrate that Hop- 613

Weaver meets or exceeds human-level benchmarks 614

across multiple evaluation dimensions and scales 615

effectively with various LLMs. These capabilities 616

make HopWeaver a practical solution for construct- 617

ing complex MHQA datasets in domains where 618

human annotation is limited. Our comprehensive 619

evaluation system also provides valuable metrics 620

for evaluating synthesized question quality, reduc- 621

ing cost compared to manual annotation. 622
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Limitations623

While HopWeaver is capable of synthesizing au-624

thentic multi-hop questions, it currently focuses625

on the two-hop bridge and comparison reasoning626

patterns. Future work could extend the framework627

to generate a broader range of more complex ques-628

tions involving longer reasoning chains or mixed629

reasoning types.630
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A Cost Analysis837

The tests were conducted on gemini-2.5-flash-838

preview-04-17 (the most expensive model we have839

tested). The following table 6 summarizes the to-840

ken consumption for question generation and LLM-841

as-Judge evaluation (on GPT-4o).842

Table 6: Token Consumption Analysis

Process Avg. Requests/Calls Input Tokens (Per. Req.) Output Tokens (Per. Req.)

Question Synthesis 7.6 1529.97 231.32
LLM-as-Judge Evaluation 5 1885.53 83.00

For closed-source models, API calls can be made843

via their respective platforms. For example, based844

on the consumption data in this table, synthesiz-845

ing 1000 multi-hop questions (7600 times requests)846

using Gemini 2.5 Flash (assuming API pricing of847

$0.15 per million input tokens and $3.50 per mil-848

lion output tokens) would cost approximately $7.90.849

Similarly, using GPT-4o (assuming API pricing of850

$2.5 per million input tokens and $10 per million851

output tokens) as a single evaluation model to eval-852

uate 1000 synthesized questions would cost approx-853

imately $27.72. For open-source models, we uti-854

lized a setup with 4x A100 (40GB VRAM) GPUs855

for deployment and inference with bf16 precision.856

For some open-source models, due to considera-857

tions of complex deployment engineering efforts,858

we used APIs via OpenRouter while still ensuring859

high reproducibility.860

The result implies that the cost of synthesizing861

a dataset with thousands of entries is significantly862

lower than manual annotation; if small-scale open-863

source models are used, these generation costs864

can be almost negligible. Furthermore, if multi-865

ple LLMs are required for large-scale evaluation of866

dataset quality, the corresponding computational867

power or financial costs must also be taken into868

consideration.869

B Examples of Synthesized Questions870

B.1 Bridge Question Example871

Figure 5 shows an example of a synthesized bridge872

question detailing the involved reasoning path and873

source information.874

B.2 Comparison Question Example875

An example of a comparison question is presented876

in Figure 6, highlighting the entities and attributes877

under comparison.878

 Source Document (Anatomy Snippet):
"...medial tendinous margins of the crura... meet ... to form an 
arch ... known as the median arcuate ligament..."
(Context: Defines the anatomical structure)

 Retrieved Document (Pathology Snippet):
"Median arcuate ligament syndrome (MALS)... is a condition 
characterized by... compression ... by the median arcuate 
ligament."
(Context: Links the structure to the medical condition)

 Bridge Entity: median arcuate ligament

 Reasoning Path : 
1. Identify Structure (from Source): The anatomical structure 
formed is the median arcuate ligament. 
2. Link to Condition (from Target): Compression by the median 
arcuate ligament leads to Median arcuate ligament syndrome. 

 Question:
What medical condition is attributed to the compression caused 
by the anatomical structure formed by the meeting of the medial 
tendinous margins of the diaphragm's crura?

 Answer:
Median arcuate ligament syndrome (MALS)

Figure 5: An example of a bridge question synthesized
by HopWeaver. The figure illustrates the source docu-
ments, the identified bridge entity, the reasoning steps,
and the final generated question-answer pair.

C Evaluation Criteria for LLM-as-Judge 879

C.1 Pointwise Scoring Framework 880

To assign an absolute quality score to each synthe- 881

sized question-answer pair and ensure a rigorous, 882

multi-faceted evaluation, we employ a pointwise 883

scoring approach. This method allows for the in- 884

dependent evaluation of each item against a pre- 885

defined set of criteria by a LLM judge (Liu et al., 886

2023; Fu et al., 2024a). We opted for pointwise 887

scoring over pairwise comparison (Liusie et al., 888

2024) because our synthesized questions are non- 889

parallel and vary significantly in difficulty, making 890

it challenging to establish fair comparative bench- 891

marks necessary for pairwise approaches. The de- 892

tailed criteria for our pointwise evaluation are orga- 893

nized into three main categories: 894

• Multi-Hop QA Rule Dimension: This is 895

a binary (Yes/No) evaluation determining if 896

the question authentically involves reasoning 897

across multiple documents, where informa- 898

tion from one document is necessary to un- 899

derstand or utilize information in another, and 900

the answer cannot be derived from any single 901

document. This dimension is paramount; a 902

“No” indicates a fundamental failure. 903

• Linguistic Dimensions: These evaluate the 904
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 Source Document (Composer Biography Snippet):
"   á           (4 September 1815 in Boldogasszony, Austria-
Hungary – 31 October 1870 in Budapest) was a Hungarian 
composer."
(Context: The biographical information of Hungarian composer 
Mihály Mosonyi)

 Retrieved Document (Composer Biography Snippet):
"The future composer, only son of Adam Liszt and his wife Maria 
Anna, was born here on 22 October 1811."
(Context: Details Liszt's birthplace and childhood)

 Compared Attribute: Date of Birth

 Reasoning Path:
1. Identify Information (from Source): Mihály Mosonyi was born 
on September 4, 1815
2. Identify Information (from Target): Franz Liszt was born on 
October 22, 1811
3. Compare Dates: 1811 is earlier than 1815

 Question:
Which composer has an earlier Date of Birth:    á           or 
Franz Liszt?

 Answer:
Franz Liszt

Figure 6: An example of a comparison question synthe-
sized by HopWeaver. This showcases the two entities
being compared, the specific attribute, the source evi-
dence snippets, and the resulting question.

quality of question presentation, ensuring un-905

derstandability and precision. Criteria in-906

clude:907

– Fluency: Grammatical correctness and908

coherence.909

– Clarity: Unambiguous and precise ex-910

pression.911

– Conciseness: Absence of redundant in-912

formation.913

• Task-Oriented Dimensions: These evalu-914

ate the functional and logical aspects of the915

question-answer pair within the provided doc-916

ument context. Criteria include:917

– Relevance: Appropriateness to the given918

passages and focus on key information.919

– Consistency: Strict adherence of the920

question’s information to the source pas-921

sages, free from contradictions or hallu-922

cinations, however subtle.923

– Question Answerability: Whether the924

question can be clearly and unambigu-925

ously answered solely from the provided926

passages.927

– Answer-Question Consistency: Accuracy928

and completeness of the answer in ad- 929

dressing the question. 930

– Information Integration Ability: Success- 931

ful and logical integration of information 932

from multiple documents, without forc- 933

ing unnatural connections. 934

– Reasoning Path Guidance: Clear direc- 935

tion for a multi-step reasoning process. 936

– Logical Sophistication: Clever design re- 937

quiring multi-step thinking, free from 938

logical gaps or fallacies, presenting a 939

genuinely challenging and sound multi- 940

hop problem. 941

Particularly, dimensions such as Consistency, 942

Information Integration Ability, and Logical 943

Sophistication are critical. Flaws in these ar- 944

eas are heavily penalized, reflecting their sig- 945

nificance in authentic multi-hop question qual- 946

ity. 947

For scoring the Linguistic and Task-oriented di- 948

mensions, a Likert-like scale (Very Poor, Poor, Fair, 949

Good, Very Good) is employed. However, the LLM 950

judge is instructed to adopt a skeptical default 951

stance and interpret these scale points with height- 952

ened strictness, as summarized below, to minimize 953

subjective bias and ensure only high-quality items 954

receive favorable scores (Liu et al., 2023): 955

• Very Poor (Unacceptable): Fundamentally 956

flawed (e.g., not truly multi-hop, severe con- 957

tradictions, unanswerable). 958

• Poor (Weak/Barely Usable): Obvious, ma- 959

jor flaws requiring significant revision (e.g., 960

weak/forced logic, inconsistencies). 961

• Fair (Acceptable/Passable): Basic require- 962

ments met but with notable flaws or room for 963

improvement; signifies minimum adequacy 964

only, not a positive endorsement. 965

• Good: Well-designed, logically clear, fluent, 966

and meets multi-hop criteria without obvious 967

flaws. 968

• Very Good (Excellent/Outstanding): Exem- 969

plary design with deep logic, precision, and 970

rigor. 971

This stringent evaluation mechanism, with a direc- 972

tive to assign lower ratings (’Poor’ or ’Very Poor’) 973
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when significant flaws are present (especially logi-974

cal ones), effectively filters out low-quality or triv-975

ially multi-hop questions. A question with signifi-976

cant logical flaws cannot achieve a ’Good’ or ’Very977

Good’ rating overall, even if linguistically sound.978

C.2 Beyond Human Alignment: The Case for979

LLM Self-Consistency980

Human judgments, while valuable, exhibit limita-981

tions that challenge their role as the sole benchmark982

for aligning large language models (LLMs). First,983

inter-rater reliability in subjective tasks is often984

low; for example, human evaluations of dialogue985

quality show poor agreement (e.g., Krippendorf’s986

α = 0.33 on PersonaChat, indicating fair agree-987

ment; α = 0.08 on WMT 2020 Zh-En, indicating988

slight agreement; α = 0.49 on QAGS, indicat-989

ing moderate agreement, (Bavaresco et al., 2024)).990

Similarly, in MHQA tasks, which often span multi-991

ple domains and require complex reasoning, human992

judgments are likely to be inconsistent due to the993

subjective nature of criteria like question clarity,994

relevance, and logical sophistication. Second, hu-995

man ratings are prone to systematic biases—such996

as fatigue, cultural preferences, or contextual mis-997

understandings—which introduce variability and998

undermine evaluation reliability. Indeed, research999

into human perceptions of LLM outputs reveals1000

that factors unrelated to intrinsic quality, such as1001

perceived LLM sentience or anthropomorphism,1002

can influence human evaluations (Lee et al., 2025;1003

Zheng et al., 2023; Chiang and Lee, 2023).1004

Furthermore, much of the current work on LLM-1005

as-judge focuses on achieving high correlation with1006

human preferences or ratings (Ye et al., 2024).1007

While aligning with human intuition is a desir-1008

able goal, an overemphasis on mimicking human1009

scores can inadvertently lead LLM judges to repli-1010

cate the aforementioned human biases and incon-1011

sistencies. If human agreement itself is a noisy or1012

unstable signal, then LLM judges optimized solely1013

for human-LLM consistency may inherit these lim-1014

itations rather than serving as a more objective or1015

stable evaluation instrument. This is particularly1016

problematic when the goal is to create a scalable1017

and reliable evaluation framework(Lee et al., 2025;1018

Zheng et al., 2023).1019

Given these constraints, we contend that while1020

human feedback remains a crucial component in1021

the broader LLM development lifecycle, pursuing1022

perfect alignment between LLM judge scores and1023

raw human judgments as the primary Evaluation1024

metric for the judge itself is neither always fea- 1025

sible nor universally desirable for all evaluation 1026

tasks. Instead, we propose prioritizing the self- 1027

consistency of LLMs—defined as their ability to 1028

deliver stable, reproducible outputs for identical 1029

inputs under controlled conditions—as a founda- 1030

tional criterion for selecting qualified judge models. 1031

This shift towards emphasizing demonstrable reli- 1032

ability in the LLM judge’s own behavior ensures 1033

a more standardized and robust evaluation frame- 1034

work, mitigating the risk of amplifying the inherent 1035

shortcomings of human-based assessments when 1036

seeking fine-grained, repeatable quality scores. 1037

C.3 LLM Reliability: Metrics and Evaluation 1038

Results 1039

We posit that a trustworthy judge must produce 1040

stable outputs under identical conditions. Given 1041

each item, we sample N = 5 independent runs 1042

at temperature T = 0 to ensure output stability, 1043

as lower temperatures are suitable for evaluation 1044

tasks. 1045

Metrics To provide a comprehensive evaluation 1046

of LLM judge reliability from multiple perspec- 1047

tives, we employ three complementary metrics: 1048

Avg. Intra-item SD measures the direct stability 1049

of scores, while Krippendorff’s Alpha and Fleiss’ 1050

Kappa evaluate the statistical significance of inter- 1051

run agreement corrected for chance. 1052

(i) Avg. Intra-item SD measures score volatility 1053

for each item across N repeated runs: 1054

SDi = std({s(1)i , . . . , s
(N)
i }) (10) 1055

1056

AvgSD =
1

M

M∑
i=1

SDi (11) 1057

where s
(j)
i is the score for item i in run j, and M 1058

is the total number of items. 1059

(ii) Krippendorff’s α (Krippendorff, 2018) 1060

treats the N runs as raters and measures agreement 1061

beyond chance for various data types: 1062

α = 1− Do

De
(12) 1063

where Do is the observed disagreement and De is 1064

the expected disagreement by chance. 1065

(iii) Fleiss’ Kappa (κ) (Fleiss, 1971) measures 1066

inter-rater agreement for categorical ratings, eval- 1067

uating reliability among multiple raters (our N 1068

runs): 1069

κ =
P̄ − P̄e

1− P̄e
(13) 1070
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where P̄ is the mean proportion of observed agree-1071

ment among raters, and P̄e is the mean proportion1072

of agreement expected by chance.1073

Based on these reliability metrics, we evaluate1074

several open-source and proprietary LLMs on a1075

held-out subset (M = 100). The model with1076

higher agreement metrics (α, κ) and lower AvgSD1077

values is selected as the LLM judge. To avoid1078

self-enhancement bias (Ferrara, 2023), the chosen1079

judge never scores its own generations or those1080

from close variants.1081
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Figure 7: Heatmap visualizing AvgSD scores across
different LLMs and evaluation dimensions.
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Figure 8: Heatmap visualizing Krippendorff’s Alpha
scores across different LLMs and evaluation dimen-
sions.

Final LLM Judge Ensemble Considering a bal-1082

ance of evaluation performance (as indicated by the1083

reliability metrics defined earlier in this appendix1084

and further detailed in Table 7 presented below)1085

and operational costs, we selected an ensemble of1086

LLMs to serve as our final judges:1087

• claude-3-7-sonnet-202502191088
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Figure 9: Heatmap visualizing Fleiss’ Kappa scores
across different LLMs and evaluation dimensions.

• gpt-4o-2024-11-20 1089

• gemini-2.0-flash 1090

• google/gemma-3-27b-it 1091

• meta-llama/llama-3.3-70b-instruct 1092

The use of this diverse set of models, including both 1093

proprietary and open-source options, aims to pro- 1094

vide a robust and comprehensive evaluation, while 1095

also considering the reproducibility and accessibil- 1096

ity of the evaluation process. The average scores 1097

from this ensemble are used for the final quality 1098

evaluation of the synthesized multi-hop questions. 1099

Table 7: LLM Reliability Evaluation Results. Perfor-
mance of candidate LLMs on reliability metrics (AvgSD
↓, Krippendorff’s Alpha ↑, Fleiss’ Kappa ↑) used to in-
form judge selection.

Model AvgSD ↓ Krippendorff’s Alpha ↑ Fleiss’ Kappa ↑

Claude-3.7 0.280 0.634 0.446
Gemini-2.0-flash 0.147 0.669 0.654
Gemma-3-27b 0.191 0.732 0.562
GPT-4o 0.348 0.740 0.454
Llama-3.3-70b-instruct 0.276 0.669 0.541
DeepSeek-V3-0324 0.365 0.536 0.447
Llama-4-maverick 0.108 0.601 0.541
Mistral-small-3.1 0.411 0.376 0.148
Llama-3.3-nemotron-49b 0.543 0.182 0.085

D Entity and Attribute Filtering 1100

Mechanism 1101

To ensure the quality and suitability of entities 1102

and attributes for synthesizing comparison multi- 1103

hop questions, we employ a filtering mechanism 1104

based on evaluating the concreteness of subject 1105

entities and the comparability of their attribute val- 1106

ues. This process assigns numerical scores on a 1107

1-5 scale, facilitating downstream filtering of less 1108

ideal candidates. The detailed criteria, as defined in 1109

14



our COMPARE_ENTITY_FILTER_PROMPT, are sum-1110

marized below:1111

D.1 Subject Entity Concreteness evaluation1112

The concreteness_score evaluates how specific,1113

tangible, and suitable an entity is for direct attribute1114

comparison. The scale is defined as:1115

• 5 (Highly Concrete): Specific person, place,1116

organization, tangible object, work, or clearly1117

defined historical event (e.g., "Paris", "IBM").1118

Excellent candidate.1119

• 4 (Concrete): Specific but less common entity1120

types, like a specific named award or law (e.g.,1121

"Nobel Prize in Physics"). Good candidate.1122

• 3 (Borderline/Slightly Abstract): Broader1123

but well-defined categories or specific com-1124

plex relationships (e.g., "Mammal", "World1125

War II"). Use with caution.1126

• 2 (Abstract): General relationships, abstract1127

concepts, fields of study (e.g., "US-China re-1128

lations", "Democracy"). Poor candidate.1129

• 1 (Highly Abstract): Vague concepts, general1130

feelings, ambiguous terms (e.g., "Happiness").1131

Unsuitable candidate.1132

D.2 Attribute Comparability Evaluation1133

The comparability_score evaluates each at-1134

tribute value based on its suitability for direct and1135

unambiguous comparison. The scale is defined as:1136

• 5 (Excellent): Precise Dates (YYYY-MM-1137

DD), specific Years, specific Numbers, exact1138

Locations, specific Names, well-defined un-1139

ambiguous Categories (e.g., Nationality).1140

• 4 (Good): Specific but slightly less precise1141

numbers (e.g., "1.2 million"), specific of-1142

fice/rank titles.1143

• 3 (Fair): Broader categories, precise year1144

ranges, specific event names. Potential candi-1145

date but less ideal.1146

• 2 (Poor): Imprecise time (e.g., "Before1147

1960s"), descriptive reasons, lists. Unlikely1148

suitable.1149

• 1 (Very Poor):Vague statements, subjective1150

opinions, long text. Unsuitable.1151

The filtering module processes each entity and its 1152

attributes based on these scoring criteria. Entities 1153

and attributes that do not meet a predefined thresh- 1154

old (default setting: a minimum score of 5 for sub- 1155

ject entities and 4 for attributes) are filtered out 1156

before proceeding to the comparison query genera- 1157

tion step (see Section 3.2 for their position in the 1158

pipeline). This specific 5/4 threshold was adopted 1159

based on the evaluation standards of a particular 1160

open-source model (Gemma-3-27B-it, as detailed 1161

in Appendix E), making it a reasonable choice for 1162

our study. Researchers can adjust it to fit differ- 1163

ent models or specific task requirements. This en- 1164

sures that only entities with a sufficient level of 1165

concreteness and attributes with high comparabil- 1166

ity are used for synthesizing comparison questions, 1167

thereby enhancing the quality and relevance of the 1168

synthesized questions. The output format for these 1169

scores is a delimited string, with the first part be- 1170

ing the entity’s concreteness score and subsequent 1171

parts detailing each attribute’s name, value, and 1172

comparability score. 1173

E Experimental Settings 1174

Corpus. We use the English Wikipedia dump 1175

from December 20, 2018. This date was chosen 1176

to align closely with the Wikipedia snapshots used 1177

in the baseline datasets (HotpotQA (Yang et al., 1178

2018), 2WikiMultiHopQA (Ho et al., 2020), and 1179

MusiQue (Trivedi et al., 2022)), ensuring a fair 1180

comparison of synthesized question quality un- 1181

der consistent data conditions. We preprocess the 1182

corpus by removing articles with more than 4096 1183

words and store the remaining articles in JSONL 1184

format. 1185

Generator LLMs. We employ four 1186

LLMs with varying capabilities and param- 1187

eter sizes for question synthesis pipeline: 1188

Gemini-2.5-flash-preview-04-17, QwQ-32B, 1189

Qwen-14B, and GLM-4-9B-0414. Preliminary 1190

experiments showed that older or smaller mod- 1191

els often lacked the capability to perform the 1192

complex generation steps. To prevent potential 1193

self-enhancement bias (Ferrara, 2023), these 1194

generator LLMs are deliberately kept distinct from 1195

those LLMs that constitute our LLM-as-judge 1196

evaluation system. 1197

We also note that the outputs of closed-source 1198

models can fluctuate over time, potentially impact- 1199

ing reproducibility, an effect we observed with the 1200

Gemini model during our experimental period. 1201
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LLM-as-judge Models. Detailed in Appendix1202

C.3.1203

Embedding and Reranker Models. For initial1204

retrieval (coarse retrieval and MMR calculation)1205

during the synthesis pipeline, we uniformly use1206

the gte-multilingual-base embedding model.1207

For the reranking stage (Step 2 in Section 3.1), we1208

use BAAI/bge-reranker-v2-m3. For the retrieval-1209

based dataset Evaluation (Section 4.3), we evalu-1210

ate using gte-multilingual-base, E5-base-4k,1211

and BM25. Our retrieval implementation is based1212

on the FlashRAG (Jin et al., 2024).1213

Parameters for Coarse Retrieval In the coarse1214

retrieval stage for bridge question synthesis (Sec-1215

tion 3.1, Step 2), the MMR-like scoring function1216

utilizes three trade-off parameters. We empirically1217

set these parameters as follows: λ1 = 0.87 (em-1218

phasizing query relevance), λ2 = 0.03 (penalizing1219

similarity to the source document), and λ3 = 0.11220

(promoting diversity among selected documents).1221

These values were determined through preliminary1222

experiments to balance the objectives of relevance,1223

novelty, and diversity in the retrieved complemen-1224

tary documents.1225

Comparison Datasets. We compare the qual-1226

ity of HopWeaver-synthesized questions against1227

three established human-annotated multi-hop QA1228

datasets: HotpotQA (Yang et al., 2018), 2WikiMul-1229

tiHopQA (Ho et al., 2020), and MusiQue (Trivedi1230

et al., 2022)1231

Evaluation LLM. For the QA-based dataset1232

Evaluation (Section 4.2), we use GPT-4o,1233

Gemini-2.0-flash, Qwen3-9B, Llama-3.3-70B1234

to obtain answers from LLMs with different perfor-1235

mance levels.1236

Polisher LLM. For the Polisher module exper-1237

iments (Section 4.2), we use DeepSeek-R1 to get1238

an effective supervision signal.1239

Filter LLM. For the Filter module experiments1240

(Step 2 in Section 3.2), we use Gemma-3-27B-it to1241

get a stable rating threshold, which avoids fluctua-1242

tions in question quality caused by different LLMs’1243

standards when picking up entities and attributes.1244

Default Generation Parameters. For all LLMs1245

in our experiments, we used deterministic genera-1246

tion settings (temperature=0, do_sample=False)1247

with top_p=0.9 and max_tokens=8192 to ensure1248

reproducibility while accommodating complex rea- 1249

soning chains required for multi-hop question syn- 1250

thesis. 1251

F Prompt Settings 1252

Considering that this work involves a substantial 1253

number of prompts, each with a relatively lengthy 1254

original format, we have made appropriate simpli- 1255

fications while retaining the essential information 1256

from the original prompts. Readers interested in 1257

the complete original prompts should refer to the 1258

code file provided. 1259
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Bridge Entity Extraction Prompt (ENTITY_EXTRACTION_PROMPT)

Goal
Given a text document, select a single segment with high potential to contain a bridge entity
for multi-hop question generation, identify one bridge entity from that segment, extract relevant
text segments, and generate an expanded query statement for this bridge entity to retrieve related
documents from a vector database.
Instructions
1. Select a Segment and Identify a Bridge Entity - Select a text segment with high potential for
containing a bridge entity, then identify one bridge entity. - Principles: - High Connectivity: The
entity has multiple associations with other entities. - Uniqueness and Clarity: The entity is clearly
defined within the segment. - Attribute Richness: The entity has multiple queryable attributes.
- Cross-Document Distribution: Information likely spread across documents. - Distinct from
Title: The bridge entity must not be identical to the document title. - Format: ("bridge_entity"
<|> "entity_name" <|> "entity_type")
2. Extract Relevant Text Segments - Extract a single part of the document that directly mentions
or describes the entity. - Provide a brief introductory sentence followed by the extracted seg-
ment. - Format: ("relevant_segments" <|> "entity_name" <|> "entity_introduction
+ extracted_part")
3. Generate an Expanded Query Statement - Generate a query to find COMPLEMENTARY
information about the entity. - Use semantic direction shifting phrases like "instead of," "beyond,"
etc. - Format: ("query" <|> "entity_name" <|> "entity_query")
4. Return Output - Return a single list with the bridge entity, relevant segments, and expanded
query.
5. When Finished - Output <|COMPLETE|>
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Sub-Question Generation Prompt (SUB_QUESTION_GENERATION_PROMPT)

Goal
Analyze two documents connected by a bridge entity and generate two sequential sub-questions
that form a multi-hop reasoning chain.
Instructions
Analyze how the bridge entity connects both documents by:
- Identifying key information about the bridge entity in Document A that is unique to Document A.
- Finding related information in Document B that connects via this bridge entity.
- Determining a clear reasoning path from Document A to Document B.
- If no valid bridge connection exists, return INVALID_BRIDGE_CONNECTION with explanation.
Generate two sequential sub-questions:
- Sub-question 1: A question about Document A where the answer is the bridge entity.
- Sub-question 2: A question that explicitly uses the bridge entity to find related information in
Document B.
Each sub-question must:
- Be answerable from only one document.
- Have a definitive answer contained in its document.
- Be phrased as a standalone question without document references.
- Be specific with clear references to information in its document.
- Provide a clear, concise answer.
- Together form a logical reasoning chain.
Output Format
If no valid bridge connection exists:

INVALID_BRIDGE_CONNECTION
Reason: [Brief explanation]

If valid bridge connection exists:

ANALYSIS:
Bridge connection: [How the bridge entity connects the documents]
Document A segments: [Copy of the original Document A segments]
Document B segments: [Relevant excerpts from Document B]
Reasoning path: [Logical path from Document A to Document B]

SUB-QUESTIONS:
Sub-question 1: [Question about Document A]
Answer 1: [Answer from Document A - about the bridge entity]

Sub-question 2: [Question using bridge entity to find answer in Document B]
Answer 2: [Answer from Document B]
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Multi-Hop Question Synthesis Prompt (MULTI_HOP_QUESTION_SYNTHESIS_PROMPT)

Goal
Synthesize a concise, natural multi-hop question that requires reasoning across two documents,
connecting two sub-questions into a single logical inquiry.
Instructions
- FIRST, check if the bridge entity (Answer 1 from the first sub-question) is included in the text of
the second sub-question. If not, return NONE.
- Review the analysis and sub-questions to trace the full reasoning chain.
- Create a single multi-hop question that:
- Is ONE cohesive question, not multiple questions combined
- Requires distinct information from both Document A and B
- Reads naturally as a coherent, conversational question
- Cannot be fully answered using only one document
- Follows the reasoning path of the sub-questions, using the bridge entity (Answer 1) to link to
information in Document B
- Is clear, concise, and free of ambiguity
- Doesn’t explicitly mention the bridge entity or reasoning steps
- If the sub-questions cannot be combined into a valid multi-hop question, return NONE with
explanation.
- Ensure the final answer matches Answer 2 (the answer from Document B) from the sub-questions.
Output Format
If sub-questions cannot be combined:

NONE
Reason: [Brief explanation]

If a valid multi-hop question can be created:

MULTI-HOP QUESTION: [Your synthesized question]

ANSWER:
[The final answer, matching Answer 2 from Document B]

REASONING PATH:
[Step-by-step explanation showing:
1. How to find the bridge entity (Answer 1) in Document A
2. How this bridge entity leads to the final answer in Document B]

SOURCES:
[Document A and Document B, specifying their roles]
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Bridge Polisher Prompt (POLISHER_PROMPT)

Goal
Validate and refine multi-hop questions to ensure they genuinely require cross-document reasoning
and follow a proper reasoning chain where information from one document is essential to answer
a question about content in another document.
Instructions
You are a Polisher module responsible for validating and refining multi-hop questions. Given a
multi-hop question, its suggested answer, reasoning path, and source document segments, you will
evaluate the question’s quality and make one of four decisions:
1. PASS: The question is valid, well-formed, and genuinely requires both documents.
2. ADJUST: The question needs surface wording improvements only.
3. REWORKED: The question needs substantial structural changes.
4. REJECTED: The question has unfixable flaws.
Review and modify the question based on these key dimensions:
1. True Multi-hop Necessity: CRITICAL
- Information must flow from Document A to Document B in a logical sequence
- The answer must be impossible to determine using either document in isolation
- The reasoning path must demonstrate how Document A provides necessary context
- The question should require discovering connections not explicitly stated
2. Hidden Bridge Structure:
- The question should NOT directly mention the connecting entity or concept
- The bridge entity should remain implicit in the question wording
- The question should require identifying the relevant bridge entity
- Reframe questions that explicitly name the bridge entity
3. Reasoning and Answer Quality:
- Verify the reasoning follows a logical progression between documents
- Ensure the answer is factually accurate according to both documents
- Check that the answer requires synthesizing information across documents
- Improve question wording for clarity, fluency, and natural tone
Output Formats
1. If the question passes all criteria without changes:

[PASS]

2. If the question needs minor adjustments:

[ADJUST]
REFINED_REASONING_PATH: [Updated reasoning path]
REFINED_QUESTION: [Adjusted question]
REFINED_ANSWER: [Updated answer if needed]

3. If the question needs significant refinement:

[REWORKED]
REFINED_REASONING_PATH: [Revised reasoning path]
REFINED_QUESTION: [Substantially revised question]
REFINED_ANSWER: [Updated answer]

4. If the question is fundamentally flawed:

[REJECTED]
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Bridge MHQA Quality Assessment Prompt (MHQA_QUALITY_ASSESSMENT_PROMPT)

Goal
Conduct a rigorous and critical evaluation of multi-hop questions and their answers across multi-
ple quality dimensions. Focus on ensuring questions require genuine cross-document reasoning
and are free from logical flaws. A high-quality multi-hop question necessitates reasoning that
flows between documents, where information from one document provides context for another,
and the answer must be impossible to determine using any single document in isolation.
Instructions
You are a strict and discerning Multi-Hop Question Answering (MHQA) dataset quality assess-
ment expert. Evaluate the given multi-hop question and its answer across key dimensions in three
categories. Apply rigorous scrutiny and do not hesitate to assign lower ratings if flaws are
present, especially logical ones.
1. Multi-Hop QA Rule Dimension - Multi-Hop Reasoning Requirement: Does the question
genuinely require reasoning across multiple documents? (Yes/No)
2. Linguistic Dimensions (Rate as: Very Poor, Poor, Fair, Good, Very Good) - Fluency: Is the
question grammatically correct, coherent, and easy to understand? - Clarity: Is the question
clearly and precisely expressed without ambiguity? - Conciseness: Is the question concise without
redundant information?
3. Task-Oriented Dimensions (Rate as: Very Poor, Poor, Fair, Good, Very Good) - Relevance:
Is the question relevant to the given passages and asking for key information? - Consistency: Is
the information in the question completely and strictly consistent with the provided passages? -
Question Answerability: Can the question be unambiguously answered based solely on the given
passages? - Answer-Question Consistency: Does the provided answer completely and accurately
address the question? - Information Integration Ability: Does the question successfully integrate
information from multiple documents without forcing unnatural connections? - Reasoning
Path Guidance: Does the question guide the answerer through a multi-step reasoning process?
- Logical Sophistication: Does the question demonstrate clever design that requires multi-step
thinking and is free from logical gaps or fallacies?
Critical Scoring Guidance: - Penalize Logical Flaws Heavily: Pay close attention to Consis-
tency, Logical Sophistication, and Information Integration Ability. - Multi-Hop Requirement
is Paramount: If this requirement is "No," the question fundamentally fails. - Clarification on
’Fair’: A ’Fair’ rating signifies only basic adequacy and is not a positive endorsement.
Rating Scale Interpretation: - Very Poor: Unacceptable quality with serious functional/logical
errors - Poor: Weak/Barely Usable quality with obvious, major flaws - Fair: Acceptable/Passable
quality meeting basic requirements with clear flaws - Good: Standard good quality, well-designed
without obvious flaws - Very Good: Excellent/Outstanding quality with clever, rigorous design
Output Format:
- Multi-Hop Reasoning Requirement: {yes/no}
- Fluency: {rating}
- Clarity: {rating}
- Conciseness: {rating}
- Relevance: {rating}
- Consistency: {rating}
- Question Answerability: {rating}
- Answer-Question Consistency: {rating}
- Information Integration Ability: {rating}
- Reasoning Path Guidance: {rating}
- Logical Sophistication: {rating}
<|COMPLETE|>
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Compare Entity Extraction Prompt (COMPARE_ENTITY_EXTRACTION_PROMPT)

Goal
Given a text document, identify its primary subject entity and extract multiple key attributes
associated with this entity, along with their corresponding values. For each extracted attribute,
generate an expanded query statement designed to retrieve documents about other similar entities
that also possess this attribute, facilitating subsequent comparison.
Instructions
1. Identify the Primary Subject Entity
- Determine the main person, place, organization, event, concept, or work that the document is
primarily about.
- Determine the subject_entity_name (capitalized) and its general subject_entity_type.
2. Extract Comparable Attributes, Values, and Generate Queries
- Identify multiple (aim for 3-5 if possible) distinct attributes associated with the primary subject
entity.
- Focus strictly on attributes whose VALUES are suitable for comparison. Prioritize attributes
that meet these criteria:
- Concise & Factual Value: Short value (e.g., name, number, date, category, location).
- Common Data Types: Prefer Numbers, Dates, Locations, Specific Names, Defined Categories.
- Likely Commonality: Prefer attributes likely to exist for other similar entities.
- For each identified comparable attribute:
- Determine the attribute_name (e.g., "Population", "Date of Birth").
- Extract the attribute_value (e.g., "1.2 million", "1990-05-15").
- Generate an entity_b_query: A concise query to find other entities with the same attribute.
3. Output Format Specification
- Subject Entity Part: ("subject_entity"<|>"subject_entity_name"<|>
"subject_entity_type")
- Attribute Parts: ("attribute"<|>"attribute_name"<|>"attribute_value"
<|>"entity_b_query")
- Use ## as delimiter between parts.
- Append <|COMPLETE|> at the end.
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Compare Entity Filter Prompt (COMPARE_ENTITY_FILTER_PROMPT)

Goal
Assess the concreteness of a pre-identified subject entity and the comparability of its extracted
attribute values. Assign numerical scores reflecting these assessments on a 1-5 scale to facilitate
downstream filtering.
Instructions
1. Assess Subject Entity Concreteness: - Evaluate the provided subject_entity_name and
subject_entity_type. - Assign a concreteness_score on a scale of 1 to 5:
- 5 (Highly Concrete): Specific person, place, organization, tangible object, work, or defined
event. (e.g., "Mihály Mosonyi", "Paris", "IBM")
- 4 (Concrete): Specific but less common entity types. (e.g., "Nobel Prize in Physics", "Treaty of
Versailles")
- 3 (Borderline/Slightly Abstract): Broader well-defined categories. (e.g., "Mammal", "Impres-
sionism")
- 2 (Abstract): General relationships, abstract concepts, fields of study. (e.g., "US-China relations",
"Democracy")
- 1 (Highly Abstract): Very vague concepts, feelings, ambiguous terms. (e.g., "Happiness", "The
problem with X")
2. Assess Attribute Comparability: - Evaluate each provided attribute_value. - Assign a
comparability_score (scale 1-5):
- 5 (Excellent): Precise Dates, Years, Numbers, exact Locations, specific Names, well-defined
Categories.
- 4 (Good): Specific but slightly less precise numbers, specific titles.
- 3 (Fair): Broader categories, year ranges if precise, specific event names.
- 2 (Poor): Imprecise time, descriptive reasons, lists.
- 1 (Very Poor): Vague statements, subjective opinions, long text.
3. Format Output: Generate the output string according to the specification.
Output Format Specification
Strictly adhere to the following output format:
1. Structure: The entire output must be a single string containing multiple parts delimited by ##
.
2. First Part (Entity Score): The first part MUST represent the entity’s concreteness score.
Format: ("entity_score"<|>5) (example shows score of 5).
3. Subsequent Parts (Attribute Scores): For each attribute provided in the input, include a
corresponding scoring part. Format: ("attribute_score"<|>"Birth Date"<|>"4 September
1815"<|>5) (example shows score of 5 for a date attribute).
4. Delimiter: Use ## strictly as the delimiter between parts. Do not use it at the beginning or
end.
5. Completion Signal: Append <|COMPLETE|> to the very end of the entire generated string.
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Comparison Polisher Prompt (COMPARISON_POLISHER_PROMPT)

Goal
Validate and optimize comparison-type questions to ensure correct comparison logic, clear
and natural phrasing, and sufficient background information to enhance question quality and
comprehensibility.
Instructions
You are a Polisher module responsible for optimizing comparison questions. Based on the input of
two entities (A and B), the attribute being compared, supporting facts, the original question-answer
pair, and relevant document contexts, evaluate the quality of the question and make one of the
following four decisions:
1. PASS: The question is valid, well-phrased, has correct comparison logic, and appropriate
background information.
2. ADJUST: The question is basically valid but needs fine-tuning in wording, fluency, or back-
ground information.
3. REWORKED: The question has obvious flaws and needs structural rewriting.
4. REJECTED: The question has fundamental errors that cannot be fixed.
Review and modify the question based on the following key dimensions:
1. Comparison Correctness (CRITICAL): - Attribute Comparability: Confirm that the
attributes of entities A and B are indeed comparable. - Logical Accuracy: Verify that the
comparison logic is consistent with the values provided. - Answer Consistency: Ensure the
original answer accurately answers the question. - Factual Support: Check that the facts are key
information extracted from the documents.
2. Background Information Integration (IMPORTANT): - Natural Integration: Extract
key background information and integrate it naturally. - Provide Context Without Revealing
Answers: Background should provide context without revealing attribute values. - Context
Relevance: Added background information should be relevant to the entities and attributes.
3. Question Wording Optimization: - Clarity and Naturalness: Improve wording to make it
clear, fluid, and conversational. - Direct Comparison Format: Ensure the question explicitly
asks for the result of the comparison. - Hide Answer-Revealing Details: Never include specific
attribute values that would reveal the answer. - Unified Question Format: Create a single, unified
question with smooth background incorporation.
Output Format
1. If the question needs no modification:

[PASS]

2. If the question needs fine-tuning:

[ADJUST]
REFINED_QUESTION: [Unified question with background]
REFINED_ANSWER: [Adjusted answer if needed]

3. If the question needs substantial rewriting:

[REWORKED]
REFINED_QUESTION: [Completely rewritten question]
REFINED_ANSWER: [New answer]
REFINED_FACT_A: [Corrected fact for entity A if needed]
REFINED_FACT_B: [Corrected fact for entity B if needed]

4. If the question cannot be fixed:

[REJECTED]
REASON: [Brief explanation of rejection reason]
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Compare Question Builder Prompt (COMPARE_QUESTION_BUILDER_PROMPT)

Goal
Imagine you are comparing two documents, Document A (about Entity A) and Document B
(a candidate potentially containing a related Entity B). Your task is to:

1. Identify the main subject entity within Document B (potential Entity B) and see if it’s relevant
to Entity A.

2. Find if there is at least one specific, comparable attribute pair between Entity A and the
potential Entity B.

3. If a suitable comparison pair is found, directly generate a natural language direct compari-
son question, its comparative answer, and supporting full sentence(s).

4. If no suitable entity or comparable attribute pair is found, indicate failure.

Instructions
1. Analyze Inputs: You are given:
- Primary Entity A: {subject_entity_name} (Type: {subject_entity_type})
- Document A Text: {document_a_text}
- Entity A’s Attributes List: {attributes_list_str_a}
- Candidate Document B Text: {document_b_text}
2. Identify Entity B and Find ONE Comparable Attribute Pair:
- Identify the primary subject entity within Document B (Entity B).
- Check if Entity B’s type is compatible for comparison with Entity A’s type.
- Search for a comparable attribute pair between Entity A and Entity B.
- If found, proceed to step 3. Otherwise, proceed to step 4 (Failure).
3. Generate DIRECT Comparison Question, COMPARATIVE Answer, and Facts:
- Compare values to determine their precise relationship.
- Generate a direct comparison question that explicitly asks for the result of comparison.
- Provide a concise comparative answer (not just restating both values).
- Extract supporting sentences from both documents.
- Extract relevant paragraphs (50-150 words) from both documents.
4. Indicate Failure if no comparable pair or valid Entity B found.
Output Format Specification
1. Success Output (If a comparable pair was found):

PASS
entity_a: Name of Entity A (from input)
entity_b: Identified Entity B Name (from step 2)
attribute_compared: Matched Attribute Name
multi_hop_question: Generated DIRECT Comparison Question
answer: Concise COMPARATIVE Answer Text
fact_entity_a: Extracted Full Sentence(s) for Fact A
fact_entity_b: Extracted Full Sentence(s) for Fact B
relevant_paragraph_a: Complete substantive paragraph from Document A
relevant_paragraph_b: Complete substantive paragraph from Document B

2. Failure Output:

FAIL
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Compare Query Generator Prompt (COMPARE_QUERY_GENERATOR_PROMPT)

Goal
Imagine you are an assistant helping to create interesting comparison questions that might
require looking up information in different places (multi-hop). Your task is to analyze a
primary entity (Entity A) and its known details. Based on this, decide the best first step to find
another entity (Entity B) for comparison: either confidently suggest a specific Entity B and verify
a known attribute of Entity A for it, OR generate 3 diverse search queries to explore potential
candidates.
Instructions
1. Analyze Input Context: You are working with:
- Primary Entity A: {subject_entity_name} (Type: {subject_entity_type})
- Context about Entity A: {document_a_text}
- Known Attributes of Entity A: {attributes_list_str_a}
2. Consider Two Paths (Choose ONE):
Path 1: Direct Entity Recall & Focused Verification Query:
- Think: Based on Entity A’s profile, can you confidently recall a specific entity (Entity B) that’s
relevant?
- Identify one specific attribute (Attribute X) from the provided list that would be an interesting
point of comparison.
- Condition: Choose this path ONLY if you can confidently recall Entity B and select a suitable
Attribute X.
- Generate Verification Query: Create a query to retrieve the value of that chosen attribute for
Entity B.
- Output: Format as ("recall_focused_verify"<|>[Entity B Name]<|>[Attribute X
Name]<|>[Verification Query]).
Path 2: Heuristic Search Query Generation:
- Think: If Path 1 isn’t suitable, generate search queries to explore potential entities.
- Generate Exactly 3 Queries: Propose diverse search queries based on Entity A’s overall profile.
- Ensure queries are concise, suitable for retrieval, and explore different angles.
- Condition: Choose this path if Path 1 is not suitable.
- Output: Format as ("search_queries"<|>Query 1<|>Query 2<|>Query 3).
3. Output: Return the chosen path’s output string. You must choose exactly one path.
Output Format Specification
1. Structure: A single string containing the chosen path information.
2. Output Parts (Choose ONE format):

Path 1: ("recall_focused_verify"<|>Suggested Entity B Name<|>
Chosen Attribute X Name<|>Verification Query)
Path 2: ("search_queries"<|>Query 1<|>Query 2<|>Query 3)

3. Completion Signal: Append <|COMPLETE|> at the end.
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Compare QA Quality Assessment Prompt (COMPARE_QA_QUALITY_ASSESSMENT_PROMPT)

Goal
Conduct a rigorous and critical evaluation of multi-hop comparison questions across multiple
quality dimensions. Focus on ensuring questions require genuine cross-document reasoning and
are free from logical flaws. A high-quality multi-hop question necessitates reasoning that flows
between documents, where information from one document provides necessary context for another,
making it impossible to answer using any single document in isolation.
Instructions
You are a strict and discerning Multi-Hop Question Answering (MHQA) expert evaluating the
given question and answer across key dimensions in three categories:
1. Multi-Hop QA Rule Dimension
- Multi-Hop Reasoning Requirement: For comparison-type questions, determine if:
1) Answering requires factual information from at least two different documents
2) No single document contains all necessary information about both entities being compared
Rate "Yes" only if BOTH conditions are met, otherwise "No"
2. Linguistic Dimensions (Rate as: Very Poor, Poor, Fair, Good, Very Good)
- Fluency: Is the question grammatically correct, coherent, and easy to understand?
- Clarity: Is the question clearly and precisely expressed without ambiguity?
- Conciseness: Is the question concise without redundant information?
3. Task-Oriented Dimensions (Rate as: Very Poor, Poor, Fair, Good, Very Good)
- Relevance: Is the question relevant to the passages and asking for key information?
- Consistency: Is the question completely and strictly consistent with the passages?
- Question Answerability: Can the question be unambiguously answered based solely on the
passages?
- Answer-Question Consistency: Does the answer completely and accurately address the question?
- Information Integration: Does the question logically integrate information from multiple
documents?
- Reasoning Path Guidance: Does the question guide the answerer through a multi-step reasoning
process?
- Logical Sophistication: Is the question free from logical gaps and requires multi-step thinking?
Critical Scoring Guidance:
- Penalize Logical Flaws Heavily: Pay close attention to Consistency, Logical Sophistication, and
Information Integration.
- Multi-Hop Requirement is Paramount: If "No," the question fundamentally fails its purpose.
- Rating Scale Interpretation:
- Very Poor: Unacceptable quality with serious functional/logical errors
- Poor: Weak quality with obvious, major flaws requiring significant revision
- Fair: Acceptable quality meeting basic requirements with clear flaws (minimum adequacy only)
- Good: Standard good quality, well-designed without obvious flaws
- Very Good: Excellent quality with clever, rigorous design and deep logic
Output Format:
- Multi-Hop Reasoning Requirement: {yes/no}
- Fluency: {rating}
- Clarity: {rating}
. . .
- Reasoning Path Guidance: {rating}
- Logical Sophistication: {rating}
<|COMPLETE|>
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