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Abstract

Large language models (LLMs) often fabricate001
a hallucinatory text. Several methods have been002
developed to detect such text by semantically003
comparing it with the multiple versions proba-004
bilistically regenerated. However, a significant005
issue is that if the storyline of each regener-006
ated text changes, the generated texts become007
incomparable, which worsen detection accu-008
racy. In this paper, we propose a hallucination009
detection method that incorporates a multiple-010
fill-in-the-blank exam approach to address this011
storyline-changing issue. First, our method cre-012
ates a multiple-fill-in-the-blank exam by mask-013
ing multiple objects from the original text. Sec-014
ond, prompts an LLM to repeatedly answer this015
exam. This approach ensures that the storylines016
of the exam answers align with the original017
ones. Finally, quantifies the degree of hallu-018
cination for each original sentence by scoring019
the exam answers, considering the potential for020
hallucination snowballing within the original021
text itself. Experimental results show that our022
method alone not only outperforms existing023
methods, but also achieves clearer state-of-the-024
art performance in the ensembles with existing025
methods.026

1 Introduction027

Generative Large language models (LLMs) often028

fabricate text that contradicts or is not grounded029

against real-world information. This harmful phe-030

nomenon is known as Factuality hallucination031

(hereinafter simply “hallucination”) (Huang et al.,032

2023). As LLMs are increasingly adopted for a033

variety of language-related tasks in daily life and034

industry, hallucination detection in LLMs is essen-035

tial to ensure trustworthiness (Sun et al., 2024).036

Existing detection methods can be categorized037

into those that (a) retrieve external facts, (b) analyze038

LLM’s internal state, and (c) use only LLM’s in-039

put/output (i.e., zero-resource black-box detection)040

(Huang et al., 2023). Although each has different041

pros and cons, this work focuses on type (c), which 042

does not require an external knowledge base and 043

can also apply to LLMs used via only WebAPIs 044

and to domain-specific fine-tuned LLMs. Among 045

several existing type (c) methods (Agrawal et al., 046

2023; Anonymous, 2024b,a; Cohen et al., 2023 as 047

listed in A.2), SelfCheckGPT-Prompt (hereinafter 048

“SCGP”) is a reproducible and peer-reviewed state- 049

of-the-art (SOTA) method (Manakul et al., 2023). 050

SCGP utilizes the nature that hallucinatory text 051

typically exhibits low robustness; i.e., regenerat- 052

ing the consistent text is probabilistically challeng- 053

ing. Consequently, SCGP uses LLMs to determine 054

whether the original text is semantically supported 055

by each of the probabilistically regenerated texts 056

from the same prompt. Sentences that lack support 057

are more likely to be considered as hallucinations. 058

A significant issue for SCGP is that the storyline 059

of each regenerated text changes, which leads to 060

incomparable sentences in the original text, partic- 061

ularly in the latter part, as exemplified in Figure 1. 062

These incomparable sentences worsen detection 063

accuracy because they are determined as hallucina- 064

tions even when they are not. The changes in the 065

storyline are not easy to deal with, as they are a 066

mixture of those caused by topic picking and hal- 067

lucination snowballing (hereinafter simply “snow- 068

balling”) (Zhang et al., 2023). Snowballing is the 069

phenomenon that LLMs over-commit to early mis- 070

takes, which leads to more mistakes that they oth- 071

erwise would not make. Contrary to mere topic 072

picking, subsequent sentences in snowballing are 073

highly likely to be hallucinations (cf. F). 074

In this paper, we propose a novel zero-resource 075

hallucination detection method that incorporates a 076

multiple-fill-in-the-blank exam (FIBE) approach for 077

the above storyline-changing issue. Figure 2 shows 078

an example of our FIBE approach. First, Instead of 079

merely regenerating, (1) creates a multiple-fill-in- 080

the-blank exam by masking multiple objects from 081

the original text. Second, (2) prompts an LLM to 082
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Original Text:

[s1] He previously played for the Tokyo Yakult Swallows 
of Nippon Professional Baseball's (NPB) Central League.

[s2] He is a three-time NPB All-Star and won the 
Sawamura Award in 2008.

Original Prompt:

Text with Topic Picking:

[s1] He played the majority of his career with the Orix 
Buffaloes and the Seattle Mariners of Major League 
Baseball (MLB).

[s2] He won the 2011 Sawamura Award, an annual honor 
given to the best pitcher in Nippon Professional Baseball 
(NPB).

Text with Hallucination Snowballing:

[s1] He previously played for the Seattle Mariners of 
Major League Baseball (MLB).

[s2] Iwakuma attended Toyo University and was the 
Tokyo Big6 Baseball League Most Valuable Player for 
each season from 2003 to 2005.

This is a Wikipedia passage about Hisashi 
Iwakuma: LLM

Figure 1: Examples of the storyline-changing is-
sue. Each text is generated with the original prompt.
Each sentence is assigned a serial number, such
as [s1]. Red bold indicates hallucinatory phrases.
Yellow background indicates non-hallucinatory but in-

comparable phrases due to the regenerated texts with
topic picking and snowballing.

repeatedly answer this exam with some additional083

hints. This approach ensures that the storylines084

of the exam answers align with the original one,085

thereby preventing the emergence of incompara-086

ble sentences. Finally, (3) quantifies the degree of087

hallucination for each original sentence by scoring088

the exam answers. In this scoring, considering the089

potential for snowballing within the original text090

itself, we further propose to use 2 approaches; Di-091

rect Question (DQ) and Snowballing Correction092

(SBC). We compare the performance of our method093

with the existing method SCGP using the WikiBio094

GPT-3 Hallucination Dataset v3 (Manakul, 2023).095

Main Contributions: (i) We proposed a novel096

hallucination detection method incorporating our097

FIBE, DQ and SBC approaches that enable more098

precise comparative analysis against the storyline-099

changing issue involving topic picking and snow-100

balling. This method achieved SOTA detection101

accuracy. (ii) We discovered a decline in detection102

accuracy in multi-line LLM-generated text, partic-103

ularly noticeable from the second line onward, for104

the first time. By addressing this issue, our method105

alone and the ensembles with the existing methods106

show clear accuracy improvements.107

2 Notation 108

ri is the i-th sentence in original LLM response 109

text R generated from prompt P . A hallucination 110

detection method H predicts hallucination score 111

H(i) ∈ [0, 1] of ri. Ideally, the more hallucina- 112

tory ri is, the higher H(i) should be. Variants are 113

distinguished by the subscript of H . For exam- 114

ple, existing method SCGP is denoted as HP (i) def= 115

N−1ΣN
j (1−supported(ri, samplej(P ))); where 116

samplej(P ) = Sj is the j-th probabilistically re- 117

generated text from prompt P , N is the maximum 118

sample count, and supported(ri, S
j) ∈ [0, 1] is 119

the value so high that ri is supported by text 120

Sj . Function supported is realized with the LLM 121

prompt in E.2. 122

3 Methodology 123

In the SCGP, if the storyline-changing occurs in 124

regenerated text SJ and sentence ri is no longer 125

comparable to Sj as in Figure 1, HP (i) predicts 126

that ri is hallucinatory even if it is not because 127

supported(ri, S
j) can only take a low value. Ac- 128

cordingly, we propose FIBE approach to forcefully 129

regenerate comparable sentences with each ri. Fur- 130

thermore, we propose DQ and SBC approaches to 131

consider snowballing that occurred within original 132

text R itself. 133

3.1 Fill-in-the-Blank Exam (FIBE) 134

As shown in Figure 2, FIBE regenerates sentences 135

that match other constructions, such as subjects and 136

verbs, by creating a multiple-fill-in-the-blank exam 137

with multiple objects masked in original text R and 138

prompting an LLM to repeatedly answer it. Here, 139

the objects appearing before the subject in each 140

sentence are not masked to prevent topic picking. 141

FIBE is denoted as HF
def= 1− (100N)−1ΣN

j 142

score(answerji (create(R,P ), P ), ri); where 143

create(R,P ) = E is the exam based on text R 144

under the context of P , answerji (E,P ) = aji is 145

the i-th sentence of the j-th answer for exam E un- 146

der the context of P , and score(aji , ri) ∈ [0, 100] 147

is the value so high that answer aji is consistent 148

with ri. Functions create, answer, and score 149

are realized with the LLM prompts in E.3.1, 150

E.3.2, and E.3.3, respectively. Here, SCGP’s 151

supported(ri, S
j) compares a sentence with a 152

text, whereas FIBE forcefully obtains comparable 153

sentence aji , so that score(aji , ri) can compare 154

a sentence with a sentence. This considerably 155

reduces the size of prompt tokens. 156
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(1) Create a Fill-in-the-Blank Exam (2) Answer the Exam multiple times
(i.e., per Examinee)

(3) Score the Exam Answers
Sentence by Sentence

Making up "Fill-in-the-blank Questions" 
from only sentences with serial 
numbers in the following "Texts".

Texts:
{Original Prompt}
{Sentences in Original Text}

Output new "Fill-in-the-blank Answers" 
that fills in the variables in the 
following "Fill-in-the-blank Questions" 
with concrete variable values.

Fill-in-the-blank Questions:
{Original Prompt}
{Sentences in Exam}

Correct answer: {Original Sentence}

Student name (inside square brackets) 
and answers:
{Sentences with same No. in Answers}

Answer only the name and score for 
each student, such as "[Sat] 50":

[s1] He previously played for the 
"$team_6" of "$league_7"'s (NPB) 
"$league_8".

[s2] He is a "$number of NPB All-
Star_10" NPB All-Star and won the 
"$award_9" in "$year_11".

Fill-in-the-blank Exam: Exam Answers per Examinee:
Exam Scores

per Sentence:

[Tom] 0
[Amy] 0
[Max] 0

[Tom] 100
[Amy] 0
[Max] 100

Original Prompt
Original Text
(in Figure 1)

LLM LLM LLM

Hallucination Score
per Sentence:

[s1] 1.00
[s2] 0.33

[s1] He previously played for the Rakuten 
Golden Eagles of Nippon Professional Baseball's 
(NPB) Pacific League.

[s2] He is a three-time NPB All-Star and won the 
Sawamura Award in 2008.

Tom
Amy

Max

s1

s2

Figure 2: An example of our FIBE approach with the original text in Figure 1. This exemplifies the steps to
predict the hallucination score for each sentence in the original text. Bold underline in the exam answers indicates
comparable phrases that were regenerated according to our expectations and that correspond to the hallucinatory or
incomparable phrases in Figure 1.

3.2 Direct Question (DQ)157

If snowballing occurs in original sentence ri,158

and if it occurs in the exam answer aji as well,159

score(aji , ri) predicts that ri is fact. Therefore, DQ160

prompts the LLM to answer directly whether orig-161

inal sentence ri is hallucinatory or not, excluding162

the influence of the preceding sentences r<i. DQ163

is denoted as HD(i) def= 1− known(ri, P ); where164

known(ri, P ) is the value so high that the LLM is165

convinced that ri is fact based on its prior knowl-166

edge under the context of P . Function known is167

realized with the LLM prompt in E.4.168

3.3 Snowballing Correction (SBC)169

If snowballing occurs in original text R, the170

more its former sentences are hallucinatory, the171

more likely the latter sentences are also hallu-172

cinatory. Therefore, in SBC, the hallucination173

scores in the former part add up to the latter part.174

SBC is denoted as HS(i;H, θ) def= clip(H(i) +175

|R|−1max(0,Σi−1
k=0H(k) − θ)); where H is arbi-176

trary detection method, |R| is the number of sen-177

tences in R, θ is a constant hyperparameter for178

adjusting the effectiveness of this correction, and179

clip(n) is the function to round n in [0, 1].180

3.4 Ensembles181

We define the ensemble of multiple detection182

methods other than SBC as a clipped weighted183

sum; i.e., H+(i) def= clip(CFHF (i) + CDHD(i) +184

CPHP (i)); where CF , CD, and CP are the con-185

stant weights that are hyperparameters. We also186

define the ensemble with SBC as a function com- 187

posite; i.e., H◦(i; θ) def= HS(i;H+, θ). 188

4 Experimental Evaluation 189

4.1 Experimental Details 190

Dataset: We used the WikiBio GPT-3 Hallucina- 191

tion Dataset v3 (Manakul, 2023) for evaluating 192

zero-resource black-box detection methods. This 193

dataset originally provides a total of 1,908 sen- 194

tences in 238 original texts generated by GPT-3 195

(text-davinci-003) using the prompt template “This 196

is a Wikipedia passage about {concept}:”; where 197

the placeholder concept is replaced by one out of 198

238 person names. However, we excluded 2 texts 199

because their sentences were originally misdivided 200

in the middle of proper nouns (cf. D). Thus, 1,893 201

sentences of 236 texts were evaluated in this exper- 202

iment. Each sentence is manually annotated with 3 203

levels of hallucination intensity; Major Inaccurate, 204

Minor Inaccurate, and Accurate. This dataset also 205

provides probabilistically regenerated texts using 206

the same GPT-3. 207

Tasks and Indicators: We evaluated each 208

method on 3 tasks, NonFact, NonFact*, and Fac- 209

tual, which involved binary classification of each 210

sentence in the original texts. NonFact is the task to 211

classify Major/Minor Inaccurate and others, Non- 212

Fact* is for Major Inaccurate and others, and Fac- 213

tual is for Accurate and others. Then, we quantified 214

the single run accuracy of each task using AUC-PR 215

and AUC-ROC (cf. 6.1). Note that the AUC-ROC 216

of the NonFact and Factual are always the same. 217
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Table 1: Benchmark result. Numbers in bold indicate superiority over both SCGP+ (original) and SCGP*
(resampled). Numbers in red bold indicate the best value in the same indicator (column).

AUC-PR [%] AUC-ROC [%]

Method NonFact NonFact* Factual NonFact
(Factual) NonFact*

Baseline SCGP+ (original) 91.47 61.92 64.51 78.91 68.25
SCGP* (resampled) 91.55 67.53 67.26 77.88 70.72

Ours FIBE 91.72 67.54 66.40 81.06 71.09
FIBE, DQ 92.04 68.40 68.70 81.99 72.04
FIBE, SBC 92.77 71.86 70.02 82.89 73.20
FIBE, SBC, DQ 92.82 72.66 71.25 82.90 73.55

Ensemble FIBE, SCGP*, SBC 94.41 73.31 75.45 87.15 77.99
with FIBE FIBE, SCGP*, SBC, DQ 94.34 74.25 75.81 86.93 78.04
Ensemble SCGP*, DQ 92.00 68.28 60.77 81.03 72.76
w/o FIBE SCGP*, SBC 92.78 70.42 66.97 82.50 73.94
(for refs.) SCGP*, SBC, DQ 92.96 70.89 65.75 83.11 74.17

Baselines: We employed gpt-3.5-turbo-16k-218

0613, the stable version of OpenAI GPT-3.5 (Ope-219

nAI, 2022) at the time of this experiment, as the220

LLM used by our method and SCGP. GPT-3.5 is the221

model used by SCGP when it achieved the highest222

accuracy in (Manakul et al., 2023). We evaluated223

SCGP with the regenerated 5 texts originally pro-224

vided by the dataset (named SCGP+), and SCGP225

with the new regenerated 5 texts using GPT-3.5226

and the prompt in E.1 (named SCGP*). This is227

because our method used the same GPT-3.5 to re-228

generate 5 texts (i.e., answer an exam 5 times), for229

a fairer comparison. We also evaluated our method230

and several ensembles with fixed hyperparameters;231

N = 5, θ = 0.1, CD = 0.2, and CF , CP = 0.5 if232

both FIBE and SCGP* are used, otherwise 1.0 for233

the one used and 0.0 for the one not used.234

4.2 Experimental Result235

RQ1: Does the proposed method outperform the236

existing method SCGP in detection accuracy? Ta-237

ble 1 shows the all indicators of the evaluated tasks.238

FIBE alone is inferior to SCGP* in only Factual239

AUC-PR, but superior to both SCGP+ and SCGP*240

in all 5 indicators when combined FIBE with DQ241

or/and SBC. In contrast, the Factual AUC-PR of242

SCGP* is rather degraded when combined with243

DQ or/and SBC. Therefore, DQ and SBC are com-244

plementary approaches to FIBE. The ensemble of245

FIBE and SCGP* is the highest in all 5 indicators,246

that is they are also complementary.247

RQ2: What factors make the proposed method248

and the ensemble outperform the SCGP? Figure 3249

shows that each method has different sentence po-250

sitions in which it excels. FIBE alone outperforms251

SCGP* in all 5 indicators when just only classi-252

fying from the first to the middle sentences. This253
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0

1

2

3

4

5

Nu
m

be
r o

f s
up

er
io

r i
nd

ica
to

rs

FIBE
FIBE, SBC (or/and DQ)
FIBE, SBC, SCGP*
FIBE, SBC, DQ, SCGP*

Figure 3: Number of indicators that outperform SCGP*
(resampled) when the 5 indicators in Table 1 are evalu-
ated using only the first to x-th line of each text.

indication supports our hypothesis that the SCGP 254

accuracy tends to be degraded due to the storyline- 255

changing during text regeneration. The combined 256

use of DQ or/and SBC has the effect of improv- 257

ing accuracy for FIBE when classifying from the 258

first to the last sentences. This indication supports 259

our hypothesis that the FIBE accuracy tends to be 260

degraded due to the snowballing during original 261

text generation; i.e., if snowballing produces an 262

irrelevant sentence in the original text’s latter half, 263

FIBE’s “forcing comparable sentences” action is 264

ineffective. Finally, the combined use of SCGP* 265

has improved accuracy in the first sentences. This 266

is also the factor of the outperformance. 267

5 Conclusion 268

FIBE, DQ and SBC approaches, that we propose in 269

this paper for zero-resource hallucination detection, 270

enable more precise comparative analysis against 271

the storyline-changing issue. We encourage future 272

work to evaluate them in more diverse LLM use 273

cases; e.g., RAG (Gao et al., 2024). 274

4



6 Limitations275

6.1 Evaluation Indicators276

We omitted the use of any passage-level indica-277

tors used by SelfCheckGPT (Manakul et al., 2023).278

Because, the order of their values was completely279

consistent with the order of sentence-level indicator280

AUC-PR. By contrast, we added AUC-ROC into281

our indicators, which differs from AUC-PR in its282

curve shape trade-off (cf. C). Because, we found283

that AUC-PR becomes too high when the number284

of unique observed values is low like SCGP.285

6.2 Diversity of Experiments286

This work lacks the diversity of benchmark datasets287

and LLMs. The WikiBio GPT-3 Hallucination288

Dataset v3 (Manakul, 2023) we used contains only289

238 English texts like Wikipedia biographic arti-290

cles, which are generated from the same prompt291

template. Therefore, we should evaluate the ex-292

ternal validity of our method using more diverse293

prompts and topics; e.g., using the PopQA dataset294

(Mallen et al., 2023). Although we used only GPT-295

3.5 (OpenAI, 2022) as LLMs in this work, the ar-296

chitecture of our method is not limited to GPT-3.5.297

Therefore, we should assess the accuracy when us-298

ing each of the commonly available LLMs; e.g.,299

Llama 2 (Touvron et al., 2023).300

6.3 Hallucinations in our method itself301

We should investigate the impact of the hallucina-302

tions created by our method itself. In particular, the303

hallucinatory number generated from quantifica-304

tion prompt score has a direct impact on accuracy.305

Increasing the number of resampled texts can be306

expected to mitigate such impacts. This work was307

done with 5 samples and SelfCheckGPT done with308

a maximum of 20 samples. Furthermore, we should309

investigate the impact of the stochastic fluctuations310

of LLM output in our method. The random seed311

was fixed to 0 when our method used GPT-3.5 in312

this work, and the minor version of GPT-3.5 was313

fixed at gpt-3.5-turbo-16k-0613 (cf. E). However,314

in order to assess the robustness of differences in315

random seeds, we should quantify the multiple run316

accuracy using multiple random seeds.317

6.4 Mathematical Theories318

This work lacks any mathematical theories. We just319

use prompt score in E.3.3 to make an LLM com-320

pare exam sentences with the original sentence. Of321

course, we also tried many scoring approaches; e.g.,322

to compare named entities using embeddings vec- 323

tor similarity, to compare atomic claims by Chain- 324

of-Thought prompting, etc. However, this simple 325

score was the most stable and accurate. 326

6.5 Hyperparameter/Prompt Tuning 327

The fixed common hyperparameters for our experi- 328

ment listed in 4.1 were determined empirically, not 329

optimized for each baseline. In particular, the fixed 330

weights CF and CP when ensembling FIBE and 331

SCGP were set to 0.5, which takes a simple average 332

to eliminate arbitrariness. However, the possibil- 333

ity of overfitting to a specific baseline/benchmark 334

cannot be ruled out from the experimental result 335

with only one dataset in this paper alone. Also, we 336

should investigate the impact of the LLM parame- 337

ters for each prompt. In this work, we used differ- 338

ent temperature and top_p parameters of GPT-3.5 339

for each prompt in order to stabilize the instruction- 340

following results (cf. E). The create and answer 341

prompts contain one-shot for exemplification of 342

input/output formats (cf. E.3.1 and E.3.2). There is 343

also the possibility that the one-shot is overfitting. 344

6.6 Performance Evaluation 345

As this paper focuses on accuracy, performance 346

evaluation is lacking. Nevertheless, this work only 347

used GPT-3.5 via Web API, so few computational 348

resources are required. FIBE basically has a longer 349

waiting time than SCGP due to the time required to 350

create an exam. By contrast, FIBE consumes fewer 351

tokens than SCGP because prompt score(aji , ri) 352

does not require whole regenerated text Sj , unlike 353

prompt supported(ri, Sj). FIBE requires 1+N + 354

|R| times LLM completions per original text, DQ 355

for |R|, and SCGP for N +N |R| times; where N 356

is the number of text regenerations and |R| is the 357

number of original sentences. 358

7 Ethics Statement 359

We acknowledge and ensure that this work is com- 360

patible with the ACL Code of Ethics. We note that 361

if hallucinatory sentences are not detected, it could 362

lead to misinformation. The WikiBio GPT-3 Hallu- 363

cination Dataset v3 we used is available on Hug- 364

ging Face under the CC-BY-SA-3.0 license (Man- 365

akul, 2023). Our first author manually checked all 366

238 people who were the topic of each article in 367

this dataset to ensure that they were well-known 368

persons who did not need to be anonymized. 369

We used AI assistant GPT-4 (OpenAI, 2022) to 370

check the English grammar of this paper. 371
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model hallucinations can snowball. arXiv preprint488
arXiv:2305.13534.489

A Detailed Related Work490

This section describes the relevance of existing491

studies that have not been discussed so far.492

A.1 LLM Hallucinations493

In addition to Factuality hallucination, which is the494

main target of this work, there are various other495

types of hallucinations. Faithfulness hallucination496

means that LLM’s output is inconsistent with the497

prompt or intermediate outputs, also known as In-498

trinsic hallucination (Huang et al., 2023). Extrinsic499

hallucination means that LLM’s output is unveri-500

fiable from the prompt (Cao et al., 2022). These501

hallucinations can be detected directly by matching502

prompts and (intermediate) outputs, as in (Adlakha503

et al., 2023) and (Anonymous, 2024c). Although504

our method does not directly support these halluci-505

nations, if they exhibit low robustness like Factu-506

ality hallucination, our method can consequently507

detect them.508

A.2 Zero-Resource Black-box Hallucination509

Detection510

Several zero-resource black-box hallucination de-511

tection methods have been proposed since Self-512

CheckGPT was published; however, many of them513

were under peer review during this work.514

SCGP is the last variant added to the SelfCheck-515

GPT series. Because the SCGP performs better516

than any other variants (Manakul et al., 2023), we517

did not conduct experiments on the other variants.518

Self-Contradictory (Anonymous, 2024b) can be519

regarded as a “single”-fill-in-the-blank approach520

and is expected to mitigate the effects of topic521

picking to some extent; however, there are no ap-522

proaches against snowballing in the original text.523

In comparison with only figures reported in exist-524

ing papers, the ensemble “FIBE, SBC, DQ” out-525

performs the Self-Contradictory in (Anonymous,526

2024b), and even “FIBE, SCGP*, SBC (, DQ)”527

also outperforms the WikiBio+Prompt (this is not528

a zero-resource method because it uses external529

knowledge) in (Manakul et al., 2023).530

Direct Query in (Agrawal et al., 2023) is similar531

to our DQ in that it directly asks the LLM for the532

validity of a single sentence (precisely one bibliog-533

raphy); however differs in that it also refers to the534

original prompt to spot snowballing.535

Coordinating multiple types of LLMs (Cohen 536

et al., 2023) and Chain-of-thought prompt engineer- 537

ing specializing in hallucination detection (Anony- 538

mous, 2024a) are interesting directions and will be 539

future work. 540

B Implementaion Details 541

We implemented the proposed method as a Python 1 542

tool. The OSS scikit-learn (Pedregosa et al., 2011) 543

was used to calculate the AUC values for each of 544

the evaluation indicators. 545

C Detailed Evaluation Result 546

Of our experimental result, the PR and ROC curves 547

for NonFact, NonFact*, and Factual tasks are 548

shown in Figures 4, 5, 6, 7, 8, and 9, respectively. 549

1https://www.python.org/

7

http://arxiv.org/abs/2305.13534
http://arxiv.org/abs/2305.13534
http://arxiv.org/abs/2305.13534
https://www.python.org/


0.0 0.2 0.4 0.6 0.8 1.0
Recall

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ec

isi
on

PR Curve - NonFact

SCGP*
FIBE
FIBE, SBC, DQ
FIBE, SBC, DQ, SCGP*
Random

Figure 4: PR Curve - NonFact task
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Figure 5: PR Curve - NonFact* task
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Figure 6: PR Curve - Factual task
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Figure 7: ROC Curve - NonFact task
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Figure 8: ROC Curve - NonFact* task
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Figure 9: ROC Curve - Factual task
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D Originally Misdivided Sentences 550

Figure 10 shows the sentences we excluded in our experiment due to originally misdivided in the middle 551

of proper nouns. Of course, the same original sentences can be found directly in the WikiBio GPT-3 552

Hallucination Dataset v3 (Manakul, 2023). We need to carefully consider how to handle the sentence-level 553

hallucination evaluation of such misdivided sentences.

About “Vitaliano Brancati”:
• [Line 5] His most famous novel is Don Camillo e l'onorevole
• [Line 6] Peppone (1947), which was adapted into a popular film series starring Fernandel and Gino Cervi.

About “Emperor Wenxuan of Northern Qi”:
• [Line 1] Emperor Wenxuan of Northern Qi (Chinese: 北齊文宣帝; pinyin: Běi Qí Wén Xuān Dì; Wade–Giles: Pei Ch'i Wen-hsüan
• [Line 2] Ti; 539–557) was an emperor of the Chinese dynasty Northern Qi.

Figure 10: Originally misdivided sentences we excluded in our experiment. The text about “Vitaliano Brancati”
was misdivided in the middle of his novel name. The text about “Emperor Wenxuan of Northern Qi” was misdivided
in the middle of his Wade–Giles style name.

554

E Complete Prompts 555

This section describes the actual prompt templates used in our experiment and examples of their executions 556

for passage No.28,011 (about “Bryan McClendon”). 557

Note that: 558

• The names of persons and institutions and their relationships exemplified in the following 559

prompts may not be true 560

• Expressions that allow one to guess the author (us) are anonymized 561

• Line breaks are inserted into each example as needed due to space limitations 562

• Some special characters are replaced with one-byte symbols for display/printing purposes 563

• “---------------------------------------------------------------” in each prompt de- 564

notes a role switch 2 565

• “{...}” in each prompt denotes a placeholder 566

E.1 Resampling Dataset 567

The LLM prompt was used for resampling the comparison texts in the WikiBio GPT-3 Hallucination 568

Dataset v3 (Manakul, 2023) with GPT-3.5 (OpenAI, 2022). 569

LLM parameters: 570

• model version = gpt-3.5-turbo-16k-0613 571

• temperature = 1.0 (same value as (Manakul, 2023)) 572

• top_p = 1.0 573

• random seed = 0 574

Prompt Template: 575

You are the author of an excellent Wikipedia article. 576

Write an article of about {n_sentences} lines. 577

--------------------------------------------------------------- 578

This is a Wikipedia passage about {concept}: 579

2https://platform.openai.com/docs/api-reference/chat
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Where,580

• {n_sentences} is replaced by the number of sentences in the original text581

• {concept} is replaced by one out of 238 person names; such as “Bryan McClendon”582

Prompt Example:583

You are the author of an excellent Wikipedia article.584

Write an article of about 11 lines.585

---------------------------------------------------------------586

This is a Wikipedia passage about Bryan McClendon:587

Completion Example:588

Bryan McClendon is an accomplished American football coach and former player. Born589

on May 27, 1984, in Atlanta, Georgia, McClendon has an impressive career in the590

sport. He played as a wide receiver for the University of Georgia Bulldogs from591

2002 to 2005, earning recognition for his exceptional skills and leadership on the592

field.593

594

Following his playing career, McClendon embarked on a successful coaching journey.595

He held various coaching positions, including serving as the wide receivers coach596

for the University of Georgia from 2009 to 2015. During this time, he played a597

crucial role in developing talented receivers and contributing to the team's598

success.599

600

In 2015, McClendon was named the interim head coach for the Georgia601

Bulldogs, becoming the youngest head coach in the Southeastern Conference at just602

31 years old. Despite only leading the team for one game, he showcased his ability603

to inspire and motivate the players.604

605

McClendon's coaching prowess caught the attention of the National Football League606

(NFL) teams, and in 2016, he joined the staff of the Carolina Panthers as the wide607

receivers coach. He continued to make significant contributions to the team's608

success, playing a vital role in the development of their receiving corps.609

Known for his passion, knowledge, and dedication to the sport, McClendon has earned610

a stellar reputation within the football community. His ability to connect with611

players and maximize their potential has made him a highly sought-after coach.612

With his impressive resume and commitment to excellence, Bryan McClendon continues613

to leave a lasting impact in the world of football.614

E.2 SelfCheckGPT-Prompt (SCGP)615

Function supported(ri, S
j) uses the below LLM prompt to do a binary determination of whether regener-616

ated text Sj supports original sentence ri. If the LLM completion is “Yes”, the function returns 1.0; if617

“No”, returns 0.0; otherwise, returns 0.5.618

LLM parameters:619

• model version = gpt-3.5-turbo-16k-0613620

• temperature = 0.0 (to eliminate stochastic fluctuations)621

• top_p = 0.0622

Prompt Template:623

10



You are a helpful assistant. 624

--------------------------------------------------------------- 625

Context: {context} 626

627

Sentence: {sentence} 628

629

Is the sentence supported by the context above? Answer Yes or No: 630

Where, 631

• {context} is replaced by regenerated text Sj 632

• {sentence} is replaced by original sentence ri 633

Prompt Example: 634

You are a helpful assistant. 635

--------------------------------------------------------------- 636

Context: Bryan McClendon is an accomplished American football coach and former 637

player. Born on May 27, 1984, in Atlanta, Georgia, McClendon has an impressive 638

career in the sport. He played as a wide receiver for the University of Georgia 639

Bulldogs from 2002 to 2005, earning recognition for his exceptional skills and 640

leadership on the field. Following his playing career, McClendon embarked on a 641

successful coaching journey. He held various coaching positions, including 642

serving as the wide receivers coach for the University of Georgia from 2009 to 643

2015. During this time, he played a crucial role in developing talented receivers 644

and contributing to the team's success. In 2015, McClendon was named the interim 645

head coach for the Georgia Bulldogs, becoming the youngest head coach in the 646

Southeastern Conference at just 31 years old. Despite only leading the team for 647

one game, he showcased his ability to inspire and motivate the players. 648

McClendon's coaching prowess caught the attention of the National Football League 649

(NFL) teams, and in 2016, he joined the staff of the Carolina Panthers as the wide 650

receivers coach. He continued to make significant contributions to the team's 651

success, playing a vital role in the development of their receiving corps. 652

Known for his passion, knowledge, and dedication to the sport, McClendon has 653

earned a stellar reputation within the football community. His ability to connect 654

with players and maximize their potential has made him a highly sought-after coach. 655

With his impressive resume and commitment to excellence, Bryan McClendon continues 656

to leave a lasting impact in the world of football. 657

658

Sentence: In 2012, he returned to Georgia as the running backs coach. 659

660

Is the sentence supported by the context above? Answer Yes or No: 661

Completion Example: 662

No 663

E.3 Multiple-Fill-in-the-Blank exam (FIBE) 664

E.3.1 create(R,P ) 665

Function create(R,P ) uses the below LLM prompt to extract words (objects) from original text R to be 666

fill-in-the-blank questions. The function replaces the extracted objects with variable names based on their 667

hypernyms extracted together, such as “$year_20”, to create a fill-in-the-blank exam E. Here, the objects 668

appearing before the subject extracted together in each sentence are not masked to prevent topic picking. 669

LLM parameters: 670
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• model version = gpt-3.5-tu rbo-16k-0613671

• temperature = 0.0 (to eliminate stochastic fluctuations)672

• top_p = 0.0673

• random seed = 0674

Prompt Template:675

You are an expert in natural language processing for English, so you output your676

answer in English.677

678

You are now going to make up "Fill-in-the-blank Questions" based on the "Texts"679

for testing students' understanding.680

Be sure to follow the instructions in the "Precautions" section.681

---------------------------------------------------------------682

Making up "Fill-in-the-blank Questions" from only sentences with serial numbers683

in the following "Texts".684

685

# Precautions686

* Extract a subject of each sentence.687

* Extract only single concrete eigenexpression as an blank; i.e., extract time,688

date, location, number, and, proper noun.689

+ Select only few words as an object from a phrase containing three or more words;690

e.g., phrase "pathophysiology of many diseases" --> blank691

<pathophysiology:academic_field>.692

+ Don't extract blanks that do not settle on one correct answer., such as693

"beautiful", "good", etc.694

* Specify the hypernym as hint of each blank and subject;695

+ e.g., <John Smith:person>, <31:day>, <July:month>, <2023:year>,696

<New York:city>, <Kanagawa:prefecture>, <World Cup:sports event>,697

<carpenter:profession>, <4:number of cars>698

---------------------------------------------------------------699

Texts:700

``What kind of person is Alice?''701

[s0] Alice Liddell (21 March 1955 - 1 Dec. 2020) is the founder of Philz.702

[s1] Her branches were located in the USA and in Japan, for a total of two branches.703

---------------------------------------------------------------704

Fill-in-the-blank Questions: (from [s0],[s1])705

Text=[s0] Alice Liddell (21 March 1955 - 1 Dec. 2020) is the founder of Philz.706

Subject=<Alice Liddell:person>707

Blanks=<21:day>, <March:month>, <1955:year>, <1:day>, <Dec.:month>, <2020:year>,708

<Philz:shop>709

----710

Text=[s1] Her branches were located in the USA and in Japan, for a total of two711

branches.712

Subject=<Her branches:branches>713

Blanks=<USA:country>, <Japan:country>, <two:number of branches>714

---------------------------------------------------------------715

Texts:716

{context}{sentences}717

---------------------------------------------------------------718

Fill-in-the-blank Questions: (from {sids})719
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Where, 720

• {context} is replaced by original prompt P 721

• {sentences} is replaced by the sentences, with their serial numbers, in original text R 722

• {sids} is replaced by the serial numbers of the sentences 723

Prompt Example: 724

You are an expert in natural language processing for English, so you output your 725

answer in English. 726

727

You are now going to make up "Fill-in-the-blank Questions" based on the "Texts" 728

for testing students' understanding. 729

Be sure to follow the instructions in the "Precautions" section. 730

--------------------------------------------------------------- 731

Making up "Fill-in-the-blank Questions" from only sentences with serial numbers 732

in the following "Texts". 733

734

# Precautions 735

* Extract a subject of each sentence. 736

* Extract only single concrete eigenexpression as an blank; i.e., extract time, 737

date, location, number, and, proper noun. 738

+ Select only few words as an object from a phrase containing three or more words; 739

e.g., phrase "pathophysiology of many diseases" --> blank 740

<pathophysiology:academic_field>. 741

+ Don't extract blanks that do not settle on one correct answer., such as 742

"beautiful", "good", etc. 743

* Specify the hypernym as hint of each blank and subject; 744

+ e.g., <John Smith:person>, <31:day>, <July:month>, <2023:year>, 745

<New York:city>, <Kanagawa:prefecture>, <World Cup:sports event>, 746

<carpenter:profession>, <4:number of cars> 747

--------------------------------------------------------------- 748

Texts: 749

``What kind of person is Alice?'' 750

[s0] Alice Liddell (21 March 1955 - 1 Dec. 2020) is the founder of Philz. 751

[s1] Her branches were located in the USA and in Japan, for a total of two branches. 752

--------------------------------------------------------------- 753

Fill-in-the-blank Questions: (from [s0],[s1]) 754

Text=[s0] Alice Liddell (21 March 1955 - 1 Dec. 2020) is the founder of Philz. 755

Subject=<Alice Liddell:person> 756

Blanks=<21:day>, <March:month>, <1955:year>, <1:day>, <Dec.:month>, <2020:year>, 757

<Philz:shop> 758

---- 759

Text=[s1] Her branches were located in the USA and in Japan, for a total of two 760

branches. 761

Subject=<Her branches:branches> 762

Blanks=<USA:country>, <Japan:country>, <two:number of branches> 763

--------------------------------------------------------------- 764

Texts: 765

``This is a Wikipedia passage about Bryan McClendon:'' 766

[s0] Bryan McClendon (born April 28, 1983) is an American football coach and former 767

player. 768
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[s1] He is currently the offensive coordinator and quarterbacks coach at the769

University of Georgia.770

[s2] He previously served as the co-offensive coordinator and running backs coach771

at the University of South Carolina.772

[s3] McClendon played college football at the University of Georgia, where he was773

a four-year letterman and two-year starter at wide receiver.774

[s4] He was a member of the Bulldogs' 2002 SEC Championship team and the 2005 Sugar775

Bowl team.776

[s5] After his playing career, McClendon served as a graduate assistant at Georgia777

from 2006 to 2008.778

[s6] He then served as the wide receivers coach at the University of Tennessee from779

2009 to 2011.780

[s7] In 2012, he returned to Georgia as the running backs coach.781

[s8] In 2014, he was promoted to co-offensive coordinator and running backs coach.782

[s9] In 2016, he left Georgia to become the co-offensive coordinator and running783

backs coach at South Carolina.784

[s10] In 2018, he returned to Georgia as the offensive coordinator and quarterbacks785

coach.786

---------------------------------------------------------------787

Fill-in-the-blank Questions: (from [s0],[s1],[s2],[s3],[s4],[s5],[s6],[s7],[s8],788

[s9],[s10])789

Completion Example:790

Text=[s0] Bryan McClendon (born April 28, 1983) is an American football coach and791

former player.792

Subject=<Bryan McClendon:person>793

Blanks=<April:month>, <28:day>, <1983:year>, <American:nationality>,794

<football coach:profession>, <former player:profession>795

----796

Text=[s1] He is currently the offensive coordinator and quarterbacks coach at the797

University of Georgia.798

Subject=<He:person>799

Blanks=<offensive coordinator:profession>, <quarterbacks coach:profession>,800

<University of Georgia:university>801

----802

Text=[s2] He previously served as the co-offensive coordinator and running backs803

coach at the University of South Carolina.804

Subject=<He:person>805

Blanks=<co-offensive coordinator:profession>, <running backs coach:profession>,806

<University of South Carolina:university>807

----808

Text=[s3] McClendon played college football at the University of Georgia, where809

he was a four-year letterman and two-year starter at wide receiver.810

Subject=<McClendon:person>811

Blanks=<college football:activity>, <University of Georgia:university>,812

<four-year:number of years>, <letterman:position>, <two-year:number of years>,813

<wide receiver:position>814

----815

Text=[s4] He was a member of the Bulldogs' 2002 SEC Championship team and the 2005816

Sugar Bowl team.817

Subject=<He:person>818

Blanks=<Bulldogs:team>, <2002:year>, <SEC Championship:championship>, <2005:year>,819
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<Sugar Bowl:game> 820

---- 821

Text=[s5] After his playing career, McClendon served as a graduate assistant at 822

Georgia from 2006 to 2008. 823

Subject=<McClendon:person> 824

Blanks=<graduate assistant:profession>, <Georgia:university>, <2006:year>, 825

<2008:year> 826

---- 827

Text=[s6] He then served as the wide receivers coach at the University of Tennessee 828

from 2009 to 2011. 829

Subject=<He:person> 830

Blanks=<wide receivers coach:profession>, <University of Tennessee:university>, 831

<2009:year>, <2011:year> 832

---- 833

Text=[s7] In 2012, he returned to Georgia as the running backs coach. 834

Subject=<he:person> 835

Blanks=<2012:year>, <Georgia:university>, <running backs coach:profession> 836

---- 837

Text=[s8] In 2014, he was promoted to co-offensive coordinator and running backs 838

coach. 839

Subject=<he:person> 840

Blanks=<2014:year>, <co-offensive coordinator:profession>, 841

<running backs coach:profession> 842

---- 843

Text=[s9] In 2016, he left Georgia to become the co-offensive coordinator and 844

running backs coach at South Carolina. 845

Subject=<he:person> 846

Blanks=<2016:year>, <Georgia:university>, <co-offensive coordinator:profession>, 847

<running backs coach:profession>, <South Carolina:university> 848

---- 849

Text=[s10] In 2018, he returned to Georgia as the offensive coordinator and 850

quarterbacks coach. 851

Subject=<he:person> 852

Blanks=<2018:year>, <Georgia:university>, <offensive coordinator:profession>, 853

<quarterbacks coach:profession> 854

E.3.2 answer(E,P ) 855

Function answer(E,P ) uses the below LLM prompt to fill in the blanks in the exam E. This prompt is 856

batchable, and the number of simultaneous completions can be set by the parameter n in GPT-3.5. 857

LLM parameters: 858

• model version = gpt-3.5-turbo-16k-0613 859

• temperature = 0.5 (to ensure successful instruction following) 860

• top_p = 1.0 861

• random seed = 0 862

Prompt Template: 863

You are the world champion in English quizzes. 864

865

You are now going to answer the "Fill-in-the-blank Questions". 866
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Be sure to follow the instructions in the "Precautions" section.867

Be sure to output the serial number of each sentence (e.g., "[s0]", "[s3]").868

---------------------------------------------------------------869

Output new "Fill-in-the-blank Answers" that fills in the variables in the870

following "Fill-in-the-blank Questions" with concrete variable values.871

872

# Precautions873

* The variable naming convention is "$HINT_NUMBER"; e.g., "$date_0".874

* Each variable value has a different value each other.875

* Terms that are not variables in each sentence should be left as they are.876

---------------------------------------------------------------877

Fill-in-the-blank Questions:878

``What kind of person is Alice?''879

[s0] Alice (born "$date_0") is the founder of "$place_1".880

[s1] It is a "$place_2" founded in "$location_3" in "$year_4".881

---------------------------------------------------------------882

Fill-in-the-blank Answers: (up to [s1])883

``What kind of person is Alice?''884

[s0] Alice (born 21 March 1955) is the founder of Philz.885

[s1] It is a coffee shop founded in Berkeley in 1985.886

---------------------------------------------------------------887

Fill-in-the-blank Questions:888

{context}{source}889

---------------------------------------------------------------890

Fill-in-the-blank Answers: (up to [s{max_sentences}])891

{context}892

Where,893

• {context} is replaced by original prompt P894

• {source} is replaced by the sentences, with their serial numbers, in fill-in-the-blank exam E895

• {max_sentences} is replaced by the largest serial number out of the sentences896

Prompt Example:897

You are the world champion in English quizzes.898

899

You are now going to answer the "Fill-in-the-blank Questions".900

Be sure to follow the instructions in the "Precautions" section.901

Be sure to output the serial number of each sentence (e.g., "[s0]", "[s3]").902

---------------------------------------------------------------903

Output new "Fill-in-the-blank Answers" that fills in the variables in the904

following "Fill-in-the-blank Questions" with concrete variable values.905

906

# Precautions907

* The variable naming convention is "$HINT_NUMBER"; e.g., "$date_0".908

* Each variable value has a different value each other.909

* Terms that are not variables in each sentence should be left as they are.910

---------------------------------------------------------------911

Fill-in-the-blank Questions:912

``What kind of person is Alice?''913

[s0] Alice (born "$date_0") is the founder of "$place_1".914
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[s1] It is a "$place_2" founded in "$location_3" in "$year_4". 915

--------------------------------------------------------------- 916

Fill-in-the-blank Answers: (up to [s1]) 917

``What kind of person is Alice?'' 918

[s0] Alice (born 21 March 1955) is the founder of Philz. 919

[s1] It is a coffee shop founded in Berkeley in 1985. 920

--------------------------------------------------------------- 921

Fill-in-the-blank Questions: 922

``This is a Wikipedia passage about Bryan McClendon:'' 923

[s0] Bryan McClendon (born "$month_3" "$day_4", "$year_0") is an "$nationality_5" 924

"$profession_1" and "$profession_2". 925

[s1] He is currently the "$profession_6" and "$profession_7" at the 926

"$university_8". 927

[s2] He previously served as the "$profession_9" and "$profession_11" at the 928

"$university_10". 929

[s3] McClendon played "$activity_12" at the "$university_8", where he was a 930

"$number of years_13" "$position_14" and "$number of years_15" starter at 931

"$position_16". 932

[s4] He was a member of the "$team_17"' "$year_18" "$championship_19" team and the 933

"$year_20" "$game_21" team. 934

[s5] After his playing career, McClendon served as a "$profession_22" at 935

"$university_25" from "$year_23" to "$year_24". 936

[s6] He then served as the "$profession_26" at the "$university_27" from 937

"$year_28" to "$year_29". 938

[s7] In 2012, he returned to "$university_25" as the "$profession_11". 939

[s8] In 2014, he was promoted to "$profession_9" and "$profession_11". 940

[s9] In 2016, he left "$university_25" to become the "$profession_9" and 941

"$profession_11" at "$university_33". 942

[s10] In 2018, he returned to "$university_25" as the "$profession_6" and 943

"$profession_7". 944

--------------------------------------------------------------- 945

Fill-in-the-blank Answers: (up to [s10]) 946

Completion Example: 947

[s0] Bryan McClendon (born December 28, 1982) is an American football coach and 948

former player. 949

[s1] He is currently the wide receivers coach and passing game coordinator at the 950

University of Oregon. 951

[s2] He previously served as the wide receivers coach and co-offensive coordinator 952

at the University of Georgia. 953

[s3] McClendon played college football at the University of Georgia, where he was a 954

four-year wide receiver and two-year starter at quarterback. 955

[s4] He was a member of the 2002 SEC Championship team and the 2003 Sugar Bowl team. 956

[s5] After his playing career, McClendon served as a graduate assistant at the 957

University of Georgia from 2006 to 2008. 958

[s6] He then served as the wide receivers coach at the University of Georgia from 959

2009 to 2015. 960

[s7] In 2012, he returned to the University of Georgia as the running backs coach. 961

[s8] In 2014, he was promoted to wide receivers coach and co-offensive coordinator. 962

[s9] In 2016, he left the University of Georgia to become the wide receivers coach 963

and co-offensive coordinator at the University of South Carolina. 964

[s10] In 2018, he returned to the University of Georgia as the wide receivers coach 965

17



and passing game coordinator.966

E.3.3 score(aji , ri)967

Function score(aji , ri) uses the below LLM prompt to score the consistency of original sentence ri with968

answer aji on a 100-point scale. This prompt can also score multiple examinees’ answers a1≤j≤N
i together.969

LLM parameters:970

• model version = gpt-3.5-turbo-16k-0613971

• temperature = 0.0 (to eliminate stochastic fluctuations)972

• top_p = 0.0973

• random seed = 0974

Prompt Template:975

You are an English test grader.976

977

A student's answer to a fill-in-the-blank question should be scored between978

0 and 100 points based on a comparison with the "Correct answer".979

* A score of 0 shall be scored if the student answers is in complete contradiction980

with the "Correct answer"981

* A score of 100 shall be scored if the student answers is in complete agreement982

with the "Correct answer"983

* Score them very carefully, as you only want to pass the very best students.984

---------------------------------------------------------------985

Correct answer: {correct_answer}986

987

Student name (inside square brackets) and answers:988

{student_answers}989

990

Answer only the name and score for each student, such as "[Sat] 50":991

Where,992

• {correct_answer} is replaced by original sentence ri993

• {student_answers} is replaced by the answers a1≤j≤N
i with the predefined examinee’s names,994

such as “Tom”.995

Prompt Example:996

You are an English test grader.997

998

A student's answer to a fill-in-the-blank question should be scored between999

0 and 100 points based on a comparison with the "Correct answer".1000

* A score of 0 shall be scored if the student answers is in complete contradiction1001

with the "Correct answer"1002

* A score of 100 shall be scored if the student answers is in complete agreement1003

with the "Correct answer"1004

* Score them very carefully, as you only want to pass the very best students.1005

---------------------------------------------------------------1006

Correct answer: In 2012, he returned to Georgia as the running backs coach.1007

1008
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Student name (inside square brackets) and answers: 1009

[Tom] In 2012, he returned to Georgia as the Wide Receivers Coach. 1010

[Amy] In 2012, he returned to Georgia as the running backs coach. 1011

[Max] In 2012, he returned to Georgia as the running backs coach. 1012

[Leo] In 2012, he returned to the University of Georgia as the running backs coach. 1013

[Ava] In 2012, he returned to the University of Georgia as the wide receivers coach. 1014

1015

Answer only the name and score for each student, such as "[Sat] 50": 1016

Completion Example: 1017

[Tom] 0 1018

[Amy] 100 1019

[Max] 100 1020

[Leo] 75 1021

[Ava] 0 1022

E.4 Direct Question (DQ) 1023

Function known(ri, P ) uses the below LLM prompt to do a binary determination of whether the prior 1024

knowledge of the LLM supports original sentence ri under context P . If the LLM completion is “Yes”, 1025

the function returns 1.0; if “No”, returns 0.0; otherwise, returns 0.0. Additionally, if the LLM output 1026

contains each occurrence probability pk ∈ [0, 1] of the k-th output token as GPT-3.5 does, the function 1027

returns p1 in case of “Yes”, returns 1− p1 in case of “No”; otherwise, returns 0.0. 1028

LLM parameters: 1029

• model version = gpt-3.5-turbo-16k-0613 1030

• temperature = 0.0 (to eliminate stochastic fluctuations) 1031

• top_p = 0.0 1032

• random seed = 0 1033

Prompt Template: 1034

You are a machine-learning model that responds using only your prior knowledge. 1035

--------------------------------------------------------------- 1036

{context} 1037

Claim:{claim} 1038

==== 1039

Is the above claim true? 1040

Answer only Yes or No: 1041

Where, 1042

• {context} is replaced by original prompt P 1043

• {claim} is replaced by original sentence ri 1044

Prompt Example: 1045

You are a machine-learning model that responds using only your prior knowledge. 1046

--------------------------------------------------------------- 1047

``This is a Wikipedia passage about Bryan McClendon:'' 1048

Claim:In 2012, he returned to Georgia as the running backs coach. 1049

==== 1050

Is the above claim true? 1051

Answer only Yes or No: 1052

19



Completion Example:1053

Yes1054

F Hallucination Snowballing Example1055

Although “Stan Heal” is a well-known Australian rules footballer 3, LLM outputted “American former1056

professional basketball player” in the first sentence, in consequence, fabricated all subsequent sentences1057

as hallucinations.1058

Original Prompt:1059

You are the author of an excellent Wikipedia article.1060

---------------------------------------------------------------1061

This is a Wikipedia passage about Stan Heal:1062

Original Text with Snowballing:1063

Stan Heal (born October 28, 1932) is an American former professional basketball1064

player. He played in the National Basketball Association (NBA) from 1954 to 19651065

as a member of the Minneapolis Lakers, St. Louis Hawks, and Detroit Pistons.1066

1067

Heal was a 6'3" guard from the University of Minnesota. He was selected by the1068

Minneapolis Lakers in the 1954 NBA draft. He played in the NBA for 11 seasons,1069

averaging 8.2 points per game. He was a member of the Lakers' 1959 NBA championship1070

team. He was also a member of the St. Louis Hawks' 1958 NBA championship team.1071

1072

Heal was known for his defensive prowess and was selected to the NBA All-Defensive1073

Second Team in 1962. He was also selected to the NBA All-Star Game in 1959.1074

After retiring from the NBA, Heal coached the Detroit Pistons for two seasons.1075

He was inducted into the Minnesota Basketball Hall of Fame in 1994.1076

3https://en.wikipedia.org/wiki/Stan_Heal
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