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ABSTRACT

Text-based recommendation holds a wide range of practical applications due to its versatility, as textual descriptions can represent nearly any type of item. However, directly employing the original item descriptions as input features may not yield optimal recommendation performance. This limitation arises because these descriptions often lack comprehensive information that can be effectively exploited to align with user preferences. Recent advances in large language models (LLMs) have showcased their remarkable ability to harness commonsense knowledge and reasoning. In this study, we investigate diverse prompting strategies aimed at augmenting the input text to enhance personalized text-based recommendations. Our novel approach, coined LLM-REC, encompasses four distinct prompting techniques: (1) basic prompting, (2) recommendation-driven prompting, (3) engagement-guided prompting, and (4) recommendation-driven + engagement-guided prompting. Our empirical experiments show that incorporating the augmented input text generated by the LLMs yields discernible improvements in recommendation performance. Notably, the recommendation-driven and engagement-guided prompting strategies exhibit the capability to tap into the language model’s comprehension of both general and personalized item characteristics. This underscores the significance of leveraging a spectrum of prompts and input augmentation techniques to enhance the recommendation prowess of LLMs.

Figure 1: LLM-REC plays a crucial role in enabling large language models to provide relevant context and help better align with user preferences. Prompts and augmented texts are highlighted.
1 Introduction

Text-based recommendation systems exhibit a broad spectrum of applications, spanning across diverse domains and industries. This versatility mainly stems from the capability of natural language to effectively describe nearly any type of items, encompassing not only products, movies, and books but also news articles and user-generated content, including short videos and social media posts (Pazzani & Billsus, 2007; Javed et al., 2021; Porrier et al., 2010; Bai et al., 2022; Wu et al., 2020; Oppermann et al., 2020; Chen et al., 2017; Gupta & Varma, 2017; Wang et al., 2018). Nonetheless, there remains scope for recommendation enhancement, as text-based recommendation systems are frequently challenged by the inherent limitation of incomplete or insufficient information within item descriptions, which hinders the task of accurately aligning item characteristics with user preferences (Perez et al., 2007; Dumitr u et al., 2011). The incompleteness may arise from two sources: a limited comprehension of the items themselves and an insufficient understanding of the users for whom recommendations are generated.

This challenge is not confined only to domains with well-defined and categorized items, such as movies; it also extends to domains characterized by novel, unclassified, or less categorically structured items, as observed in the case of user-generated content. In the context of movie recommendations, a film’s description may include the main actors, and a brief plot summary. However, this limited information may not capture crucial elements like genre, tone, cinematography style, or thematic depth. Consequently, a user seeking recommendations for “visually stunning science fiction films” might miss out on relevant selections if the system solely relies on superficial descriptions.

As for user-generated content, imagine a social platform where users regularly post recipes which are often accompanied with brief textual descriptions like the name of the dish and a few ingredients, with limited details regarding preparation time, dietary restrictions, or flavor profiles. Now, consider a user who follows a vegan diet and is interested in discovering new plant-based recipes. Since the user-generated content often lacks comprehensive dietary information and may not explicitly mention terms like “vegan”, “plant-based”, or “vegetarian”, in this scenario, the recommendation system, relying solely on the incomplete descriptions, may struggle to discern the vegan-friendliness of the recipes. Consequently, the user receives recommendations that include non-vegan dishes, ultimately leading to a mismatch between their preferences and the content suggested.

Traditionally, researchers have advocated the augmentation of item descriptions through the incorporation of external knowledge sources (Di Noia et al., 2012; Musto et al., 2018; Sachdeva & McAuley, 2020). Notably, Di Noia et al. (2012) harness data from external databases such as DBpedia (Bizer et al., 2009), Freebase (Bollacker et al., 2008), and LinkedMDB (Hassanzadeh & Consens, 2009) to gather comprehensive information pertaining to movies, including details about actors, directors, genres, and categories. This approach aimed to enrich the background knowledge available to movie recommender systems. The explicit semantics embedded in these external knowledge sources have demonstrated a discernible enhancement in recommendation performance (Musto et al., 2017). However, it is essential to acknowledge that this process necessitates a profound domain expertise to effectively and efficiently select and leverage the precise database, ensuring the incorporation of genuinely valuable information into item descriptions (Dumitr u et al., 2011).

The recent advances in the development of large language models (LLMs) underscore their exceptional capacity to store comprehensive world knowledge (Peters et al., 2018; Goldberg, 2019; Tenney et al., 2019; Petroni et al., 2019), engage in complex reasoning (Wei et al., 2022; Zhou et al., 2022), and function as versatile task solvers (Zhao et al., 2023; Ouyang et al., 2022; Kaplan et al., 2020). In light of this advancement and recognizing the challenge posed by incomplete item descriptions, our study introduces the LLM-REC framework. This approach is designed to enrich input text with the intrinsic capabilities of LLMs for personalized recommendations. By leveraging LLMs, which
have been fine-tuned on extensive language datasets (Ouyang et al., 2022; Touvron et al., 2023a), our goal is to unlock their potential in generating input text that is not only contextually aware but also of high quality (as exemplified in Figure 1), thereby elevating the overall recommendation quality. Through comprehensive empirical experiments, we evaluate the effectiveness of the LLM-REC framework. Figure 2 shows one of these results where LLM-REC enhances the performance of basic MLP (Multi-Layer Perceptron) models, enabling them to attain comparable or even superior recommendation results, surpassing more complex feature-based recommendation approaches. Our study provides insights into the impact of different prompting strategies on recommendation performance and sheds light on the potential of leveraging LLMs for personalized recommendation.

## 2 LLM-REC

Consider two tasks: (1) creating a paragraph that provides a general movie summary and (2) creating a paragraph that provides a movie summary but is specifically intended for generating recommendations. When composing a summary for recommendation purposes, it is customary to infuse it with specific emphases grounded in the author’s comprehension of the movie. This might involve accentuating the movie’s distinctive attributes that set it apart from other movies. For instance, one may opt to incorporate genre information as a crucial element for classifying the movie. However, the decision to leverage the concept of genre for enhancing the summary is predicated on the author’s understanding that the genre is a meaningful construct, effectively aligning the summary with the preferences and expectations of the intended audience. This paper aims to explore the potential of large language models when prompted to generate informative item descriptions and subsequently how to leverage this augmented text for enhancing personalized recommendations. Specifically, our study focuses on investigating four distinct prompting strategies, namely basic prompting, recommendation-driven prompting, engagement-guided prompting, and the combination of recommendation-driven and engagement-guided prompting.

**Basic Prompting.** The concept of basic prompting closely resembles the task of crafting a general movie summary. Within this scope, we consider three basic prompting variants and refer to them as $p_{\text{para}}$, $p_{\text{tag}}$, and $p_{\text{infer}}$, respectively in the following experiments. $p_{\text{para}}$ instructs LLMs to paraphrase the original content description, emphasizing the objective of maintaining the same information without introducing any additional details. Given the original content description, the prompt we use is “The description of an item is as follows ‘{description}’, paraphrase it.” $p_{\text{tag}}$ aims to guide LLMs to summarize the content description by using tags, striving to generate a more concise overview that captures key information. The corresponding prompt is “The description of an item is as follows ‘{description}’, summarize it with tags.” $p_{\text{infer}}$ instructs LLMs to deduce the characteristics of the original content description and provide a categorical response that operates at a broader, less detailed level of granularity. We use the following prompt in the experiments: “The description of an item is as follows ‘{description}’, what kind of emotions can it evoke?”

**Recommendation-driven Prompting.** This prompting strategy is to add a recommendation-driven instruction, into the basic prompting, resembling the task of creating a paragraph intended for making recommendations. We refer to the three recommendation-driven prompting as $p_{\text{rec\_para}}$, $p_{\text{rec\_tag}}$, and $p_{\text{rec\_infer}}$, respectively in the following experiments, aligning with their counterparts in the basic prompting strategy. $p_{\text{rec\_para}}$ represents the prompt: “The description of an item is as follows ‘{description}’, what else should I say if I want to recommend it to others?” The prompt for $p_{\text{rec\_tag}}$ is “The description of an item is as follows ‘{description}’, what tags should I use if I want to recommend it to others?” The prompt for $p_{\text{rec\_infer}}$ is “The description of an item is as follows ‘{description}’, recommend it to others with a focus on the emotions it can evoke.”

**Engagement-guided Prompting.** As previously elucidated, the deficiency in item descriptions can also emanate from a limited comprehension of the user cohort for whom the recommendations are being generated. Typically, item descriptions are initially formulated for broad, general purposes, devoid of specific targeting toward particular user groups. As a result, they often fall short in capturing the intricate nuances of items required for a more fine-grained alignment with individual user preferences. The goal of the engagement-guided prompting strategy is to leverage user behavior, specifically the interactions between users and items (i.e., user-item engagement) to devise prompts with the intention to steer LLMs towards a more precise comprehension of the attributes within the items, thus generating more insightful and contextually relevant descriptions that align
more closely with the preferences of intended users. We refer to this variant as $p_{\text{eng}}$. To create the engagement-guided prompt, we combine the description of the target item, denoted as $d_{\text{target}}$, with the descriptions of $T$ important neighbor items, represented as $d_1, d_2, \ldots, d_T$. The importance is measured based on user engagement. More details can be found in Appendix A.1.3. The exact prompt of this prompting strategy is “Summarize the commonalities among the following descriptions: ‘description’; ‘descriptions of other important neighbors’”

**Recommendation-driven + Engagement-guided Prompting.** This type of prompt intends to incorporate both the recommendation-driven and engagement-guided instructions, which we denote as $p_{\text{rec+eng}}$: “The description of an item is as follows: ‘description’. What else should I say if I want to recommend it to others? This content is considered to hold some similar attractive characteristics as the following descriptions: ‘descriptions of important neighbors’”

**How does LLM-REC affect personalized recommendation?** In our experiments, we discover that first and foremost, LLM-REC stands out as a versatile yet simple framework, largely unrestricted by the type of items. Our experimental results on two datasets including the items that are categorically structured and extensively studied to items that are relatively novel and unclassified such as user-generated content, consistently demonstrate the substantial improvement in personalized recommendations. More importantly, this method of input augmentation requires considerably less domain expertise compared to prior studies, making it much more accessible for implementation.

Second, although the efficacy of different LLM-REC prompting components may vary across datasets due to factors such as item characteristics and the quality of original item descriptions, we find that concatenating the text augmented by LLM-REC consistently leads to enhanced performance. Simple models, such as MLP, can achieve performance on par with, or even better than, more advanced and complex models. This finding underscores the potential of simplified training to address challenges due to more complex models. In addition, it outperforms other knowledge-based text augmentation methods in the domains that are either well classified or more novel and dynamic.

Third, LLM-REC contributes to increased recommendation transparency and explainability. The ability to directly investigate the augmented text not only enhances our understanding of the recommendation models but also offers insights into the characteristics of the items. It is invaluable for both users and system designers seeking to comprehend the rationale behind recommendations.

3 **Experiments**

3.1 **Experiment Setup**

Figure 3 shows our architecture. We evaluate the influence of LLM-REC prompting on input augmentation by comparing the recommendation module that integrates the augmented text as input with the same model that only relies on the original content descriptions. Additional details including model training, hyper-parameter settings and implementation details are shown in Appendix A.1.

**Datasets.** Two recommendation benchmarks are used: (1) MovieLens-1M (Harper & Konstan 2015) for movie recommendation, and (2) Recipe (Majumder et al, 2019) for recipe recommendation. The selection of these benchmarks is mainly motivated by two factors. First, Recipes (Majumder et al., 2019) represent user-generated content from social media platforms, resulting in a notably more diverse and less categorically structured item pool compared to movies. Second, while movie descriptions predominantly consist of narrative summaries, recipe descriptions are instructional in nature. The evaluation of LLM-REC on these diverse datasets enables us to gain a comprehensive under-
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Evaluation Protocols. We adopt the evaluation methodology of Wei et al. (2019). We randomly divide the dataset into training, validation, and test sets using an 8:1:1 ratio. Negative training samples are created by pairing users and items without any recorded interactions (note that these are pseudo-negative samples). For the validation and test sets, we pair each observed user-item interaction with 1,000 items that the user has not previously interacted with. It is important to note that there is no overlap between the negative samples in the training set and the unobserved user-item pairs in the validation and test sets. This ensures the independence of the evaluation data. We use metrics such as Precision@K, Recall@K and NDCG@K to evaluate the performance of top-K recommendations, where $K = 10$. We report the average scores across five different splits of the testing sets. The recommendation module is the combination of an MLP model and a dot product.

4 Results

Incorporating text augmentation through large language models prompted by LLM-REC consistently boosts recommendation performance. We compare the recommendation performance of the models using the concatenated embeddings of content descriptions and prompt responses as their input against models relying solely on content description embeddings. The results, presented in Table 1, reveal a noteworthy and consistent enhancement in recommendation performance across various prompting strategies within two benchmark datasets. For instance, LLM-REC prompting yields relative gains in NDCG@10 ranging from 2.20% to 4.45% in Movielens-1M and from 2.24% to 11.72% in Recipe. These substantial improvements underscore the effectiveness of LLM-REC in guiding large language models to augment item descriptions.


<table>
<thead>
<tr>
<th>Content Description</th>
<th>Movielens-1M</th>
<th>Recipe</th>
<th>Movielens-1M</th>
<th>Recipe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>0.2922 ± 0.0019</td>
<td>0.2455 ± 0.0001</td>
<td>0.3640 ± 0.0009</td>
<td>0.0325 ± 0.0021</td>
</tr>
<tr>
<td>Rec</td>
<td>0.3005 ± 0.0018</td>
<td>0.2570 ± 0.0003</td>
<td>0.3754 ± 0.0003</td>
<td>0.0353 ± 0.0024</td>
</tr>
<tr>
<td>Eng</td>
<td>0.2981 ± 0.0019</td>
<td>0.2546 ± 0.0003</td>
<td>0.3736 ± 0.0003</td>
<td>0.0344 ± 0.0029</td>
</tr>
<tr>
<td>Rec+Eng</td>
<td>0.2977 ± 0.0010</td>
<td>0.2525 ± 0.0011</td>
<td>0.3720 ± 0.0002</td>
<td>0.0334 ± 0.0025</td>
</tr>
</tbody>
</table>

For the validation and test sets, we pair each observed user-item interaction with 1,000 items that the user has not previously interacted with. It is important to note that there is no overlap between the negative samples in the training set and the unobserved user-item pairs in the validation and test sets. This ensures the independence of the evaluation data. We use metrics such as Precision@K, Recall@K and NDCG@K to evaluate the performance of top-K recommendations, where $K = 10$. We report the average scores across five different splits of the testing sets. The recommendation module is the combination of an MLP model and a dot product.

Incorporating text augmentation through large language models prompted by LLM-REC consistently boosts recommendation performance. We compare the recommendation performance of the models using the concatenated embeddings of content descriptions and prompt responses as their input against models relying solely on content description embeddings. The results, presented in Table 1, reveal a noteworthy and consistent enhancement in recommendation performance across various prompting strategies within two benchmark datasets. For instance, LLM-REC prompting yields relative gains in NDCG@10 ranging from 2.20% to 4.45% in Movielens-1M and from 2.24% to 11.72% in Recipe. These substantial improvements underscore the effectiveness of LLM-REC in guiding large language models to augment item descriptions.

LLM-REC empowers simple MLP models to achieve comparable or even superior recommendation performance, surpassing other more complex feature-based recommendation methods. Table 2 shows the average recommendation performance between LLM-REC and baseline approaches across five different splits. The rows of LLM-REC indicate the results of the MLP models that take the concatenation of all augmented text and original content descriptions as input. Except for Item Popularity, other baselines take the original content descriptions as their input. We have selected five baseline recommendation models for comparison. The first baseline relies solely on item popularity and does not involve any learning process; we refer to it as Item Popularity. The second baseline combines an MLP with a dot product, and for simplicity, we refer to it as MLP. Furthermore, we choose three more advanced, feature-based recommendation models. AutoInt (Song et al., 2019) and AutoInt++ (Li et al., 2020) are two variants of a feature-based recommendation model that uses autoencoders to learn feature representations. HAT (Liu et al., 2019) is a hybrid recommendation model that combines matrix factorization with deep neural networks.

Table 1: Average recommendation performance among different prompting strategies across five different splits. The best performance among the three Basic Prompting and three Recommendation-driven Prompting strategies is reported. The overall best results are highlighted in bold. (Rec: Recommendation-driven; Eng: Engagement-guided; See Appendix A.2.2 for complete results)
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Table 2: Average recommendation performance between LLM-REC and baseline approaches across five different splits. The best results are highlighted in bold, the second-best results are underlined, and relative gains compared to the MLP baseline are indicated in green.

<table>
<thead>
<tr>
<th>Item Popularity</th>
<th>Movielens-1M Accuracy</th>
<th>Recipe Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision@10</td>
<td>Recall@10</td>
</tr>
<tr>
<td>MLP</td>
<td>0.0426</td>
<td>0.0555</td>
</tr>
<tr>
<td>AutoInt (Song et al., 2019)</td>
<td>0.2922</td>
<td>0.0019</td>
</tr>
<tr>
<td>DCN (Wang et al., 2021)</td>
<td>0.2149</td>
<td>0.0078</td>
</tr>
<tr>
<td>EDCN (Chen et al., 2021)</td>
<td>0.2935</td>
<td>0.0036</td>
</tr>
<tr>
<td>KAR (Xie et al., 2023)</td>
<td>0.3056</td>
<td>0.0026</td>
</tr>
<tr>
<td>LLM-REC</td>
<td>0.3102</td>
<td>0.0044</td>
</tr>
<tr>
<td>GPT-3</td>
<td>0.3150</td>
<td>0.0023</td>
</tr>
<tr>
<td><strong>- augmented with ground truth</strong></td>
<td><strong>0.3075</strong></td>
<td><strong>0.0015</strong></td>
</tr>
</tbody>
</table>

AutoInt is a multi-head self-attentive neural network with residual connections designed to explicitly model feature interactions within a low-dimensional space. DCN-V2 (Wang et al., 2021) represents an enhanced version of DCN (Wang et al., 2017) and incorporates feature crossing at each layer. Lastly, EDCN (Chen et al., 2021) introduces a bridge module and a regulation module to collaboratively capture layer-wise interactive signals and learn discriminative feature distributions for each hidden layer in parallel networks, such as DCN.

**LLM-REC augmentation outperforms other text augmented methods for recommendation.**

We compare LLM-REC with one of the most recent advancements in the field of using LLMs to augment item information, specifically Knowledge Augmented Recommendation (KAR) as proposed by Xi et al. (2023). KAR introduces a fusion of domain knowledge and prompt engineering to generate factual knowledge pertaining to the items (for detailed implementation information, see Appendix A1.7). In contrast to KAR’s approach, LLM-REC places a particular emphasis on the innate common-sense reasoning capabilities of large language models and notably does not mandate domain expertise. Since the augmented information may not necessarily be correct, we further implement a variant with ground truth knowledge. It aligns with strategies akin to those introduced by Di Noia et al. (2012), who harnessed external databases to enhance item information. In a manner consistent with this approach, we incorporate genre information into the item descriptions. It is noteworthy that genre constitutes one of the metadata components in the Movielens-1M dataset. Such categorical characteristics are absent in the Recipe dataset. As a result, we exclusively apply this variant to the Movielens-1M dataset. As shown in Table 2, the incorporation of knowledge-based text augmentation offers significant improvements in recommendation performance for well-classified items, such as movies. However, it becomes evident that this approach faces limitations when applied to items, like user-generated content, that are inherently more novel and dynamic in nature. LLM-REC outperforms them as it emphasizes more on the reasoning ability of LLMs instead of solely considering them as external knowledge sources. More importantly, LLM-REC does not require domain knowledge throughout the entire process.

**What extra information does recommendation-driven strategy prompt LLMs to augment?**

We conduct a case study comparing \( P_{\text{para}} \) with \( P_{\text{prec}} \). More specifically, we focus on the items that the recommendation is correct based on the response of \( P_{\text{prec}} \), while incorrect based on the response of \( P_{\text{para}} \). The item descriptions and the corresponding generated responses of the top three such items are shown in Figure 4. Example responses of \( P_{\text{tag}} \), \( P_{\text{tag, prec}} \), and \( P_{\text{infer}} \) can be found in Appendix A2. We find that the most distinctive words in the response of \( P_{\text{prec}} \) are the words that are related to user preferences. These words include the words that can express users’ preferences about items, such as exciting, thought-provoking, delicious, and so on. We also discover words that are related to the pre-defined concepts of user preferences such as genres (e.g., classic, action, easy-to-make). We hypothesize that the extra words generated with the recommendation-driven prompting strategy improve recommendation performance.

To validate this hypothesis, we design two variants of the response, namely \( P_{\text{mask}} \) and \( P_{\text{keyword}} \). To construct \( P_{\text{mask}} \), we mask the words that appear in the response of \( P_{\text{prec}} \), but are absent in the response of \( P_{\text{para}} \). To construct \( P_{\text{keyword}} \), we append the words that (1) appear in the response of \( P_{\text{prec}} \) and (2) are pre-defined user-preference-related words such as genres to the end of the response of \( P_{\text{para}} \) (see Appendix A1.8 for how we construct these related words). These two variants
of the responses are then fed into MLP models to form baselines. Figure 3 shows the recommendation performances. Comparing the performance of $\mathbf{prec}_{para}$ and $\mathbf{mask}_{para}$, we observe a discernible decline in recommendation performance when words unique to the response of $\mathbf{prec}_{para}$ are selectively masked. This outcome highlights the pivotal role played by the supplementary insights introduced through the augmented text. Furthermore, our investigation reveals that the incorporation of vital keywords, as opposed to the inclusion of all response words, can yield even superior recommendation performance. This phenomenon may be attributed to potential discrepancies or extraneous elements within the response of $\mathbf{prec}_{para}$.

Table 3: Average NDCG@10 across five splits.

<table>
<thead>
<tr>
<th>Description</th>
<th>Movielens-1M</th>
<th>Recipe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recipe</td>
<td>P$_{para}$</td>
<td>0.3746</td>
</tr>
<tr>
<td></td>
<td>$\delta$P$_{para}$</td>
<td>(-0.21%)</td>
</tr>
<tr>
<td></td>
<td>P$<em>{mask}</em>{para}$</td>
<td>0.3777</td>
</tr>
<tr>
<td></td>
<td>$\delta$P$<em>{mask}</em>{para}$</td>
<td>(-0.21%)</td>
</tr>
</tbody>
</table>

What extra information does engagement-guided strategy prompt LLMs to augment? Consistent with our previous experiments, we curate exemplary responses obtained from $\mathbf{p}eng$ for closer examination (Figure 5). Our analysis reveals a distinct pattern compared to what we have observed with recommendation-driven prompting. There are primarily two scenarios to consider. First, if the descriptions of the important neighbor items and the target items exhibit high similarity, the impact of $\mathbf{p}eng$ resembles that of $\mathbf{P}_{para}$, as exemplified in the second Recipe example in Figure 5. Second, $\mathbf{p}eng$ guides LLMs to generate additional information, which may be derived from the descriptions of the important neighbor items. Consequently, how the engagement-guided strategy influences LLMs’ text generation—whether it aligns with one of the behaviors we have described, both of them, or even other unexplored patterns—largely depends on the composition of the important neighbor items. This composition, in turn, is contingent on the neighbor sampling method which is out of the scope of our study. We leave a more in-depth exploration of this topic to future research endeavors.

Interestingly, the recommendation-driven + engagement-guided prompting strategy is able to generate text that shares similar characteristics with both sub-strategies. How they quantitatively form the final generation remains an open question. Examples can be found in Appendix A.2.3.

How does concatenating the augmented responses affect recommendation? In Table 2, we show that the MLP model, which combines all augmented text with the original description embeddings, outperforms more advanced models that rely solely on the original description embeddings as input. Now we take a deeper look at the quality of the combined augmented text. We employ the same recommendation module (i.e., an MLP with a dot product) and evaluate the recommendation performance of various concatenation combinations. The results are illustrated in Figure 4. In Figure 4, the
Figure 5: Example responses generated by GPT-3. The additional information augmented via the engagement-guided prompting is colored green. We choose the example responses generated by GPT-3 for illustration. Examples generated by LLLAMA-2 can be found in Appendix A.2.3.

The model denoted as Basic uses the embeddings of text augmented through \( P_{\text{para}} \). Concat-Basic represents the model that concatenates the embeddings of the input text augmented by all Basic Prompting variants. Additionally, Concat-Rec is the model that employs the concatenation of the embeddings of input text augmented by all Recommendation-driven Prompting variants. Lastly, Concat-All stands for the model that combines the embeddings of input text augmented by all four prompting strategies. Our findings reveal that concatenating more information consistently enhances recommendation performance. This emphasizes the added value of incorporating augmented text as opposed to relying solely on the original content description. Additional experiments on other ways of concatenating the augmented text can be found in Appendix A.2.4.

5 DISCUSSIONS

In this study, we have investigated the effectiveness of LLM-REC as a simple yet impactful mechanism for improving recommendation through large language models. Our findings reveal several key insights. First, we demonstrate that by combining augmented text with the original description, we observe a significant enhancement in recommendation performance. It also empowers simple models such as MLPs to achieve comparable or even superior recommendation performance than other more complex feature-based methods. Compared with other knowledge-based text augmentation methods, LLM-REC demonstrates superior generalizability. This exceptional performance holds true whether the items under consideration are well-classified or belong to the category of more novel and less-studied items. What distinguishes LLM-REC further is its capacity to operate without the need for domain-specific knowledge throughout the entire process. The emphasis on common-sense reasoning and its domain-agnostic nature makes LLM-REC a versatile and effective choice for recommendation tasks across a broad spectrum of item categories. Furthermore, our experimental results on recommendation-driven and engagement-guided prompting strategies illustrate their ability to encourage the large language model to generate high-quality input text specifically tailored for recommendation purposes. These prompting strategies effectively leverage recommendation goals and user engagement signals to guide the model towards producing more desirable recommendations.
6 RELATED WORK

Augmentation for Text-based Recommendation. Text-based recommendation systems leverage natural language processing and machine learning techniques to provide personalized recommendations to users based on textual information (Lops et al., 2019; Qiang et al., 2020). However, the performance of such systems can be compromised when dealing with incomplete or insufficient textual information. To address this limitation, several studies have suggested strategies for enhancing textual information. For instance, Li et al. (2010) proposed to extract contextual cues from online reviews, leveraging these narratives to uncover users’ preferences and underlying factors influencing their choices (Sachdeva & McAuley, 2020). Other approaches infer linguistic attributes from diverse sources, including emotion, sentiment, and topic, to refine the modeling of both items and users (Sun et al., 2015; Sailunaz & Alhajj, 2019; Ramage et al., 2010; Chen et al., 2010). Furthermore, some works explore the integration of external knowledge bases to enrich the contextual understanding of items (Di Noia et al., 2012; Musto et al., 2018). In a more recent development, Bai et al. (2022) introduced an approach that employs pre-trained language models to generate additional product attributes, such as product names, to augment item contextual information. Diverging from these prior approaches, our contribution is the LLM-REC framework, which employs large language models to enhance input text, providing a versatile solution for personalized recommendations.

LLM for Recommendation. The use of large language models in recommender systems has garnered significant attention in recent research. Many studies have explored the direct use of LLMs as recommender models. The underlying principle of these approaches involves constructing prompts that encompass the recommendation task, user profiles, item attributes, and user-item interactions. These task-specific prompts are then presented as input to the LLMs, which is instructed to predict the likelihood of interaction between a given user and item (Dai et al., 2023b; Gao et al., 2023; Geng et al., 2022; Li et al., 2023; Liu et al., 2023b; Zhang et al., 2023). For instance, Wang & Lim (2023) designed a three-step prompting strategy to directly guide LLMs to capture users’ preferences, select representative previously interacted items, and recommend a ranked list of 10 items. While these works demonstrate the potential of LLMs as powerful recommender models, the focus primarily revolves around utilizing the LLMs directly for recommendation purposes. However, in this study, we approach the problem from a different perspective. Rather than using LLMs as recommender models, this study explores diverse prompting strategies to augment input text with LLMs for personalized content recommendation.

LLM Augmentation for Recommendation. Due to LLMs’ remarkable text generation ability, many studies have leveraged LLMs as a data augmentation tool (Dai et al., 2023a; Li et al., 2022; Liu et al., 2023a) used an LLM to produce multimodal language-image instruction-following datasets. Through a process of instruction tuning using this generated data, their proposed framework demonstrated an impressive aptitude in advancing vision and language comprehension. There have also been efforts to use LLMs to augment the input side of personalized recommendation. For instance, Chen (2023) incorporated user history behaviors, such as clicks, purchases, and ratings, into LLMs to generate user profiles. These profiles were then combined with the history interaction sequence and candidate items to construct the final recommendation prompt. LLMs were subsequently employed to predict the likelihood of user-item interaction based on this prompt. Xi et al. (2023) introduced a method that leverages the reasoning knowledge of LLMs regarding user preferences and the factual knowledge of LLMs about items. However, our study focuses specifically on using LLMs’ knowledge and reasoning ability to generate augmented input text that better captures the characteristics and nuances of items, leading to improved personalized recommendations.

7 CONCLUSIONS

We introduced LLM-REC, which enhances personalized recommendation via prompting large language models. We observed from extensive experiments that combining augmented input text and original content descriptions yields notable improvements in recommendation quality. These findings show the potential of using LLMs and strategic prompting techniques to enhance the accuracy and relevance of personalized recommendation with an easier training process. By incorporating additional context through augmented text, we enable the recommendation algorithms to capture more nuanced information and generate recommendations that better align with user preferences.
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