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ABSTRACT

Large language models (LLMs) are increasingly being applied to high-stakes do-
mains with high consequences for errors such as healthcare, drug discovery, law,
and finance. However, they are often unstable and highly sensitive to prompt de-
sign, which can introduce contextual bias into their predictions. To mitigate this
bias, various calibration methods have been developed to prevent overconfident
and incorrect predictions. Existing techniques are either confidence-based, relying
on heuristics to quantify bias, or likelihood-based, which is theoretically grounded
but introduces unnecessary computational overhead. In this work, we introduce
QuadcCal, a novel supervised likelihood-based calibration method that is up to
40% faster and outperforms the existing likelihood-based approach. Specifically,
QuadCal leverages Quadratic Discriminant Analysis (QDA), a supervised algo-
rithm that directly models class-conditioned distributions, making it more effi-
cient. We evaluated calibration methods on GPT-2 models and the more recent
Llama and Gemma’s instruction-tuned (IT) models, which are harder to calibrate.
Empirically, we show that on average over seven different natural language clas-
sification datasets, QuadCal outperforms existing methods on GPT-2 models and
is competitive with earlier methods on IT models.

1 INTRODUCTION

Large language models (LLMs) have demonstrated remarkable performance across a wide range of
classification tasks and domains. They are increasingly being adopted for many critical domains
such as healthcare, drug discovery, law, and finance (Naveed et al., 2023). The consequences of
wrong predictions in such high-stakes domains are very high, ranging from severe financial losses
and wrong judgements to clinical misdiagnoses. Therefore, it is essential to ensure the reliability
and trustworthiness of the LLM that are used in these domains.

A major breakthrough in improving the adaptability of LLMs has come from the observation of a
specific ability of LLMs known as in-context learning (ICL) (Brown et al., [2020). ICL enables
LLMs to perform new tasks by conditioning the pre-trained LLM on a text input containing a few
examples or instructions for the new task and then generating the next tokens as prediction. Notably,
ICL does not require parameter updates and learns only via the input prompts. This makes ICL a
great choice for adaptation to new domains where fine-tuning is expensive.

However, LLMs are often observed to be poorly calibrated (Chen et al., [2022), making them un-
reliable in automated systems or use in critical domains. A poorly calibrated model will provide
overconfident or underconfident predictions which will result in serious consequences in such do-
mains. Overconfidence is particularly severe in LLMs, and it has been observed that they tend to
‘hallucinate’ (Huang et al.}[2025)), that is, they provide highly confident but factually wrong answers.
This misleads the user and makes it difficult to rely on the model’s output. Similarly, underconfi-
dence can also be equally misleading and reduces the reliability of the downstream decision making
systems. For example, a poorly calibrated model might predict a chemical compound to be non-
toxic with a 90% confidence score. Ideally, 90% of such predictions would be safe, but in reality,
only 50% may turn out to be safe and the rest toxic. Conversely, underconfident scores will result in
discarding potential non-toxic compounds for further testing. Such miscalibrated predictions might
result in using those harmful compounds for further testing costing money and risking human life.
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Furthermore, in ICL, the predictions are made solely based on the prompt input, which we denote
as the context C. The model estimates the conditional probability P(y|C), where y is the predicted
output. This makes ICL vulnerable to contextual bias, where the format or examples of a prompt
and its ordering could cause instability due to variance in prediction (Zhao et al.l [2021). Recently,
OptiSeq (Bhope et al.| 2025) was proposed as a method for selecting the optimal ordering of exam-
ples for ICL. However, it requires us to evaluate all permutations of the ordering of the examples,
which can be computationally expensive and difficult to apply for large example sets. ICL is also
sensitive to prompt formatting, despite the prompts having the same intended meaning (He et al.,
2024). Subtle changes in the prompt, such as adding a white space or punctuation, can also cause
instability (Seleznyov et al.| 2025)).

To mitigate these challenges, various calibration techniques have been developed specifically for
ICL to handle contextual bias. The calibration methods for ICL broadly fall into two categories:
confidence-based calibration and likelihood-based calibration. The confidence-based calibration
methods estimate the model’s bias and rescale the confidence scores so that they better align with
the true probabilities. These methods are usually simple and easy to implement but are based on
heuristics to compute contextual bias. The likelihood-based calibration methods take a probabilistic
Bayesian approach by explicitly modeling the class-conditioned distributions of the model’s out-
puts. The Bayes’ theorem plays a fundamental role in probability theory (Bishop & Nasrabadil
2006). In general, Bayesian approaches are preferred because they provide a principled framework
that takes prior knowledge into consideration and updates the posterior distribution accordingly. The
likelihood-based calibration methods focus on improving prediction accuracy by modeling the un-
derlying class distributions. Although these calibration methods can be computationally intensive
than confidence-based methods, their Bayesian approach makes them more reliable and theoretically
grounded.

We introduce QuadCal, a new calibration method which falls into the second category where we
model the class-conditioned distribution directly to improve the accuracy and, in turn the robust-
ness of the predictions. QuadCal takes a Gaussian approach for calibration, where we estimate the
probability density of the model’s outputs for each class and use it to make class predictions. This
improves reliability for high-stakes applications without altering the underlying confidence scores.
In addition, we also systematically evaluate existing calibration methods for ICL on various pre-
trained LLMs.

The main contributions of this paper are as follows:

* We propose QuadCal — a supervised alternative to the existing likelihood-based approach
for ICL calibration.

* We provide a systematic evaluation of existing calibration methods for ICL on recent
LLMs across diverse natural language tasks.

» Experiments show that QuadCal consistently matches or outperforms existing state-of-
the-art (SOTA) calibration methods for ICL.

* QuadCal is consistently faster than the existing likelihood-based approach across models,
shot settings, and datasets.

2 RELATED WORK

One of the earliest influential works on calibration for neural networks was by |Guo et al.| (2017),
who observed that although deep neural networks significantly improved performance compared
to shallow networks, they are often poorly calibrated. To address this, they introduced temperature
scaling, which is a widely used post-processing calibration method. They also provided an overview
of several calibration assessment metrics, including the reliability diagram, expected calibration
error (ECE), maximum calibration error (MCE), and negative log likelihood (NLL).

As pre-trained LLMs and ICL became more prevalent, new challenges emerged. One such challenge
is contextual bias, where model predictions can be heavily influenced by the prompt design. This
necessitated the development of calibration methods specifically for ICL. In general, model calibra-
tion can be performed either during training or post training of a model. With the introduction of
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many pre-trained LLMs and their ability to perform new tasks without any gradient updates through
ICL, post-training methods become the natural choice.

One of the first calibration methods focused on ICL was introduced by |Zhao et al.| (2021) called as
contextual calibration (CC). It uses content-free test inputs such as “N/A” to estimate the model’s
inherent bias toward or against each of the classes, which could then be used to rescale the confidence
scores for real inputs. Following this, [Fei et al.| (2023)) proposed domain calibration (DC) which uses
random in-domain words instead of content-free test inputs to handle domain-label bias. Here, the
domain-label bias is defined as the distance between the model’s prior predictions with random
English words and predictions with random in-domain words. The confidence scores for real inputs
are then rescaled as in CC. More recently, |Zhou et al.|(2023)) have proposed batch calibration (BC)
to address contextual bias by using the input examples (batch) itself instead of content-free tokens
or in-domain words. Here, bias is calculated by taking a mean of the predicted probabilities for each
of the classes in that batch followed by rescaling the confidence scores for real inputs. All these
methods fall into the first category of calibration methods for ICL, where we estimate the bias and
rescale the confidence scores to better align with true probabilities.

A more theoretically grounded approach for calibration was proposed by Han et al.| (2022) with the
introduction of prototypical calibration (ProCa) which estimates prototypical clusters for each of
the labels. When a new input is provided, the calibration is done by estimating the likelihood of
it belonging to each of the prototypical clusters. ProCa falls in the second category of calibration
methods for ICL where the likelihood is estimate and the decision boundary is shifted to improve
prediction accuracy. Although CC, BC and DC are easy to implement and effective, Bayesian ap-
proaches are more theoretically sound since it explicitly estimates the class-conditional probabilities
and calibrates the output based on likelihood.

3 QUADCAL: BAYESIAN CALIBRATION WITH QDA

3.1 BACKGROUND

Motivated by the insights discussed above, we introduce QuadCal - a Gaussian approach to calibra-
tion that is faster and more efficient than the existing Gaussian-based calibration method, ProCa. In
ProCa, prototypical clusters are built in a two-step process:

* A Gaussian Mixture Model (GMM) is first trained on a small random subset of samples to
build n clusters, where n is the number of classes.

* Once the clusters are built, they are mapped to the n classes using Munkres (Hungarian)
algorithm (Kuhnl [1955).

One of the shortcomings of ProCa is that it relies on GMM — an unsupervised clustering algorithm
that requires the computationally expensive Munkres algorithm to map the n clusters to n labels.
This step is avoidable in a supervised setting, where the ground-truth labels are readily available.
Although the Munkres algorithm is optimal, it is computationally expensive for multiclass settings
with a complexity of O(n?), where n is the number of classes. Moreover, GMM inherently uses the
iterative Expectation-Maximization (EM) algorithm (Dempster et al.,|1977) to estimate the parame-
ters of the Gaussian components, further adding to the computational overhead.

To address these limitations, we propose QuadCal, a supervised Bayesian approach to calibra-
tion that directly models the class-conditioned distribution of the data, thus avoiding both the iter-
ative GMM procedure and the post-hoc cluster-to-label mapping required in ProCa. QuadCal uses
Quadratic Discriminant Analysis (QDA) (Hastie et al.l 2009), a supervised classification method
that models each class as a multivariate Gaussian distribution with its own mean and covariance.
Figure [I]illustrates how QDA models two classes with distinct means and covariances, separated by
a quadratic decision boundary.

Unlike Linear Discriminant Analysis (LDA), which assumes equal covariance across all classes,
making it suitable only for homoscedastic data, QDA makes a more relaxed assumption. QDA
allows each class to have its own covariance, making it well-suited for heterogeneous, real-world
datasets. Each class is modeled as a multivariate Gaussian with its own mean p; and covariance X,
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where X € R? and d is the number of features of X. Once ji;, and ¥, are estimated, the quadratic
discriminant function is given as:
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where 7, is the prior probability of class k, and the classification is then given by:
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k

QDA Decision Boundary

From a theoretical perspective, GMM could
model more complex and multi-modal class dis-
tributions because it assumes that each class may
consist of a mixture of multiple Gaussians, poten-
tially making it more effective than QDA, which
assumes a single Gaussian per class. However,
ProCa enforces a restriction of exactly n clusters,
where n is the number of classes, reducing the in-
herent flexibility of GMM. By using QDA, which
: 3 estimates the Gaussian parameters directly, Quad-
Cal avoids the computational overhead in ProCa

. . L while being functionally similar.
Figure 1: Illustration of class distributions mod-

eled by QDA. Each class is a Gaussian with its
own mean and covariance.
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1
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3.2 METHOD

To train the QDA model for QuadCal, we first construct an estimate set via stratified sampling of
the training set of the target task for ICL, so that each class is well-represented. More details on
the construction of the estimate set are provided in Section[d] The estimate set is then provided as
input to a pre-trained LLM to obtain the probability outputs for each class label. We then apply a log
transformation to these probabilities for numerical stability and to satisfy the Gaussian assumptions,
following the approach used in ProCa. We then model the class-conditioned distribution P(X |y =
k), where X € R" is the log probability vector over n classes, and k € {1,...,n} represents
the classes. For each class, the mean pj and covariance Y;, is estimated directly from the log-
probabilities and the class prior is computed from the estimate set. Finally, for classification, each
sample is assigned to the class with the highest discriminant score computed using the QDA model.

4 EXPERIMENTAL SETUP

General setup:

We largely follow the experimental setup of ProCa for a fair comparison. We evaluate QuadCal
across a diverse set of natural language tasks such as sentiment, topic and entailment classification.
The datasets considered are SST-2 (2 classes) (Socher et al., [2013)), SST-5 (5 classes) (Socher et al.}
2013), MR (2 classes) (Pang & Leel 2005), all of which are sentiment classification tasks; Subj (2
classes) (Pang & Leel [2004), a subjectivity classification task; AGNews (4 classes) (Zhang et al.,
2015)) which is a news topic classification task; RTE (2 classes) (Dagan et al.| 2005)), a textual en-
tailment task; and TREC (6 classes) (Voorhees & Ticel 2000) which is a question classification task.
The Amazon Polarity dataset (Zhang et al., 2015) was excluded due to computational constraints.
We use the same prompt formats as in the original setup.

We included GPT-2-Large (0.8B) (Radford et al.,2019) and GPT-2-XL (1.5B) (Radford et al.,[2019)
from OpenAl to allow fair comparison with ProCa. It has been observed that instruction-tuned mod-
els are particularly difficult to calibrate (Zhu et al.| | 2023)) and hence we chose two recent instruction-
tuned models from both the Google (Team et al., 2025) and Meta (Grattafiori et al., 2024) families.
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Among them, we picked those with comparable sizes to GPT-2 models to allow for fair comparison:
Llama-3.2-IT (1B), Llama-3.2-IT (3B), Gemma-3-IT (1B) and Gemma-3-IT (4B).

We evaluated all models under 0-shot, 1-shot, 4-shot and 8-shot ICL settings. We compare QuadCal
with three other calibration methods discussed in Section@]— CC, BC and ProCa. Each experiment
was repeated with five random seeds and the model performance was measured using classification
accuracy. For all the datasets, the full test set was used for evaluation, except for AGNews, for which
we randomly sampled 2000 examples.

Estimate set construction:

For both ProCa and QuadCal, we use stratified sampling instead of random sampling as used in
ProCa. ProCa’s GMM-based approach always generates n clusters even with the estimate set having
only representation from n — 1 classes. This is problematic since it completely and silently misses
the underrepresented class, leading to incorrect cluster-to-class mapping during the Munkres step.
This is particularly an issue for smaller datasets like RTE and TREC and reduces the quality of
calibration. By using stratified sampling, every class is well represented, leading to more reliable
prototypical clusters in ProCa and better class-conditioned distributions in QuadCal. The estimate
set size is fixed as 100.

Runtime analysis:

To empirically evaluate the computational efficiency of QuadCal relative to ProCa, we designed
a small experimental setup comparing the two methods across three datasets- SST-2 (2 classes),
AGNews (4 classes), and TREC (6 classes) under 0-shot, 4-shot and 8-shot settings. This allows us
to assess run time across varying numbers of classes and ICL shots. We chose to evaluate the larger
models within each family for this analysis, and all the experiments were run with three random
seeds.

For both methods, we report the end-to-end run time, including both the time required to train the
GMM + Munkres (for ProCa) or QDA (for QuadCal) models and their inference time taken for
calibration. It is to be noted that training GMM + Munkres or QDA models is a one-time cost, and
if pre-trained models are available, the run time required for future evaluations would be further
reduced. Moreover, when the output probabilities for the estimate set is already computed, both the
training and inference for ProCa or QuadCal can be executed entirely on CPU. Nevertheless, we
make a relative comparison here under identical experimental conditions.

All experiments for this analysis were run on a single node of a cluster using HTCondor. To ensure
that no other jobs influenced the run time, we exclusively requested for all GPUs of the node, along
with 5 CPU cores and 20 GB of system memory per job. The node is equipped with 4x A100 (40GB)
and 512 GB of RAM.

Significance testing:

We performed significance testing to determine when QuadCal or ProCa is truly better than the other
and not due to random chance. For each combination of model, shot, and dataset, we performed
statistical tests on the accuracies obtained across five random seeds. We used a paired t-test to assess
whether the mean difference in accuracy was significant for the two methods. Additionally, even
if the mean difference is small, to check if a method is consistently better than the other, we did a
binomial test. To consider both the magnitude and the direction of differences, for our analysis, we
considered a result to be significant if it was significant in either the paired t-test or the binomial
test. When the results are significant, it indicates either a higher mean accuracy or it consistently
performs better than the other across the different runs. The null hypothesis for both tests is that
there is no difference between the two methods and the significance was determined at o = 0.05.

5 RESULTS

5.1 OVERALL PERFORMANCE

An overview of the average performance (macro-average accuracy) of the calibration methods across
the considered pre-trained LLMs and various ICL shot settings is provided in Table|l| On average,
QuadCal consistently matches or outperforms the other calibration methods, showing its effective-
ness in improving test accuracy. In particular, QuadCal achieves the highest average accuracy
for all shot settings for the GPT-2 models and for Gemma-3-1B-IT. Across all models, CC gen-
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Table 1: Macro-average accuracy (%) of ICL (
ProCa, QuadCal) across different pre-trained LL

uncalibrated) and calibration methods (CC, BC,
Ms and ICL shot settings. First best results are

in bold and second best are underlined. The full dataset-specific accuracies used to compute the
macro-average, as well as macro-median accuracy (%), are reported in Appendix [Al

Macro-average accuracy (%)

Model Shots ICL CcC BC ProCa QuadCal
0 5025 5681 6322 6055  63.70
| 4319 57.25 60.82 57.00  62.26

GPT-2Large 08B) 4 4600 5580 6431 5958  66.26
8 5083 59.10 G67.57 6430 6845
0 4621 5612 6254 GLIZ  64.04
| 4495 56.65 63.12 6236  64.59

GPT-2 XL (1.5B) 4 4631 5754 6483 6255  65.19
8 4909 5715 6648 6326  66.88
0 50.18 6087 6734 6402 6651
1 6488 6434 7111  69.02  70.94

Llama-3.2-1B-IT 4 6368 6758 7159 7148 7Ll
8 6697 67.93 72.08 6881  72.99
0 65.60 6753 6994 6783  70.58
| 7522 75.65 7137 TAAT 7685

Llama-3.2-3B-IT 4 7419 76.69 7933 T77.66  78.93
8 7411 7744 8006 TS.61  79.78
0 6377 6240 6817 6495  68.55
| 6731 68.92 6954 68.94  71.88

Gemma-3-1B-IT 4 6587 69.07 68.67 6927  72.95
8 6684 7020 7040 7319  75.09
0 7097 6954 7LI5 7043  7L04
| 7526 77.21 7676 7126 77.13

Gemma-3-4B-IT 4 7669 7945 78.08 78.89  79.99
8 7361 8L16 8015 8074  S8L10

erally underperforms compared to the other calibration methods. BC is the closest competitor to
QuadCal, making it the strongest alternative to QuadCal. Overall, these results suggest that BC is
the preferred choice under confidence-based calibration methods and QuadCal is the best candidate

amongst likelihood-based calibration methods by
models and shot settings.

5.2 EFFECT OF MODEL SI1ZE

To assess the effect of model size on calibra-
tion, we consider the difference between the best
performing calibration method (highlighted in
bold) and the uncalibrated methods in Table
We observe that as the model size increases,
the calibration improvement decreases for
instruction-tuned (IT) models. For instance,
the average performance gain after calibration
using the best calibration method for the smaller
IT models - Llama-3.2-1B-IT and Gemma-3-1B-
IT is roughly 6-7 percentage points (pp), whereas
the average performance gain for the correspond-
ing larger IT models is only 2-4 pp. This clearly
suggests that larger IT models benefit less from
post-hoc calibration and are already better cali-
brated.

providing reliable improvements across diverse

Performance Gain (%)

0|
0-shot 1-shot 4-shot 8-shot

Pre-trained LLMs
Llama-3.2-1B-IT
Llama-3.2-3B-IT

—e- GPT-2-Large
—=— GPT-2-XL

Gemma-3-1B-IT
Gemma-3-4B-IT

Figure 2: Performance gain (in percentage
points) after calibration with the best method
for each case, across ICL shot settings and pre-
trained LLMs. Solid lines represent larger mod-
els, and dotted lines represent smaller models.
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Interestingly, for the GPT-2 models, which are not instruction-tuned, although GPT-2 XL (1.5B) is
nearly twice the size of GPT-2-Large (0.8B), calibration still provides a significant average perfor-
mance gain of roughly 18 pp. Unlike the IT models, the increase in model size did not guarantee
better calibration, suggesting that larger GPT-2 models are not inherently better calibrated unlike the
IT models.

5.3 TASK-LEVEL PERFORMANCE

Detailed results for each model across the seven datasets under different shot settings for all cali-
bration methods are provided in Table 2] Table [3] and Table 4] along with corresponding figures in
Appendix |A] Across almost all models and shot settings, QuadCal consistently performs the best
on the AGNews dataset, which is a topic classification task. Similarly, on TREC, a question classi-
fication task, QuadCal consistently achieves the highest accuracy for GPT-2 models. For IT models,
the effect varies by model size. Smaller IT models benefit most from likelihood-based calibration
methods, especially QuadCal, while larger IT models see a stronger effect from confidence-based
calibration methods, especially CC.

For the binary subjectivity classification dataset Subj, confidence-based calibration generally per-
forms best, with BC frequently achieving the highest accuracy for the GPT-2 models. For Gemma
models, in the 0-shot settings, confidence-based methods perform best, while in higher shot set-
tings, for almost all cases, QuadCal performs the best. For Llama models, the smaller mod-
els benefit the most from BC across all shot settings, and the larger model performs better with
likelihood-based calibration. This indicates that the effectiveness of the calibration depends both on
the model size and the shot settings.

For sentiment classification tasks (SST-2, SST-5, and MR), like other tasks, the GPT-2 models ben-
efit the most from calibration. For GPT-2, all calibration methods except CC perform competitively
on SST-2, a binary sentiment dataset, BC and ProCa generally outperform QuadCal on MR, a
binary movie review dataset, whereas on the fine-grained five-class SST-5 dataset, QuadCal gen-
erally performs better. For larger IT models, especially on binary sentiment datasets, calibration
generally provides little to no improvement, and when there is a gain, they are typically marginal.
However, for SST-5, calibration is beneficial as the number of shots increases, indicating that ad-
ditional context helps. For the smaller Llama model, likelihood-based methods generally perform
best. On the other hand, for the smaller Gemma model, confidence-based methods are better for
SST-5 and QuadCal performs the best for SST-2 but for MR, there is no clear trend across shots
or calibration methods.

Conversely, some datasets did not benefit from calibration. This indicates that they are either
difficult to calibrate or the models are already well-calibrated for that task. This includes RTE, a
textual entailment task dataset, which proves to be the most difficult to calibrate across all models
and shots, as well as sentiment analysis for bigger IT models and RTE for GPT-2 models.

5.4 RUNTIME ANALYSIS

QuadCal is consistently faster than ProCa across models of varying sizes, shot settings, and
datasets with different number of classes. The run time for both methods increases with an increase
in the number of shots and the size of the model. Figure [3 illustrates the run time comparison
between QuadCal and ProCa on the TREC dataset, which has the highest number of classes, across
different models and shot settings.

Interestingly, the run time difference between QuadCal and ProCa narrows as the number of shots
increases. From Table [5) we can see that the average speedup is the highest for 0-shot settings,
ranging approximately from 13% to 40%. Even in higher-shot settings, QuadCal maintains its
efficiency, albeit smaller, ranging approximately from 1.5% to 7% . The time taken could be further
reduced by having a pre-trained QDA or GMM + Munkres model for QuadCal and ProCa respec-
tively.
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Figure 3: Computation time taken (in seconds) for QuadCal vs ProCa for the TREC dataset with six
classes across different models and shot settings. QuadCal consistently shows to be faster.

5.5 SIGNIFICANCE TESTING

As mentioned in Section[d] we consider the results to be significant if they have higher mean accu-
racy or if one method performs consistently better than the other, as determined by either the paired
t-test or the binomial test. In such a setting, we can have three types of outcomes: (i) QuadCal is
significantly better than ProCa, (ii) ProCa is significantly better than QuadCal and (iii) no signifi-
cant difference, where neither test indicates an advantage of one method over the other in terms of
performance. This approach will ensure that we consider both the magnitude and the consistency of
the performance differences between the two methods.

With six LLMs, four different shot settings and seven datasets, we evaluated a total of 168 exper-
imental settings. Out of these, QuadCal outperformed ProCa in 44 cases, representing approxi-
mately 26 % of the settings. Among these, 39 cases were significant according to the binomial test,
and 38 cases were significant according to the paired t-test. We observe that QuadCal shows consis-
tently and significantly better performance than ProCa across most models, particularly on datasets
such as AG News, TREC, SST-5, and SST-2, for various shot settings. It also performs significantly
better on MR under 0-shot settings for Llama-3.2-3B-IT and Gemma-3-1B-IT, on Subj under 8-shot
settings for Gemma-3-4B-IT and on RTE under 8-shot and 1-shot settings for Gemma-3-1B-IT and
Gemma-3-4B-IT, respectively.

Conversely, ProCa performed significantly better than QuadCal for 13 cases, representing ap-
proximately 8% of the settings. Among these, 13 cases were significant according to the binomial
test, and 10 cases were significant according to the paired t-test. Interestingly, ProCa performs
significantly better than QuadCal on the Subj dataset, especially under low-shot settings for the
smaller models across all the model families. It also performs better on SST-2 under 0-shot for the
GPT-2 Large model and under 1-shot and 4-shot settings for Gemma-3-4B-IT model, on MR under
low-shot settings for both the GPT-2 models and the larger Gemma model, on RTE under 8-shot
and 1-shot settings for the smaller GPT-2 and Llama models, respectively. Although less frequent,
these results highlight that ProCa can achieve higher accuracy under certain models, shot settings
and datasets.

In the remaining experimental settings, no significant performance difference was observed be-
tween QuadCal and ProCa, representing approximately 66% of all cases. This suggests that for
many combinations of models, shot settings, and datasets, the performance of QuadCal and ProCa
is comparable.

6 DISCUSSION AND LIMITATIONS

Which calibration method to choose? As observed in Section [5] the effectiveness of a calibra-
tion method depends on several factors, including model size, model family, and the specific task
or dataset. Smaller IT models and models without instruction-tuning benefit the most from calibra-
tion, whereas larger IT models benefit less from post-hoc calibration, suggesting they are already
better calibrated. QuadCal consistently performs best on AGNews, TREC, and SST-5, and often
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achieves higher accuracy on SST-2 and MR. This indicates that QuadCal remains effective for tasks
with multiple classes that are well-distinguished and adequately represented, as confirmed by sig-
nificance testing. Overall, BC and QuadCal consistently improve accuracy over uncalibrated mod-
els and frequently provide the best performance, making them reliable choices for most scenarios.
While confidence-based methods may be computationally efficient, likelihood-based methods offer
a Bayesian approach that is theoretically grounded and particularly suitable when reliability is criti-
cal, even if it comes with a slightly higher computational cost. However, this cost is often one-time
if the task is well-defined and the calibration model is pre-trained, and among the likelihood-based
calibration methods, QuadCal is up to 40% more computationally efficient than ProCa.

Limitations

Some of the limitations of QuadCal are inherited from ProCa and, more generally, from likelihood-
based calibration methods. In particular, QuadCal requires an estimate set from the target task to
train the QDA model, and assumes a fixed label space. Any change in the label space will necessitate
retraining of the QDA model for calibration. QDA also becomes computationally expensive as
the number of classes increases, since it requires estimating the covariance matrix and computing
its inverse for each class. Alternatively, LDA could be explored for better efficiency, although it
assumes the same covariance for all classes. Furthermore, like ProCa, QuadCal shifts the decision
boundary and does not directly calibrate the confidence scores. This prevents the use of standard
calibration assessment metrics such as ECE. Additionally, QuadCal focuses solely on mitigating
contextual bias, and any inherent bias in the pre-trained LLM is left unaddressed.

7 CONCLUSION

We introduced QuadCal, a supervised likelihood-based calibration method for in-context learning
that uses QDA to efficiently model class-conditioned distributions. Across a range of natural lan-
guage classification tasks and various pre-trained LL.Ms, including instruction-tuned (IT) models,
QuadCal matches or outperforms existing calibration methods, while being up to 40% faster than
ProCa. Our results indicate that the GPT-2 models and smaller IT models benefit the most from
calibration. By providing a faster Bayesian approach for calibration, QuadCal improves reliability
in high-stakes domains where miscalibrated predictions could have significant consequences.
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A APPENDIX

Table 2: Accuracy(%) of GPT-2 models on seven text classification datasets under various ICL shot
settings. Performance is reported for different calibration techniques (CC, BC, ProCa and QuadCal),
ICL denotes the uncalibrated baseline. Results are the mean accuracy over 5 random seeds (mean +
standard deviation). ‘Avg’ and ‘Med’ represents macro-average and macro-median accuracy across
datasets, respectively.

Shots Method SST-2 SST-5 MR Subj AGNews RTE TREC [ Avg  Med
GPT-2-Large 0.8B

ICL 72100 26.200 70200 62100 33.50.0 53.1p.0 34.60.0 | 50.25 53.07

CC 80490 4700 75.000 54500  59.30.0 54900 32.000 | 56.81 54.87

0-shot BC 85.3().() 39.7[)‘() 81 .3()'() 70.2(]‘() 66.5()1) 54.5(),(] 45.0(]4() 63.22 66.45

ProCa 85.30.4 36.94‘7 82.20'5 68.71‘0 57.53,2 52.72'4 40.67‘3 60.55 57.54
QuadCal 83.40.9 40.51,7 80.90.8 66.22‘5 68.32,0 51.13,9 55.53.9 63.70 66.19

ICL 56.010.9 284104 53344 50.515 28853 52,605 32.734 | 43.19 50.45
CC 75.7129 40.036 68.7121 61422 65.055 50.299 39.751 | 57.25 61.40
1-shot BC 82.91.9 38.72,3 79-20.8 65.84‘9 64.26,4 51.52,1 43.44.5 60.82 64.23

ProCa 82.92_4 31.43,3 78631 64.7443 53-28.5 50.82,3 37.414_3 57.00 53.25
QuadCal 82462_3 38.91_2 76.62_4 61.64_3 67.34_6 51.02_4 57.75_3 62.26 61.62

ICL 52.790 31585 59.4g5 60.3107 33.753 52125 32469 | 46.02 52.13
CC 70.310.0 42323  70.1153 58.510.3 56.654 50.536 42.371 | 55.80 56.62
4-shot BC 87.004 43216 81825 75832 65972 51419 45135 | 64.31 65.86

ProCa 86.32_7 34.913 79.452 75.93_7 53.0145 51.829 35.88_5 59.58 53.03
QuadCal 86.73.5 43.512 79.24‘0 74030 67.349 48235 64.91.7 66.26 67.30

ICL 72.097.4 31279 61.899 57.957 40947 54.115 38.060 | 50.83 54.13
CC 83.8120 40.055 72776 634110 52.6108 54.215 47077 | 59.10 54.20
8-shot BC 88.03,1 42-734 83.51‘4 79.85‘5 72.630 54-018 52430 67.57 72.60

ProCa 88.62.1 35159 83.91'5 786(,5 59.5120 54.3()‘9 50.17,0 64.30 59.51
QuadCal 89.41.1 42.11‘1 82.22'7 78.25‘6 72.82.7 47.92'9 66.65.2 68.45 72.78

GPT-2-XL 1.5B
ICL 58.600 28400 58900 57600 41500 49800 28.600 | 4621 49.82
CC 69.300 22.600 67.000 72900 67.700 50.500 42.800 | 56.12 66.98
0-shot BC 83.60.0 40.0[)‘0 80.60‘0 71.60(0 68.1()‘0 48.0()‘0 45.80,0 62.54 68.10

ProCa 82.92,5 39059 81-90,4 72.01‘5 5995(, 49.805 42.47,3 61.12 59.85
QuadCal 83.71.1 41.62‘3 81 ~7().()' 70~9(]48 68.6()4 50. 12.8 51.71.7 64.04 68.63

ICL 99.7T140 26.285 5lidos Hd4dge  40.2101  53.609 29.165 | 44.95 51.35
CC 76420 30257 69.450 62.079 65.033 52.998 40.53.4 | 56.65 62.05
I-shot BC 83240 39424 80.113 73140 70.539 49.813 45.815 | 63.12 70.55

ProCa 90.11.5 38.4347 84.21'2 71.05‘1 67.12,7 49-51.8 36.48.4 62.36 67.12
QuadCal 86.52.9 41.64,0 78.92.6 70.54‘5 71.63,2 50.84,3 52.24.4 64.59 70.55

ICL 66.3137 31474 56.559 53450 409130 52.033 23.857 | 46.31 51.99
CC 79.9102 33.535 67.739 68.0s7  59.96.4 52806 41.145 | 57.54 59.92
4-shot BC 90-10.8 40.73,0 77.311,4 74.110.0 72.85,6 51.41'7 47-43.6 64.83 72.84

ProCa 89.80_8 35.15,0 78.311,9 74-39.8 68.78,0 51.51,5 40.27_5 62.55 68.66
QuadCal 90'30.8 42.81_5 76.111_2 73.311_2 74.14_9 47.93_2 51-91.8 65.19 73.31

ICL 57.090 30.679 652127 57.9113 42949 52990 37250 | 49.09 52.90
CC 739115 28.734 T4.2g3 68.3s3 559140 53203 45917 | 57.15 55.92
8-shot BC 87431_9 39.22_3 80.75_8 79-93_2 76335 51.51_3 50.62_9 66.48 76.27

ProCa 87.51_9 36.440 80-461 78.43_1 69.477 51.417 39~56.6 63.26 69.38
QuadCal 86.5,5 43415 77.069 7943, 78.65¢  49.04, 544, | 66.88 77.02

Usage of LLMs

The free version of ChatGPT was primarily used to refine and polish the text, which was originally
written by the authors. No text generated by ChatGPT was directly included. It was also used for
coding tasks, particularly for visualizations. The code to draw the ellipse in Figure [T was generated
by ChatGPT. For other plots, either the authors wrote the initial draft of the code and refined it with
ChatGPT, or ChatGPT provided the initial draft which was then refined by the authors. Essentially,
it was used as an alternative to search engines for coding tasks.
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Table 3: Accuracy(%) of Llama models on seven text classification datasets under various ICL shot
settings. Performance is reported for different calibration techniques (CC, BC, ProCa and QuadCal),
ICL denotes the uncalibrated baseline. Results are the mean accuracy over 5 random seeds (mean +
standard deviation). ‘Avg’ and ‘Med’ represents macro-average and macro-median accuracy across
datasets, respectively.

Shots Method SST-2 SST-5 MR Subj AGNews RTE TREC | Avg Median
Llama-3.2-IT 1B

ICL 86.70.0 38.50.0 84.200 624009 47.60.0 57.00.0 37800 | 99.18 57.04
CcC 89.70.0 46.600 85200 53.600 61.600 49.1p0 40.290 | 60.87 53.60
0-shot BC 89.1{)‘0 41.70‘() 85.70.() 63.20'() 69. ].()'0 66.4()'[) 56.20}() 67.34 66.43

ProCa 9020 41.45o 86505 63.201 56.3s6 65906 44.764 | 64.02  63.16
QuadCal 89.1;¢ 45335 86.205 59.611 69955 60954 54.5.0 | 66.51  60.94

ICL 88.735 41.254 84.037 60358 76.539 50.617 52.845 | 64.88  60.28
CcC 85.776 3b.46s 84.741 63.525 78277 49.414 53.573 | 64.34  63.52
I-shot BC 90.42_1 43.12_7 85.62_3 69.24,1 84.01,1 66.11_8 59441.6 71.11 69.17

ProCa 89.32,2 39.26_3 86.22_3 68484,3 82.71,7 67.21_8 49.88,7 69.02 68.83
QuadCal 91.80,9 44-51,6 86.81_5 63.93.3 84.20,9 61.73_0 63.72.6 70.94 63.88

ICL 92908 4225 83347 09.177 703117 49.320 48.671 63.68 59.10
CC 93.214 38952 86.518 69.7100 80.042 51.759 53.1139 | 67.58  69.65
4-shot BC 93.40‘3 42.42‘7 86525 73.97,5 80252 63.43,0 61.25,4 71.59 73.90

ProCa 91.12‘7 38600 87.51.1 72873 80.724 64.92.3 64.66.1 71.48 72.85
QuadCal 93.7()‘3 44.94‘7 87.32.2 72590 83.110 62.71.4 536263 71.11 72.51

ICL 92590 45539 87.1sg9 54629 80.447 52.260 56.3116 | 66.97 56.32
CcC 92.811 39944 89.0,0 64474 79257 51.26.7 59.0s7 | 67.93 64.40
8-shot BC 93.01,3 42.4341 88.51.4 70.64.6 83.01,9 64.52.7 62.64.4 72.08 70.57

ProCa 90.12,3 36-08,6 87.51.4 67.310.7 82.32,4 65.02.9 53.511,0 68.81 67.29
QuadCal 93.2049 45.91‘9 88.31.5 68.16'5 83.71,8 63.25.6 68.63.3 72.99 68.64
Llama-3.2-IT 3B

ICL 91.290 48190 87200 49400 53.000 75100 55.80.0 | 65.69 55.80
CC 89.200 48.000 84200 49.400 73200 72.900 55.800 | 67.53 72.92
0-shot BC 91.00,0 44.2040 87.30.0 49.60.0 77.70,0 75.10.0 64.60.0 69.94 75.09

ProCa 90.4043 36.53‘6 86.00.9 50.00'5 73-34.8 72.32.7 66.35.2 67.83 72.35
QuadCal 91.0042 46.72‘1 87.30.2 49.90'5 78.71,0 71.50.9 69.06.7 70.58 71.48

ICL 03815 46.7,3 80215 72755 84113  7T6.1209 63957 | 75.22  76.10
cC 92.29 46.1p5 87.204 69816 83250 75317 75741 | 75.65  75.72
l-shot BC 94.110 46.810 89.610 77325 85305 77315 Tldss | 7737 7726

ProCa 93.215 41.758 89'70.8 75.33‘3 84115 76.52,2 60.85‘8 74.47 76.46
QuadCal 94.4()‘9 47.835 88.72.1 74833 85.510 74.62,3 72.25,1 76.85 74.75

ICL 95703 45521 90505 55830 82.T23 78825 70.350 | 74.19 78.84
CcC 95.306 39.832 89.017 77739 84429 77336 73.342 | 76.69 77.70
4-shot BC 95.70‘3 45.81‘6 90-50.8 81.73'7 84.41,1 80.61.5 76.63'2 79.33 81.73

ProCa 95.20‘3 39-0246 89.82.1 82.83'5 84.10,8 79.23.5 73-66,8 77.66 82.84
QuadCal 95.50‘4 48.01‘6 90-10.8 83.64'0 85.20,6 79.82.0 70.37'0 78.93 83.59

ICL 95905 45.621 90.513 53.524  82.524 78940 T71.830 | 74.11 78.91
CcC 95.405 37134 8910 81453 84.319 77079 77819 | 7744  81.42
8-shot BC 95.80.3 46.525 9115 85141  84.909 80.419 76.613 | 80.06 84.94

ProCa 94‘71_1 46.26_7 89.81_4 86.01_9 84.417 80.91_0 68.45_7 78.61 84.38
QuadCal 95‘50_4 48.81_8 90.70_5 87.33,6 85.01_1 79.72_2 71.33_6 79.78 85.05
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Table 4: Accuracy(%) of Gemma models on seven text classification datasets under various ICL
shot settings. Performance is reported for different calibration techniques (CC, BC, ProCa and
QuadCal), ICL denotes the uncalibrated baseline. Results are the mean accuracy over 5 random
seeds (mean =+ standard deviation). ‘Avg’ and ‘Med’ represents macro-average and macro-median
accuracy across datasets, respectively.

Shots Method SST-2 SST-5 MR Subj AGNews RTE TREC | Avg Median
Gemma-3-IT 1B
ICL 86.70.0 39.500 82800 61.800 37.00.0 68.6p.0 70.000 | 63.77 68.59
CcC 82.700 42500 78400 62400 42.90 67.90.0 60.000 | 62.40 62.40
0-shot BC 86.90.0 40.400 83.600 62490 65.700 69300 69.000 | 68.17 69.00
ProCa 84.012 37222 79.612 62304 57.024 67.220 67427 | 64.95 67.22
QuadCal 87.2[)‘5 41.51‘5 82.1(),7 59.6().4 70-32‘9 66.81.6 72'42.8 68.55 70.31
ICL 89.818 45.007 83.806 53.7T16 75227 61.715 62.049 | 6731  62.00
CcC 90.125 46.009 84.605 60.532 75.139 60.4;7 65.837 | 68.92  65.76
I-shot BC 90.01_7 44.61_6 84.10_4 61474,5 77.42,4 63.81_2 65424_1 69.54 65.24
ProCa 90.01,2 39.73_8 85.11_4 63445,8 77.52,2 63.01_6 63.82,6 68.94 63.80
QuadCal 90.51,3 43.7245 84.70_7 64.66.7 82.01,2 66.12_7 71.75.0 71.88 71.68
ICL 80.755 45.019 85706 61.0s5 70.755 60635 485126 | 65.87  60.95
CC 91.016 44823 86495 68.665 73439 59.931 59.473 | 69.07  68.57
4-shot BC 90.150 44.913 85906 Tldgo 74237 62536 517115 | 68.67 71.41
ProCa 91.11‘5 41635 85605 7347(, 7302(, 6352() 56772 69.27 72.95
QuadCal 91.5()‘9 44736 8570(, 73'76.3 80.023 64.95.5 70.24'4 72.95 73.71
ICL 90.215 44394 84.1s5 62263 8141, 60.957 449104 | 66.84 62.18
CcC 90.425 43.639 84.738 78473 78519 60.62.4 55.366 | 70.20 78.37
8-shot BC 90.41,4 44.9242 84.71.9 77.93.0 81.50,8 63.52.6 50-06.9 70.40 77.88
ProCa 91.31,7 42.8544 86.60.8 82.01'8 80.41,4 65.81.2 63.44.6 73.19 80.43
QuadCal 92.0049 44.42‘4 86.60.5 82.12'5 81.72,1 68.11.4 70.72.5 75.09 81.71
Gemma-3-IT 4B
ICL 90.30.0 45.600 86.500 50.000  80.00.0 74.00.0 70.400 | 70.97 74.01
CcC 91800 30300 88190 50.000 80.50.0 T4.700 Tl4oo | 69.54  74.73
0-shot BC 90.90,0 43.9040 87.20.0 50.50.0 80.50,0 74.70.0 70.40.0 71.15 74.73
ProCa 91.4144 40.92‘9 87.80.3 49-90,8 81.10,6 73.71.9 68.40.8 70.43 73.65
QuadCal 91.8143 44.81‘6 86.51.1 49.90'4 82.00,8 76.40.8 66.15.4 71.04 76.39
ICL 95903 50.029 90.619 59950 80.722 75.914 74.005 | 7526  75.88
CcC 95.80.3 50.825 90.80.9 T73.6122 78.039 76.511 7495 | 77.21  76.53
1-shot BC 95902 50.328 90.609 69346 81219 76.11.4 74.006 | 76.76  76.10
ProCa 95.8()‘2 48.942 90'80.8 75'27,8 81.620 76.11.5 72319 77.26 76.10
QuadCal 95A20A3 48.249 90~21.6 72~16,7 84.115 78.31‘0 71~82,8 77.13 78.34
ICL 96.004 47.711 91411 693101 80.841 80.62.0 T71.264 | 76.69 80.58
CcC 96.005 47.050 91310 82832 80.9256 80.720 77.549 79.45 80.90
4-shot BC 96.004 48.710 91371 76265 81933 80.620 71.8¢5 | 78.08 80.58
ProCa 96.10‘2 44.94‘3 91.30.5 82.73'4 83.51,5 80.52.0 73.24'5 78.89 82.66
QuadCal 952046 50.32‘5 91.30.4 83.03'3 84.41,2 80.52.2 75-18.2 79.99 83.01
ICL 9540‘9 49.115 90.92_1 72.51()‘5 85.615 80.71,8 76031 78.61 80.65
CC 95‘5()‘4 48.0(5‘() 91.31_5 86.83‘8 86.8()‘3 81.42_2 78.43,2 81.16 86.80
8-shot BC 95‘508 51.50_7 91.01_9 82.04,8 85.812 80.51_6 74.83_0 80.15 81.99
ProCa 95.60_5 46.95_3 91-30.8 87.23_3 85.9()‘7 81.02_0 77.24_7 80.74 85.92
QuadCal 95‘40_2 49.03_2 91.30_5 89.02,4 85.01_2 80.72_2 77.25_4 81.10 85.04
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Table 5: Computation time (in seconds) of QuadCal and ProCa across different models, shot set-
tings, and datasets. The average speedup (%) across datasets highlights the efficiency of QuadCal,

particularly in low-shot settings.

SST-2 AGNews TREC
Model Shots | ProCa QuadCal | ProCa QuadCal | ProCa QuadCal | Avg speedup (%)
0 2.98 191 4.56 3.01 4.27 2.08 40.4%
GPT-2 XL 4 5.34 5.10 9.25 8.51 4.87 3.76 11.8%
8 9.01 8.81 16.44 15.81 7.02 5.94 7.1%
0 4.06 3.02 7.03 542 5.15 3.40 27.5%
Llama-3.2-3B-IT 4 10.08 9.75 16.49 16.04 8.29 7.30 6.0%
8 16.64 16.33 29.92 29.77 12.10 11.09 3.6%
0 6.49 5.61 11.38 10.33 7.71 6.35 13.5%
Gemma-3-4B-IT 4 17.63 17.52 29.85 29.58 13.95 13.18 2.3%
8 29.13 28.82 54.92 54.45 21.08 20.47 1.6%
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Figure 4: Accuracy(%) of the GPT-2-Large (0.8B) model across [0, 1, 4, 8]-shot settings for seven
natural language classification datasets. The four different calibration methods are compared against
the uncalibrated ICL baseline.
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Figure 5: Accuracy(%) of the GPT-2-XL (1.5B) model across [0, 1, 4, 8]-shot settings for seven
natural language classification datasets. The four different calibration methods are compared against
the uncalibrated ICL baseline.
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Figure 6: Accuracy(%) of the Llama-3.2-IT 1B model across [0, 1, 4, 8]-shot settings for seven
natural language classification datasets. The four different calibration methods are compared against
the uncalibrated ICL baseline.
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Figure 7: Accuracy(%) of the Llama-3.2-IT 3B model across [0, 1, 4, 8]-shot settings for seven
natural language classification datasets. The four different calibration methods are compared against
the uncalibrated ICL baseline.
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Figure 8: Accuracy(%) of the Gemma-3-IT 1B model across [0, 1, 4, 8]-shot settings for seven
natural language classification datasets. The four different calibration methods are compared against
the uncalibrated ICL baseline.

Model: Gemma-3-4B-IT

SST-2 SST-5 MR
— 96 —~50 92
X X X
>94 > >90
o o =)
e €40 e
392 3 388
O O s}
< < <
86
90 30
0-shot 1-shot 4-shot 8-shot 0-shot 1-shot 4-shot 8-shot 0-shot 1-shot 4-shot 8-shot
Subj AG News RTE
90
g g® g
280 < <80
o o 9
g0 Cs80 g
3 3 =1
50 75
0-shot 1-shot 4-shot 8-shot 0-shot 1-shot 4-shot 8-shot 0-shot 1-shot 4-shot 8-shot
TREC
—~ 80
8
.75
=]
e
570
%
O
< 65
60
0-shot 1-shot 4-shot 8-shot
Methods
IcL cc BC - ProCa —e— QuadCal

Figure 9: Accuracy(%) of the Gemma-3-IT 4B model across [0, 1, 4, 8]-shot settings for seven
natural language classification datasets. The four different calibration methods are compared against
the uncalibrated ICL baseline.
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