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Figure 1: RobustSpring is a novel image corruption benchmark for optical flow, scene flow, and
stereo. It evaluates 20 image corruptions including blurs, color changes, noises, quality degra-
dations, and weather, applied to stereo video data from Mehl et al.| (2023b)). For comprehensive
robustness evaluations on all three tasks, RobustSpring’s image corruptions are integrated in time,
stereo, and depth, where applicable.

ABSTRACT

Standard benchmarks for optical flow, scene flow, and stereo vision algorithms
generally focus on model accuracy rather than robustness to image corruptions
like noise or rain. Hence, the resilience of models to such real-world perturba-
tions is largely unquantified. To address this, we present RobustSpring, a com-
prehensive dataset and benchmark for evaluating robustness to image corruptions
for optical flow, scene flow, and stereo models. RobustSpring applies 20 different
image corruptions, including noise, blur, color changes, quality degradations, and
weather distortions, in a time-, stereo-, and depth-consistent manner to the high-
resolution Spring dataset, creating a suite of 20,000 corrupted images that reflect
challenging conditions. RobustSpring enables comparisons of model robustness
via a new corruption robustness metric. Integration with the Spring benchmark
enables two-axis evaluations of both accuracy and robustness. We benchmark a
curated selection of initial models, observing that robustness varies widely by cor-
ruption type, and experimentally show that evaluations on RobustSpring indicate
real-world robustness. RobustSpring is a new computer vision benchmark that
treats robustness as a first-class citizen to foster models that combine accuracy
with resilience.

1 INTRODUCTION

Optical flow, scene flow, and stereo vision algorithms estimate dense correspondences and enable
real-world applications like robot navigation (McGuire et al.l 2017; [Zhang et al.l 2025; [Lamberti
et al.,[2024), video processing (Mehl et al.| [2024), structure-from-motion (Maurer et al., 2018; Phan;
et al., 2020), medical image registration (Mocanu et al.l 2021), or surgical assistance (Rosa et al.|
2019; [Phulipp et all [2022). While estimation quality continuously improves on accuracy-driven

benchmarks (Mehl et al.l 2023b; Menze & Geigerl 2015} [Butler et al., 2012} [Baker et al.l 2011
Scharstein et al.,[2014; |Geiger et al.,[2012; |Richter et al., 2017 |Schops et al.,[2017)), their robustness
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to real-world visual corruptions like noise or compression artifacts is rarely systematically assessed.
This lack of systematic assessment is problematic, as better accuracy does not necessarily trans-
late to improved robustness, and can even harm model robustness (Tsipras et al., [2019; Schmalfuss
et al., 2022b). Though image data in KITTI (Menze & Geiger, 2015)), Sintel (Butler et al., [2012),
or Spring (Mehl et al., |2023b) comes with degradations like motion blurs, depth-of-field, or bright-
ness changes, they result from real-world data capture or efforts to increase data realism, but were
not included to systematically study model predictions under image corruptions. Broad corruption-
robustness studies as they exist for image classification (Hendrycks & Dietterich, 2019; |[Miiller et al.,
2023)), 3D object detection (Michaelis et al., 2019; [Kong et al., 2023) or monocular depth estima-
tion (Kar et al., |2022) are rare for dense-correspondence tasks, where studies are limited to specific
degradations like weather (Schmalfuss et al., [2023) or low-light (Zheng et al., [2020). This not only
leaves uncertainty about the reliability of dense matching algorithms in real-world scenarios. It also
prevents systematic efforts to improve their robustness.

To enable systematic studies on the image corruption robustness of optical flow, scene flow, and
stereo, we propose the RobustSpring dataset. Based on Spring (Mehl et al.L|2023b), it jointly bench-
marks robustness of all three tasks on corrupted stereo videos. While prior image corruptions affect
the monocular 2D or 3D space (Hendrycks & Dietterich, 2019} |[Kar et al., [2022; Michaelis et al.,
2019)), RobustSpring’s image corruptions are integrated in time, stereo, and depth and thus tailored to
dense matching tasks. A principled corruption robustness metric and an accompanying benchmark
framework make RobustSpring the first systematic tool to evaluate and improve dense matching
robustness to image corruptions.

Contributions. Figure [I| gives an overview of RobustSpring. In summary, we make the following
contributions:

(1) Tailored image corruptions. RobustSpring is the first image corruption dataset for optical
flow, scene flow, and stereo. It integrates 20 corruptions for blurs, noises, tints, artifacts,
and weather in time, stereo, and depth.

(2) Corruption robustness metric. We propose a corruption robustness metric based on Lips-
chitz continuity, which subsamples the clean-corrupted prediction difference and disentan-
gles robustness and accuracy.

(3) Benchmark functionality. RobustSpring’s standardized evaluation enables community-
driven robustness comparisons of dense matching models. Public robustness benchmarking
can be integrated with Spring’s website.

(4) Initial robustness evaluation. We benchmark eight optical flow, two scene flow, and six
stereo models. All models are corruption sensitive, which reveals concealed robustness
deficits on dense matching models.

Intended Use. RobustSpring is not a fine-tuning dataset, but a benchmark of how dense matching
models generalize to unseen image corruptions. It seeks to foster robustness research and, simulta-
neously, helps assess real-world applicability of models. Hence, it is essential to tie RobustSpring
to an existing accuracy benchmark like Spring, as this minimizes the robustness evaluation hurdle
for researchers. While RobustSpring treats corruptions as perturbations to assess robustness, their
interpretation depends on the application domain. For instance, in autonomous driving, rain or snow
are typically considered disturbances to be ignored for stable navigation, whereas in video editing
or cinematic rendering, they may constitute meaningful scene content. To accommodate such differ-
ences, RobustSpring provides results per corruption type, allowing end-users to focus only on those
corruptions that align with their intended application.

2 RELATED WORK

While the quality of optical flow, scene flow, and stereo models advanced for over three decades,
their robustness recently regained attention as result of brittle deep learning generalization (Ranjan
et al.| 2019; Schmalfuss et al.,2022b). We review robustness in dense-matching, particularly image
corruptions and metrics.

Robustness in Dense Matching. Robustness research for optical flow, scene flow, and stereo models
often focuses on adversarial attacks, which quantify prediction errors for optimized image pertur-
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bations. Most attacks are for optical flow (Agnihotri et al.l [2024c} Schmalfuss et al.| 2023} 2022b;
Schrodi et al., 2022; Ranjan et al.l 2019; [Yamanaka et al.l 2021} [Koren et al.l |2022)) rather than
stereo (Berger et al., 2022; Wong et al.| [2021) and scene flow (Wang et al., [2024; Mahima et al.,
2025). As remedies to adversarial vulnerability (Agnihotri et al.l [2024bga; 2023}, |[Schrodi et al.,
2022; Anand et al.,[2020) may be overcome through specialized optimization (Scheurer et al.,|2024),
another line of robustness research considers unoptimized data shifts. Those come in two flavors:
generalization across datasets, i.e. the Robust Vision Challenge (http://www.robustvision.net/), and
robustness to image corruptions. Dense matching models typically report generalization (Mehl
et al.,2023a; Teed & Deng, [2020;2021; Lipson et al.,[2021; Huang et al., 2022; Xu et al., 2022b)) to
several datasets, which span synthetic (Mehl et al.| 2023b; Butler et al., 2012; Richter et al., |2017;
Mayer et al.l 2016} [Dosovitskiy et al., 2015; |Gaidon et al.l [2016; Ranjan et al., [2020; L1 et al.
2024)) and real-world data (Geiger et al., 2012; Menze & Geiger} 2015; |[Kondermann et al., 2016;
Scharstein et al., 2014} Schops et al.,[2017)), often in automotive contexts. While some datasets con-
tain image corruptions, e.g. motion blur, depth of field, fog, noise, or brightness changes (Sun et al.,
20215 Butler et al., 2012; Mehl et al., 2023b; Menze & Geiger, 2015), they do not systematically
assess corruption robustness. Yet, in the wild, robustness to image corruptions is crucial. For opti-
cal flow, systematic low light (Zheng et al.l [2020) and weather datasets (Schmalfuss et al.|, |[2022a;
2023)) exist, and |Schrodi et al.| (2022); |Yi et al.| (2024)) apply 2D image corruptions (Hendrycks &
Dietterich, [2019) to optical flow data. Beyond these isolated works on optical flow, no systematic
image-corruption study before RobustSpring spans all three dense matching tasks and includes scene
flow or stereo.

Robustness to Image Corruptions. Popularized by 2D common corruptions (Hendrycks &
Dietterich, 2019), the field of image corruption robustness rapidly expanded from classifica-
tion (Hendrycks & Dietterichl 2019; |[Miiller et al., [2023)) to depth estimation (Kar et al.| 2022), 3D
object detection (Michaelis et al., 2019} Kong et al., 2023)), and semantic segmentation (Kong et al.,
2023)). Conceptually, corruptions were extended to the 3D space (Kar et al., [2022), LiDAR (Kong
et al.,2023), and procedural rendering (Drenkow & Unberath| [2024), but none have been tailored to
the depth-, stereo-, and time-dependent setup of dense matching with optical flow, scene flow, and
stereo.

Robustness Metrics and Benchmarks. Most robustness metrics for dense matching differ by
whether they utilize ground truth (Ranjan et al., [2019; |Agnihotri et al., 2024c; |Y1 et al.| [2024) or
not (Schmalfuss et al.| [2022b; |2023}; [2022a)). However, multiple works (Schmalfuss et al.| [2022b;
Tsipras et al., [2019; [Taori et al., 2020) evidence that robustness and accuracy are competing quali-
ties whose quantification should not be mixed, which informs our robustness metric. RobustSpring
is the first dense-matching robustness benchmark, and joins prior classification robustness bench-
marks (Croce et al.l[2021; Jung et al.| 2023}; [Tang et al., [2021])

3  ROBUSTSPRING DATASET AND BENCHMARK

RobustSpring is a large, novel image corruption dataset for optical flow, scene flow, and stereo.
Below, we describe how we build on Spring’s stereo video dataset and augment its frames with
diverse image corruptions integrated in time, stereo, and depth, how we evaluate robustness to image
corruptions, and use it to benchmark algorithm capabilities.

Spring Data. Spring (Mehl et al. |2023b)) is a high-resolution benchmark with rendered stereo
sequences and dense ground truth. It is the ideal base for an image corruption dataset as its detailed
renderings permit image alterations of varying granularity — from removing detail by blurring to
adding detail via weather. Spring provides a public training and closed test split, where test ground
truth for optical flow, disparity, and extrinsic camera parameters is withheld. As RobustSpring
is designed to complement accuracy analyses, we build on the 2000 Spring test frames (two per
stereo camera). To apply corruptions with time, stereo, and depth consistency, we require depth
and extrinsics that are not publicly available. We therefore estimate extrinsics using COLMAP 3.8
and depths via Z = L ﬁ)B , with focal length f,, baseline B, and disparities d predicted by MS-
RAFT+ (Jahedi et al.l 2022} |2024). This estimation avoids ground-truth leakage while maintaining
benchmark integrity. Quantitative results on the accuracy of our depth and extrinsics estimation are
given in App. and a detailed discussion of motion ranges in Spring is provided in App.
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(b) Overview of corruptions and their consistency in time,
stereo, or depth, with resulting visual changes w.r.t. the
(a) Image corruptions on a single image. original images as SSIM.

Figure 2: Overview of RobustSpring’s image corruptions.

3.1 CORRUPTION DATASET CREATION

RobustSpring corrupts the Spring test frames via 20 diverse image corruptions, summarized
in Fig. [2a] and Fig. 2Bl Below, we describe the image corruption types, their new consistencies,
their implementation, and their severity levels.

Corruption Types. In RobustSpring, we consider the five image corruption types from [Hendrycks|
& Dietterich| (2019): color, blur, noise, quality, and weather. Color simulates different lighting
conditions and camera settings, including brightness, contrast, and saturation. Blur acts like focus
and motion artifacts, including defocus, Gaussian, glass, motion, and zoom blur. Noise represents
sensor errors and ambiance, including Gaussian, impulse, speckle, and shot noise. Quality dis-
tortions are lossy compressions and geometric distortions, including pixelation, JPEG, and elastic
transformations. Weather enacts outdoor conditions, including spatter, frost, snow, rain, and fog.
All corruptions are on a single frame in Fig. [2a]

Corruption Consistencies. To increase the realism of these 20 corruptions for dense matching mod-
els, we extend their definition to time, stereo, and depth: Time consistent corruptions are smooth over
time on one camera, e.g. frost on a camera lens, which differs per stereo camera. Stereo consistent
corruptions equally influence both stereo cameras, e.g. brightness changes affect the cameras to the
same extent. Depth consistent corruptions are integrated into the 3D scene, e.g. snowflakes falling
along a trajectory in the 3D space, rendered into the camera view. Fig.[2b]summarizes the consisten-
cies we added to 16 of our 20 corruptions. Note that depth-aware motion blur is not stereo-consistent
because it depends on the specific camera view.

Corruption Implementation. Though most corruptions are loosely based on |Hendrycks & Diet-|
(2019), our corruption consistencies require multiple adaptations. Furthermore, we employ
specialized techniques for highly consistent effects, i.e. motion blur, elastic transform, snow, rain
and fog. We adapt implementations from [Hendrycks & Dietterich| (2019), modify glass blur, zoom
blur, frost, and pixelation to accommodate higher resolutions and non-square images, and adjust
frost, glass blur, and spatter for consistency across video scenes. Motion blur is based on
and adds camera-induced motion with clean optical flow estimates. Elastic transform
uses PyTorch’s transforms package to create a see-through-water-like effect, changing object mor-
phology with smooth frame transitions. For snow and rain, we expand the two-step 3D particle
rendering of [Schmalfuss et al.| (2023)) to multi-step particle trajectories and stereo views, change
from additive-blending to order-independent alpha blending (McGuire & Bavoil, 2013), and include
global illumination (Halder et al, 2019). To augment the large-scale Spring data, we improve its
performance via more effective particle generation and parallel processing. Fog is based on the
Koschmieder model following [Wiesemann & Jiang|(2016). Full details are in App.[A33]

Corruption Severity. Prior works (Hendrycks & Dietterichl 2019; Miiller et all, 2023}, [Kar et al
2022; Michaelis et all, 2019 [Kong et al.,[2023) defined corruptions with several levels of severity.
Here, we opt for one severity per corruption, because evaluating one scene flow model on all 20
corruptions already produces 2.1 TB of raw data — 1.2 GB after subsampling, ¢f. Sec.[3.2] More
severity levels would overburden the evaluation resources of RobustSpring benchmark users. To
balance severity across corruptions, we tune their hyperparameters until the image SSIM reaches a
defined threshold. We generally use SSIM > 0.7, and, because the SSIM is less sensitive to blurs
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Figure 3: RobustSpring example frames. First row shows clean and corrupted images. Second row
shows the left and right disparity maps predicted with LEA Stereo (Cheng et all,[2020). Third row
shows the target disparities for forward left, backward left, forward right, and backward right direc-
tions from M-FUSE (Mehl et al},20234d). Fourth row shows optical flow estimates for forward left,
backward left, forward right, and backward right from RAFT 2020). All disparities
and flows are computed on the corrupted dataset. See Fig. in App. |T3_71'| for additional frames.

than noises (Hore & Zioul 2010), SSIM > 0.2 for noises for visually similar artifact strengths. Final
SSIMs are in Fig. [2b

3.2 ROBUSTNESS EVALUATION METRIC

With various corruption types, we need a metric to quantify model robustness to these variations.
In the following, we motivate and derive a ground-truth-free robustness metric for dense matching,
introduce subsampling for efficiency, and discuss strategies for joint rankings over corruptions.

Definition of Optical Flow. Throughout this work, and consistent with the Spring benchmark
2023Db), we define optical flow as the true 3D motion of visible surfaces projected into the 2D
image plane (Horn & Schunck], [1981}; [Baker et al, 2011). This definition is standard in classical
benchmarks and provides the basis for accuracy evaluation. Alternative formulations, such as ap-
parent motion, exist in the literature, but RobustSpring’s robustness evaluation is agnostic to this
choice, since robustness is measured independently of ground truth. A more detailed discussion
on the implications of this definition, including the relation between perfect accuracy and perfect
robustness, is provided in App.[A.]

Robustness Metric Concepts. For dense matching, robustness to corruptions is undefined. Metrics
exist for adversarial robustness, using the distance between corrupt prediction and either (i) ground-
truth (Ranjan et al., 2019 [Agnihotri et al.| 2024c) or (ii) clean prediction (Schmalfuss et al.| [2022b;
[2023} [2022a). The latter is preferred for two reasons: First, (i)’s ground-truth comparisons mix
accuracy and robustness, which are competing model qualities (Schmalfuss et al.} [2022D}, [Tsipras
let all 2019; [Taori et all [2020) that should be separate. This competition is intuitive: A model that
always outputs the same value is as robust as inaccurate. Likewise, an accurate model varies for any
input change and thus is not robust. Second, (ii) separates robustness from accuracy and builds on an
established mathematical concept for system robustness (Hein & Andriushchenko| 2017} [Pauli et al.}
[2022): the Lipschitz constant L°. It defines robust models as those whose prediction f is similar on
clean and corrupt image [ and ¢, relative to their difference. For dense matching, it reads

D - o)
E="rme

ey

This robustness formulation is preferable for real-world applications that demand stable scene es-
timations despite corruptions like snow, and remains valid independent of whether optical flow is
defined as true motion or apparent motion. We emphasize that RobustSpring explicitly measures
robustness in terms of stability: models are considered robust if their predictions remain consistent
under corrupted inputs. Other definitions of robustness, such as ground-truth-based robustness, are



Under review as a conference paper at ICLR 2026

Table 1: Initial RobustSpring results on corruption robustness of optical flow models, using Rfpg,
ipx and R between clean and corrupted flow predictions. Low values indicate robust models.
Clean Error compares clean predictions and ground-truth flows, values from |Mehl et al.| (2023b).

GMFlow MS-RAFT+ FlowFormer GMA SPyNet RAFT FlowNet2 PWCNet

Ripp Ri  Ri  Ripp Ri Ry Ripp Rin R Ripp Ry Ry R Ry Rfy Ry Ri, Ry Ripg Rin Ry Rie Riy Ry

5 Brightness  0.33 331 1.12 033 288 1.02 068 282 105 036 322 104 272 1467 891 092 349 1.6l 045 3.16 1.05 1.04 738 3.00
< Contrast 046 6.71 171 0.87 6.69 3.24 093 548 1.96 0.68 643 2.20 8.23 38.90 27.23 132 573 2.64 1.87 9.26 4.74 2.98 30.07 7.42
O Saturate 034 330 096 034 287 1.03 042 239 088 043 347 1.18 3.36 17.34 11.31 093 333 147 051 340 1.10 121 9.92 3.68
Defocus 0.53 6.17 145 0.51 4.01 147 0.55 3.85 1.19 0.56 5.02 2.01 0.57 10.16 1.36 1.03 470 2.07 0.53 335 1.06 098 6.51 278

.. Gaussian 0.66 7.77 188 058 445 163 0.63 432 137 062 548 222 076 1544 2.12 1.10 512 226 0.60 4.05 127 L1 772 3.09
2 Glass 0.85 20.87 1.82 053 445 137 0.64 4.04 1.17 0.61 560 1.91 0.75 16.94 136 1.05 513 1.97 050 3.12 0.96 091 596 247
“ Motion 1.34 1835 7.51 1.31 14.06 6.16 1.35 14.03 5.77 1.19 1440 6.18 2.32 19.55 10.05 2.06 1433 6.35 1.60 14.07 6.47 1.95 1625 7.47
Zoom 1.88 35.80 9.90 1.81 21.84 7.13 1.66 22.72  6.77 1.54 23.17 7.16  4.82 46.67 28.37  3.14 22.80 7.61 2.36 24.63 9.04  3.52 50.33 15.64

Gaussian 4.70 57.95 21.67 570 35.74 22.12  6.56 27.83 18.30  2.81 24.70 12.96  2.22 42.23 14.88 743 27.92 1899 133 11.24 506 279 2687 9.89

2 Impulse 6.64 66.14 28.70  7.39 4572 29.05  7.33 23.58 14.47  4.08 31.31 18.13  2.92 53.45 2041  6.51 29.65 18.32 237 1570 748  3.57 35.67 14.45
S Speckle 3.90 62.01 20.64  4.22 3496 17.18 547 25.52 1560 532 2522 12.66  1.95 46.32 12.89  6.62 26.05 16.48 1.32 1257 419 274 26.83 8.00

Shot 3.52 56.71 17.77  4.36 31.67 17.77 575 26.02 16.01  3.15 23.11 11.59  1.86 40.44 11.98  6.74 25.64 17.08 1.16 9.87 392 259 2375 7.88
Z Pixelate 1.96 68.09 18.71 1.60 45.83 6.78 1.48 31.68 259  1.11 2586 1.78 122 50.63 290  1.65 21.47 200 077 7.74 0.88 092 867 222
= JPEG 3.32 83.54 27.92  2.09 41.69 1282  2.89 42.62 14.96 1.92 38.70 11.51 295 53.97 18.08  3.19 37.72 13.67  2.56 31.00 11.85  2.88 49.15 1591
& Elastic 1.37 40.00 6.89  1.16 32.49 554  2.62 3578 11.01 1.24 2724 640  1.08 34.62 4.77 1.33 1943 478 079 1627 212 142 28.18 547

Fog 0.80 1442 532 091 1032 633 086 9.66 567 084 11.21 642 520 28.15 19.97 1.97 1201 7.11 174 11.77 7.82 16.84 20.96 12.89
E Frost 8.20 63.96 29.96  7.38 29.96 21.25  8.18 34.19 23.87  8.13 34.30 22.31  6.97 45.13 30.13 837 32.75 21.76  7.22 33.69 21.15  8.27 50.31 27.44
% Rain 8.60 64.20 32.72  19.99 36.74 31.22 11.13 33.50 20.83 33.00 43.98 36.18 18.20 68.87 56.38 42.41 38.89 31.99 63.71 48.25 41.15 40.18 73.51 57.05
§ Snow 3.60 70.60 29.90  4.69 33.21 30.91  7.92 40.20 33.82 530 40.82 3335 12.08 74.27 66.65  7.16 37.04 31.37 39.79 68.67 61.60 39.73 90.80 81.91

Spatter 6.58 67.90 27.09  6.63 28.22 20.24  8.41 40.38 26.92  7.75 36.11 21.81 571 48.60 33.82  7.98 30.37 19.87  9.13 45.03 28.99  9.33 65.41 40.19
Average 2.98 40.89 14.68  3.62 23.39 12.21  3.77 21.53 11.21  4.03 21.47 10.95  4.29 38.32 19.18  5.64 20.18 1147  7.01 18.84 11.09  7.25 31.71 16.44
Std. Dev. 270 27.91 11.91  4.58 1554 10.62  3.44 1437 994  7.23 13.67 10.55 4.38 18.35 17.60  9.10 12.55 9.98 1594 17.93 15.87 11.83 24.43 20.79
Median 1.92 48.35 13.83  1.71 29.09 6.95  2.14 24.55 8.89 1.39 2393 6.79  2.82 41.33 13.88  2.60 22.13 7.36  1.47 12.17 490 2.77 2685 7.94

Clean Error 0.94 1036 295 0.64 572 219 072 651 238 091 7.07 3.08 4162996 1287 148 679 320 1.04 671 282 229 8227 4.89

possible and may be more appropriate for different use cases. Our benchmark deliberately focuses
on stability-based robustness, providing a complementary axis of evaluation alongside accuracy.

Corruption Robustness Metric. Based on Eq. (I)), we quantify model robustness to corruptions.
Because RobustSpring’s corrupt images . deviate from their clean counterparts / by a similar
amount, c¢f SSIM equalization in Sec. 3.1} we omit the denominator in Eq. (I) and define cor-
ruption robustness R° as distance between clean f(I) and corrupted f(I¢) predictions with distance
metric M:

Ry =M[f(I), f(I)]. 2

For similarity to Spring’s evaluation, we use corruption robustness with various metrics M, reporting
Ripg, R, and R, for optical and scene flow, and Ry, Ry, and Ry, for stereo. Interestingly, our
EPE-based corruption robustness

Rip = EPE[f(I), /(I°)] = fﬁ‘z £~ £:9)] 3

i€Q

on image domain 2 is a generalization of optical-flow adversarial robustness (Schmalfuss et al.,
2022b) to dense matching and corruptions.

Metric Subsampling. For a benchmark, users should upload robustness results to a web server.
Given the large number of 20 datasets, data reduction is essential to facilitate evaluations and up-
loads. To this end, we evaluate on a reduced set of pixels by refining the original subsampling
strategy from Spring, which retains about 1% of the full data. First, we additionally subsample the
set of full-resolution Hero-frames, leaving 0.95%, and then apply 20-fold subsampling, ultimately
keeping 0.05% of the full data.

Robustness Ranking. Because we generate 20 different corruption evaluations per dense matching
model, we need a summarization strategy to produce one result per model. Per-model results are
ranked based on three strategies: Average, Median, and the Schulze voting method (Schulzel 2018)).
In contrast to averaging across all 20 evaluations, the median reduces the impact of extreme outliers.
The Schulze method provides a holistic, pairwise comparison approach that ranks models based
on preference aggregation and was used for prior generalization evaluations in the Robust Vision
Challenges. We evaluate their differences in Sec.[d.2]

3.3 DATASET AND BENCHMARK FUNCTIONALITY

Below, we summarize RobustSpring’s corruption dataset and describe its benchmark function. Fig.[3]
shows data samples with stereo, optical flow, and scene flow estimates.
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Figure 4: Accumulated corruption robustness Rfpp for optical flow models over all corruptions
[left], only noise corruptions [middle], and accuracy vs. robustness [right]. Small values are robust
(and accurate) models. All other corruption classes color (purple), blur (blue), noise (cyan), quality
(green), and weather (yellow) are in App. [E]in Fig.[/] and Fig. @ shows accuracy vs. Median Rfpg.

RobustSpring Dataset. The final RobustSpring dataset entails 20 corrupted versions of Spring,
resulting in 40,000 frames, or 20,000 stereo frame pairs. Each corruption evaluation yields 3960
optical flows (990 per camera & direction), 2000 stereo disparities (1000 per camera), and 3960
additional scene flow disparity maps (990 per camera per direction). To discourage corruption fine-
tuning and ensure a fair benchmark, we do not provide corrupted training data, only corrupted test
data. We separately provide the raw data and a curated dataset for predicting dense matches.

RobustSpring Benchmark. RobustSpring enables uploading robustness results to a benchmark
website for display in a public ranking. To emphasize that robustness and accuracy are two axes
of model performance with equal importance (Tsipras et al.l |2019), we couple RobustSpring with
Spring’s established accuracy benchmark. Thus, researchers can report model robustness and accu-
racy on the same dataset. We provide mock-ups of this integration in App.

4 RESULTS

We evaluate RobustSpring under two aspects: First, we report initial results for 16 optical flow,
scene flow and stereo models. Then, we analyze the benchmark evaluation, particularly subsampling
strategy and ranking methods.

4.1 INITIAL ROBUSTSPRING BENCHMARK RESULTS

We provide initial results on RobustSpring for selected models from all three dense matching
tasks. For optical flow, we include GMFlow (Xu et al.l [2022b)), MS-RAFT+ (Jahedi et al., |2024),
FlowFormer (Huang et al., 2022), GMA (Jiang et al.l [2021), SPyNet (Ranjan & Black, [2017),
RAFT (Teed & Dengl |[2020), FlowNet2 (llg et al.,2017), and PWCNet (Sun et al., 2018). For scene
flow, we evaluate M-FUSE (Mehl et al., |2023a) and RAFT-3D (Teed & Deng| 2021). For stereo
estimation, we evaluate RAFT-Stereo (Lipson et al.| [2021), ACVNet (Xu et al.l 2022a)), LEASt-
ereo (Cheng et al., 2020), and GANet (Zhang et al., 2019). An overview of all models and used
checkpoints is in the Appendix in Tab. [3| Importantly, none of these models are fine-tuned to either
Spring or RobustSpring data, to assess the generalization capacity of existing models.

Optical Flow. The evaluation results in Tab. [I]and Fig. fa] show large robustness variations across
corruption types. Weather corruptions, especially rain and snow, degrade performance most, while
color corruptions have little effect. Model rankings also vary: FlowNet2 performs poorly overall
but is the most resilient to noise (Fig. #b). GMFlow achieves the lowest average Rfpg, while GMA
yields the lowest median, as detailed in Sec.

To examine accuracy—robustness relations, we plot both in Fig. Accurate models are generally
more robust, though no method dominates both dimensions, with similar findings for median ro-
bustness (Fig. . This mild tradeoff contrasts with adversarial robustness, where a strong tradeoff
is observed on optical flow (Schmalfuss et al.| 2022b). Potentially, this tradeoff is less pronounced
for image corruptions as they are not optimized per model like adversarial attacks.

Architectural trends also emerge. Transformer models (GMFlow, FlowFormer) perform best overall
but struggle with noise, likely due to global matching. Hierarchical models (e.g. MS-RAFT+) show
balanced robustness and may benefit from multi-scale feature processing to cope with quality degra-
dations. Stacked models (e.g. FlowNet2) uniquely resist noise, possibly due to their progressive
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refinement across layers. Overall, architecture influences robustness to specific corruptions, but no
paradigm is universally superior.

Scene Flow. The results for scene flow are in Tab. [da] and include optical flow and target frame
disparity predictions for M-FUSE and RAFT-3D. M-FUSE generally produces more robust optical
flow across corruptions with a lower average Rfpg than RAFT-3D. But both methods suffer sig-
nificant performance losses for severe weather like rain and noise-based corruptions, e.g. impulse
noise. Interestingly, their robustness does not improve compared to conventional optical flow mod-
els. Noise and weather corruptions remain a challenge for Disparity 2 predictions. Here, RAFT-3D
consistently achieves lower robustness scores compared to M-FUSE, but conditions like impulse
noise or rain still notably affect disparity predictions. Overall, both models have limited robustness,
but temporal consistency may contribute to lower robustness scores under several corruption types.

Stereo. Results of stereo disparity estimations are presented in Tab. The effect of the different
corruptions on the performance is significant, with noise and weather-based corruptions leading to
the largest errors, especially for GANet and LEAStereo. In particular, Gaussian and impulse noise
introduce extremely large errors, highlighting the sensitivity of stereo models to pixel-level noise.
Blur distortions, especially zoom blur, also have a severe impact on all models. In contrast, color-
based distortions generally yield smaller errors. RAFT-Stereo shows stronger resilience across most
corruption groups, performing better on color and noise based corruption than other models, but also
struggles with noise and severe weather effects such as rain and snow.

Table 2: Evaluations of the metrics used in RobustSpring.

(a) Influence of subsampling. We compare robustness (b) Robustness ranking of optical flow models
evaluations on the full test data (Full) to evaluations on with ranking strategies Average Rgpg, Median
Spring’s original subsampling (Spring), original subsam- Rgpg, and Schulze to summarize results over
pling without Hero-frames (Spring*), and our refined cor- corruptions. Please note that Schulze does not

ruption subsampling (Ours). produce numeric values.
Subsampling Rfpg Subsampling 2,
Full Spring Spring* Ours Full Spring Spring* Ours Ranking Method
% Original Data  100% 1.00% 0.94% 0.05% 100% 1.00% 0.94% 0.05% Rank Average Ripg Median Rfp; Schulze
GMFlow 298 320 298 298 40.89 41.99 40.89 40.89 1 2.98 GMFlow 1.39 GMA MS-RAFT+
MS-RAFT+ 362 3.84 3.62 362 2338 2444 2339 2339 2 3.62 MS-RAFT+ 1.47 FlowNet2 GMA
FlowFormer 377 389 377 377 2152 2239 21.53 2153 3 3.77 FlowFormer 1.71 MS-RAFT+ FlowNet2
GMA 403 428 403 4.03 2147 2259 2148 2147 4 4.03 GMA 1.92 GMFlow GMFlow
SPyNet 430 456 429 429 3832 3928 3832 3832 5 4.29 SPyNet 2.14 FlowFormer FlowFormer
RAFT 564 615 564 564 20.17 2120 20.18 20.18 6 5.64 RAFT 2.60 RAFT SPyNet
FlowNet2 701 736 701 7.01 18.84 19.79 18.84 18.84 7 7.01 FlowNet2 2.77 PWCNet PWCNet
PWCNet 725 752 725 725 3171 3255 31.72 31.71 8 7.25 PWCNet 2.82 SPyNet RAFT

4.2 METRICS AND BENCHMARK CAPABILITY

After reporting initial RobustSpring results, we analyze aspects of its benchmark character: The
subsampling strategy for data efficiency, and different ranking systems for result comparisons across
20 different prompt variations. We also validate our robustness metric for object corruptions and
explore RobustSpring’s transferability to the real-world.

Subsampling. We evaluate RobustSpring’s strict data subsampling by comparing to results on the
full test set. As shown in Tab.[2a] our subsampling strategy produces results that are nearly identical
to those that include all pixels in the robustness calculation. We observe the largest discrepancy
for Spring’s original subsampling, because it includes a handful of full-resolution Hero-frames. If
those frames are also subsampled (Spring*), results align with the full dataset. Overall, our stricter
subsampling to 0.05% of all data is not only data efficient but also exact.

Metric Ranking. To explore how ranking strategies influence the optical-flow robustness order,
we contrast our three summarization strategies: Average, Median, and Schulze (c¢f. App. [A.4.4).
The rankings in Tab. 2b| notably differ across strategies. The Average differs most from the other
rankings. For example, it ranks GMFlow 1st, which is only 4th on Median and Schulze, suggesting
a good performance across corruptions without excessive outliers but no top performance on most
corruptions. Interestingly, Median and Schulze rankings are more aligned. As Schulze’s ranking
involves complex comparisons of per-corruption rankings and must be globally recomputed for new
models, the Median ranking is a cheap approximation to it. The ranking strategy has significant
implications for selecting robust models. No model is optimal across rankings, and the rankings
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even if no rain pixels are in the Rgpg calculation. 2015)) for most optical flow models.

Figure 5: Additional evaluations of RobustSpring’s benchmark character.

accentuate different aspects: overall performance, outlier robustness, or balanced performance in
pairwise comparisons. Hence, RobustSpring reports them all.

Robustness on Object Corruptions. In RobustSpring, robustness is defined as stability of pre-
dictions under corrupted inputs: models are robust if their outputs remain consistent for clean and
corrupted scenes (Eq. [T). A natural question is whether this metric remains valid when corrup-
tions introduce moving objects, such as rain or snow. To test this, we separate the contributions of
background and corruption pixels by excluding pixels of objects like rain drops from the score cal-
culation. Object pixels are detected via the value difference d between clean and corrupted images,
and excluded if (1 — d) exceeds a threshold. Threshold 0 excludes none (the vanilla RRa), while
threshold 100 excludes all. Figure [5a] shows the robustness score if rain is excluded from the cal-
culation, along with bars indicating the amount [%] of excluded pixels. Remarkably, the robustness
score changes by at most 5% even when all rain pixels (about 90% of the image) are discarded. High
scores for rain or snow (cf. App. thus result mainly from mispredictions in the periphery of
altered pixels, not from motion predictions on altered pixels. As scene-wide effects dominate, our
stability-based robustness yields consistent rankings suited for broad robustness evaluations.

Robustness in the Real World. Finally, we investigate if RobustSpring’s corruption robustness
transfers to the real world. To this end, we select the noisiest 10% KITTI data, estimating noise as
in [Immerkaer| (1996). These noisy KITTI frames have no clean counterparts to calculate corruption
robustness REgs®. Thus, we approximate RRoe® via the accuracy difference on noisy and non-noisy
KITTI frames. To account for model-specific performance differences on Spring and KITTI, we

Noise

normalize with the clean dataset performance and show the resulting relative robustness £ in
Fig.[5b] Relatively robust models with low scores on RobustSpring are also robust on KITTI and
vice versa. The only outlier, FlowFormer, overperforms on KITTI, potentially due to outstanding
memorization capacity and exposure to KITTI during training. Because overall noise resilience on
RobustSpring qualitatively transfers to KITTI, RobustSpring supports model selection for real-world
settings where corruption robustness cannot be measured.

5 CONCLUSION

With RobustSpring we introduce an image corruption dataset and benchmark that evaluates the ro-
bustness of optical flow, scene flow, and stereo models. We carefully design 20 different image
corruptions and integrate them in time, stereo, and depth for a holistic evaluation of dense matching
tasks. Furthermore, we establish a corruption robustness metric using clean and corrupted predic-
tions, and compare ranking strategies to unify model results across all 20 corruptions. Robust-
Spring’s benchmark further supports data-efficient result uploads to an evaluation server. Our initial
evaluation of 16 optical flow, scene flow, and stereo models reveals an overall high sensitivity to cor-
rupted images. As our robustness results translate to real-world performance, systematic corruption
benchmarks like RobustSpring are crucial to uncover potential model performance improvements.

Limitations. Due to its benchmark character, we have limited the image corruptions on Robust-
Spring to a selection of 20. While this does not cover the full space of potential corruptions, this
data-budget limitation is necessary to make the RobustSpring dataset applicable and not overburden
the computational resources of researchers during evaluation.
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A APPENDIX

A.1 DISCUSSION OF ROBUSTNESS DEFINITION

Scope of RobustSpring’s robustness definition. Robustness is a multifaceted concept. In Robust-
Spring we focus on one specific and mathematically established perspective: robustness as predic-
tion stability under input corruptions. This choice is motivated by its independence from ground-
truth definitions of optical flow, and by its practical utility in assessing whether models maintain
consistent scene estimates in the presence of visual disturbances. Other notions of robustness, such
as those directly tied to ground truth, are equally valid but outside the scope of this benchmark.

Accuracy vs. Robustness. RobustSpring explicitly disentangles accuracy and robustness. Accuracy
measures the deviation between model predictions and ground truth, which depends on the adopted
definition of optical flow—here, the true 3D motion of visible surfaces projected into the 2D image
plane (Horn & Schunck, 1981} | Baker et al., 2011)). Robustness, by contrast, is defined via Lipschitz
continuity (Eq. [I) as the stability of predictions under corrupted inputs, independent of ground truth.

Why Ground-truth-free Robustness. Some works define robustness as the difference between
predictions on corrupted images and the corresponding ground truth (Ranjan et al.,2019; |Agnihotri
et al.}2024c). This approach entangles robustness with accuracy and requires ambiguous judgments
about how each corruption changes the motion field (e.g. elastic transforms, rain, snow). By adopt-
ing a ground-truth-free definition, RobustSpring avoids this ambiguity and aligns with established
robustness literature (Schmalfuss et al., 2022b} |Tsipras et al., 2019} [Taori et al.,|2020; Hein & An-
driushchenko) 2017} |Pauli et al., [2022).

Perfect Accuracy vs. Perfect Robustness. Under our definitions, a perfectly accurate method may
achieve poor robustness scores for corruptions that genuinely alter the motion field (e.g. snow, elas-
tic transform), because its predictions change in accordance with the altered scene. Conversely, a
perfectly robust method (constant predictions) is maximally stable but inaccurate. This disentan-
glement is intentional: it reveals cases where accuracy and robustness align versus diverge. Such
divergence highlights model behavior that plain accuracy metrics cannot capture.

Practical Relevance. As demonstrated in Fig. [5a] current models tend to propagate spurious fore-
ground motions introduced by rain into the background, leading to degraded scene estimates. Ro-
bustSpring’s robustness metric captures this instability and thus provides valuable insight into real-
world performance. The combination of accuracy and robustness offers practitioners a two-axis
evaluation, allowing trade-offs between precision and stability depending on the target application.

A.2 LINKS AND CHECKPOINTS FOR EVALUATED MODELS

We evaluated the original, author provided optical flow, scene flow and stereo methods on the Ro-
bustSpring dataset. Tab. [3|reports the repositories and checkpoints for the optical flow, scene flow
and stereo models, which were benchmarked on RobustSpring in Tab. I Tab. #a] and Tab.[db] Fur-
ther details on training and checkpoints for these models can be found in their original publications.

Ressources and Run Times. We conducted all evaluations on a single NVIDIA RTX A6000 (48
GB) GPU. The evaluation time of models on the RobustSpring data strongly depends on the compu-
tational efficiency and requirements of the original models. As a representative example, the optical
flow evaluation with RAFT (Teed & Dengl [2020) took 20 hours on the full RobustSpring data.

Once the methods are evaluated and the results uploaded to our benchmark server prototype, the ro-
bustness evaluation for an optical flow method takes 13 minutes on our evaluation machine (Intel(R)
Xeon(R) Gold 6130 CPU @ 2.10GHz, 8 vCPUs). The robustness evaluation for scene flow takes
about 26 minutes, and 7 minutes for stereo.

A.3 ROBUSTSPRING IMAGE CORRUPTIONS

Below, we provide supplementary information on the image corruptions for the RobustSpring
dataset. Besides visualizing further benchmark samples and supplying a video that showcases the
space- and time-integration of our corruptions, we also give details on their implementation with a
focus on RobustSpring-specific consistencies.
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Table 3: Repositories and checkpoints used for evaluating methods in RobustSpring. *The Mixed
checkpoint MS-RAFT+ is pretrained on Chairs and Things and then fine-tuned on a mix of Sintel,
Viper, KITTI 2015, Things, and HD1k.

Method Repository Checkpoint
Optical Flow
RAFT https://github.com/princeton-v1/RAFT Sintel
PWCNet https://github.com/NVlabs/PWC-Net Sintel
GMFlow https://github.com/haofeixu/gmflow Sintel
GMA https://github.com/zacjiang/GMA Sintel
FlowNet2 https://github.com/NVIDIA/flownet2-pytorch Sintel
FlowFormer https://github.com/drinkingcoder/FlowFormer-Official Sintel
MS-RAFT+  https://github.com/cv-stuttgart/MS_RAFT plus Mixed*
SPyNet https://github.com/anuragranj/flowattack (PyTorch implementation) Sintel
https://github.com/anuragranj/spynet (original implementation)
Scene Flow
M-FUSE https://github.com/cv-stuttgart/M-FUSE KITTI 2015
Stereo
RAFT-Stereo https://github.com/princeton-vl1/RAFT-Stereo/ Scene Flow (s)
ACVNet https://github.com/gangweiX/ACVNet Scene Flow (s)
LEAStereo https://github.com/XuelianCheng/LEAStereo Scene Flow (s), KITTI (k)
GANet https://github.com/feihuzhang/GANet Scene Flow (s), KITTI (k)

L

Contrast

EER

Defocus Blur Gaussian Blur Glass Blur Zoom Blur Gaussian Noise Impulse Noise Shot Noise

Figure 6: RobustSpring example frames, complementing Fig. The first row shows clean and
corrupted images. The second row shows the left and right disparity maps predicted with LEA
Stereo (Cheng et all, [2020). The third row shows the target disparities for forward left, backward
left, forward right, and backward right directions from M-FUSE (Mehl et al] [2023a)). The fourth
row shows optical flow estimates for forward left, backward left, forward right, and backward right
from RAFT (Teed & Deng, [2020). All disparities and flows are computed on the corrupted dataset.

A.3.1 ADDITIONAL CORRUPTION BENCHMARK SAMPLES

To complement the benchmark samples in Fig. 8] we show benchmark results on additional corrup-
tions in Fig.[6]
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A.3.2 VIDEO OF CORRUPTIONS

With the supplementary material, we include a video that visualizes all corruptions applied to the
Spring test dataset.

A.3.3 CORRUPTION IMPLEMENTATION

Below we provide the implementation details and parameters for all corruptions in the RobustSpring
dataset. We cluster the corruptions by their main classes. The original (uncorrupted) image is

denoted as I, while the corrupted version is I. The pixel-aligned depth values are D. In the stereo
video setting, the image subscripts ¢ and ¢t + 1 denote frames over time, while [ and r denote left
and right frame, where necessary. All of RobustSpring’s noises are independent of time, stereo and
depth, which means they are sampled independently for every single image of the dataset.

Brightness. The brightness is adapted via
I=TI+c¢, (4)

and for time- and stereo-consistent brightness changes in RobustSpring we choose the parameter

— — AT —
c=c¢=c¢ =cyq =i = 0.39.

Contrast. The equation to adapt contrast is
I =(I—mean(I))-c+ mean(I), 3)

where we selected ¢ = ¢} = ¢ = ¢l 11 = ¢{y1 = 0.16 for time- and stereo-consistent contrast
adaptations.

Saturation. For those adaptations the RGB image is transformed to HSV, and the saturation com-
ponent S is adapted via

S=5-a+p, (6)
witha =al =a) =al,; =a,, =23and 8 = 8/ = B!, = Br, = 0.01 for time- and
stereo-consistent saturation changes.

Defocus Blur. The defocus blur convolves the image with a circular mean filter C'"¢*"
I =TIxCmen (7

where we choose the radius r = 7} = 7 = 7! 11 = Tiy1 = 6 for time- and stereo-consistent
blurring.

Gaussian Blur. Gaussian blur convolves the image with a Gaussian C'9*%%%

I=TIxCgmss, (8)

where we choose the standard deviation ¢ = o = o} = ¢! 11 = 0,1 = 4 for time- and stereo-

consistent blurring.

Glass Blur. This is a Gauss-blurred image, whose pixels are afterwards shuffled via the shuffling
S(I,i,7) over several iterations 4 within a neighborhood of radius r

I=8(I%Cf™ qr), 9)
where two sets of time-consistent parameters are picked for the different stereo cameras: ol =
l

ol =120 =0} =124 =i =14 =i ,=1rl=rl,=3andr] =71}, =3.
Motion Blur. Motion blur is implemented by averaging the intensities of pixels along the motion
trajectory determined by the optical flow. Let v(z,y) = (vz(z,y),vy(x,y)) be the optical flow
vector at pixel (z,y), and let

N = max (17 {10-I(na))(||v(m,y)||J ) (10)
zy
be the number of samples along the motion path. Then, the blurred pixel is computed as
N
. 1 k k
I(x,y)—N+1];)I<x—|—sz(x,y),y—l—va(:c,y)). (11)
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Here, the scaling factor 10 controls the extent of the blur relative to the magnitude of the motion.

Zoom Blur. Zoom blur is created by averaging the original image with a series of zoomed-in
versions of itself. Specifically, let Z(I, z) denote the image I zoomed by a factor z, and let {z;} be
a set of zoom factors ranging from 1 to approximately 1.24 (in increments of 0.02). Then the final

image is computed as
N
. 1

where N is the number of zoom factors. This formulation averages the original image with its
progressively zoomed versions, resulting in a smooth zoom blur effect.

Gaussian Noise. This noise adds a random value from a Normal distribution to every pixel in the
original image, where N7 (1, 0?) is a I-shaped array of random numbers that are drawn from the
Normal distribution with mean ;. and variance o2:

I=T+a-N7(0,1). (13)
The scaling o = 0.115 is selected for all images in RobustSpring, but A/7(0, 1) is sampled anew for
every image.

Impulse Noise. Here, for a fixed fraction of pixels p, their values are replaced by the values 0 or
255. For RobustSpring, p = 0.075.

Speckle Noise. Like Gaussian noise, Speckle noise also builds on random values from a Normal
distribution, but adds these values after additionally scaling with I:

I=T1+T1-a-N7(0,1). (14)
For RobustSpring, the parameter is o = 0.45.
Shot Noise. Shot noise uses values drawn from a Poisson distribution P per pixel

j:M7 (15)

C
where ¢ = 23 for RobustSpring.

Pixelation. This is achieved by downsampling the image to size s, a fraction of its original size,
with a box filter boz (1, s), followed by upsampling up(I, s) to the size s, which is the original size:

I = up(box(I,I-¢),I). (16)

For RobustSpring, we use the size fraction ¢ = ¢} = ¢} = ¢}, = ¢/, = 0.16 for time- and

stereo-consistent pixelation.

JPEG Compression. For JPEG compression, the quality ¢ is the only variable parameter
I = JPEG(I,q), (17)

which is selected as ¢ = ¢} = ¢/ = ¢ 41 = ¢4 = 6 for time- and stereo-consistent JPEG
compression.

Elastic Transformation. The elastic transformation applies an elastic deformation using
torchvision.transforms.v2 with parameters o = 110.0 and 0 = 5.0 to control the de-
formation magnitude and smoothness, while preserving the original frame dimensions.

Spatter. The spatter corruption simulates liquid droplets by generating a liquid layer from Gaussian
noise, applying blur and thresholding, and blending it with the original image using a predefined
color.

Frost. The frost corruption overlays a frost texture onto the image by randomly selecting and resiz-
ing a pre-stored frost image and blending it with the input to create an icy appearance.

Snow and Rain. The implementation for snow and rain is based on|Schmalfuss et al.| (2023)), with
methodological and performance improvements. On the methodological side, we replaced additive
blending with order-independent alpha blending (Meshkin’s Method, McGuire & Bavoil (2013))
and included global illumination (Halder et al.,|2019) in the color rendering. Also, we expanded the
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Figure 7: Additional results on accumulated corruption robustness Rpg for optical flow models
over corruption classes color, blur, quality, and weather. More results are in Fig. @

monocular two-step motion simulation to multi-step stereo images. On the performance side, we
introduce an efficient parallel particle initialization and improve the parallel processing performance.

Fog. Fog is modelled using the Koschmieder model from |[Wiesemann & Jiang| (2016) as

D-1n(20) D-1n(20)

[=I-e "t +l-(1—e dn ), (18)

where d,, is the visibility range and ! the luminance of the sky. For RobustSpring, we use d,,, = 45
and [ = 0.8. As it directly depends on the depth D, this is depth-consistent and due to its integration
into the 3D scene it is also stereo- and time-consistent.

A.4 ADDITIONAL EXPERIMENTAL RESULTS

Below, we expand on the experiments in the main paper and provide supplementary results for our
major experiments.

A.4.1 INITIAL RESULTS FOR SCENE FLOW AND STEREO

In addition to the RobustSpring results on corruption robustness of optical flow models in Tab. [T}
the results of scene flow are shown in Tab. @al and those of stereo in Tab.

A.4.2 CORRUPTION ROBUSTNESS BY CORRUPTION GROUP

Figure |Z| shows the corruptlon robustness Ripp for each optical flow method across the remaining
four corruption groups in addition to Fig. ] in the main paper. It underlines the varying degrees of
robustness of the evaluated methods against specific types of corruption.

A.4.3 ACCURACY VS. MEDIAN CORRUPTION ROBUSTNESS

In Fig. [§] we show the accuracy-robustness evaluation with the Median corruption robustness, to
complement Fig. 4c|which uses the average corruption robustness. Even though the robustness rank-
ing of methods varies between average and media corruption robustness, cf. Sec.[#.2|for a discussion
on ranking differences, the general trend that corruption robustness and accuracy are weakly corre-
lated remains. However, there is still no clear winner, and an accuracy-robustness tradeoff persists
among particularly accurate or robust methods.
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Table 4: Initial RobustSpring results on corruption robustness of scene flow and stereo disparity
models, using corruption robustness Rf,,, Ry, and Rp, between clean and corrupted predictions.
Low values indicate robust models. Corresponding Disparity 1 from scene flow models LEAStereo
(s) for M-FUSE, and GANet (s) for RAFT-3D in Tab. |Z_5[ Stereo disparity models use Stereo (s) and
KITTI (k) checkpoints.

(a) Initial scene flow evaluation. (b) Initial stereo disparity evaluation.
Optical fl MFUSE Di iy 2 Optical fl RAFT-JDD_ ) RAFT-Stereo (s) ACVNet (s) LEAStereo (s) LEAStereo (k) GANet (k) GANet (s)
pical o isparit pical v __Disparit Fip o Ror Fip R Ro i R R Fip P For Fip R Mo iy R B
Rgpe Riy R R Ri R, Rgee Ri, Ru R, Ri Rp
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Figure 8: Accuracy vs. robustness of optical flow methods, measured as EPE and median Rfpg.
Small values indicate accurate and robust methods. Fig. shows the average Rfpg.
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Table 5: Pairwise comparison matrix for the Schulze method.

+ 3
£ g o o
e <S5 _ 232
Ts5:2E0%
v 5 )
G225 588
GMFlow | 0 9 7 16 10 16 14 12
GMA |11 0 9 19 12 17 14 14
MS-RAFT+ | 13 11 0 19 12 18 15 14
FlowFormer | 4 1 1 0 8 9 13 8
SPyNet | 10 8 8 12 0 12 14 5
RAFT | 4 3 211 8 0 14 8
PWCNet | 6 6 5 7 6 6 0 4
FlowNet2 | 8 6 6 12 1512 16 0

A.4.4 SCHULZE PAIRWISE COMPARISON MATRIX

The Schulze method is a ranking algorithm used to determine the most preferred candidate based
on pairwise comparisons. We include a pairwise comparison matrix in Table [3] for our ranking.
The table shows how often the method in row i is better than the method in column j, based on the
number of corruptions where method i achieves a lower error than method j. The ranking process
consists of the following steps:

1) Constructing the Pairwise Comparison Matrix. For each pair of methods, we count how many
times one method achieves a lower EPE than the other across different corruptions. If method A
has a lower EPE than method B in a given corruption, the corresponding entry in the matrix is
incremented.

2) Computing the Strongest Paths. We define the strength of a path from method A to method B as
the number of cases where A outperforms B. The strongest paths between methods are determined
by considering indirect paths: if method A is better than method B, and method B is better than
method C, then the strength of the indirect path from A to C is considered.

3) Determining the Final Ranking. Method A is ranked higher than method B if the strongest path
from A to B is stronger than the strongest path from B to A. This ensures that even if a method
loses to another in some comparisons, it can still be ranked higher if it consistently performs well
against other methods.

A.4.5 CORRUPTION ROBUSTNESS ON SNOW

Finally, we complement the evaluation of our corruption robustness metric in the presence of rain
in Fig. [5a] with the corresponding evaluation in the presence of snow in Fig.[0] The results with
rain translate to snow with the following minor differences: Because snow has less motion blur
than rain, it covers fewer pixels (60% of all pixels vs. 90% for rain). For snow, the score drops a
bit more than for rain when object pixels are excluded (<25% drop vs. <5% for rain), potentially
as a consequence of the increased object opacity for snow particles. Still, the background error
(= 75% contribution to corruption robustness) dominates the score, and the robustness ranking for
optical flow methods remains stable, whether snow pixels are included in the score calculation or
not. Hence, the additional evaluation on snow further substantiates the stability and expressiveness
of corruption robustness as an evaluation metric.

A.4.6 REPRODUCIBILITY

We compute the noise in the KITTI (Geiger et al.,2012) frames according to|{Immerkaer (1996)), and
select the top 10% noisiest frames. The final frames and their noise levels are listed in Tab. [6]
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Figure 9: Stability of corruption robustness Rfpp for snow corruption. Analogous rain results
in Fig.[54]

Table 6: Top 10% noisiest KITTI frames with noise estimation from Immerkaer| (1996). Frames
from kittilS5/dataset/training/image 2.
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A.5 DEPTH AND EXTRINSICS ESTIMATION FOR CORRUPTIONS

Disparity and Depth. For depth-dependent corruptions, we estimate disparity maps with MS-
RAFT+ (Jahedi et al.| 2022} 2024). On the Spring validation set, we find a mean EPE of 1.09 px
and D1-all of 5.60%. Mean EPE measures the average Euclidean distance between predicted and
ground-truth disparities, while D1-all reports the percentage of pixels with disparity error larger
than 3 px or 5% of the ground-truth disparity. These errors are sufficiently small to support realistic
augmentations. Note that depth estimates are used by only 3 of the 20 corruption types (fog, snow,

and rain; motion blur uses depth only implicitly).

Extrinsics. We estimate camera extrinsics using COLMAP 3.8. As trajectories are not expressed
in a common reference frame, quantitative pose metrics such as absolute trajectory error (ATE) or
relative pose error (RPE) cannot be meaningfully computed without a rigid alignment step, which
itself introduces error. Extrinsics are required for only 2 corruptions (snow, rain). We therefore
evaluate them qualitatively: the resulting augmentations exhibit realistic motion behavior for both

effects.

A.6 MOTION RANGE OF SPRING

As discussed in the Spring paper (Mehl et al., 2023b), the dataset covers a wider range of motion
than standard benchmarks. While Sintel (Butler et al} [2012) and KITTI (Menze & Geiger, [2015)
align with Spring for smaller motions (u: —500 to 500, v: —250 to 250), Spring extends the range
up to 1700 (u) and —750 (v). This corresponds to motion magnitudes about 1.5-3 times larger than
those in Sintel and KITTI. We highlight this here as one reason for selecting Spring as the foundation

of RobustSpring.
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A.7 INTEGRATION INTO THE SPRING BENCHMARK WEBSITE

To illustrate how RobustSpring can extend the existing Spring benchmark infrastructure, we provide
mock-ups of the website with our additional robustness results. These examples demonstrate how
robustness values can be integrated alongside existing accuracy metrics.

Overview Page. Fig. [10|shows the modified overview page for optical flow methods. Three new
columns report the average robustness scores. This extension allows users to compare methods
across both accuracy and robustness at a glance.

Method Detail Page. Fig.[TT]displays the detail page for a single optical flow method. In addition
to the accuracy results already present in Spring, robustness values are provided per corruption type,
as well as aggregated average and median robustness values. This detailed view enables users to
assess strengths and weaknesses of individual methods with respect to specific corruptions.

SPRING

Dataset & Benchmark

Spring: L. Meh, 1. Schmalfuss, A. Jahedi, ¥. Nalivayko, A. Bruhn — University of Stuttgart

Download Stereo Optical Flow Scene Flow Submit FAQ

Not logged in | Login | Create Account

Show: All | Accuracy | Robustness

Please note that methods marked "submitted by spring team” have not been finetuned on Spring

(e ot | toncdee, | g | mahed| e, | gtd | e, | oocsty | sty | soro | sgia | sy | TE | 7| wawe [ e
1 GMFlow 9935 76613 | 9060 63949 6800 37.258 = 8952 31680 5412 9901 52944 0945 2952 82337 | 298 4089 1468
0 stching” n 202
2 5041 33954 3047 25973 | 4840 19150 2055 5022 38315 0643 2189 92888 | 362 2339 1221
= St RAET 1 wen, 2023
3 5766 37204 3527 20084 5500 21858 3381 5530 35344 0723 2384 91679 | 377 2153 1121
i pring team | Z Husng X Sh, C.Zhang, @ Wang, K.C. Cheung, H. Qi J. D, and H.Li"FowFormer: & g pic 2
4 GMA code 7074 6699 66202 6281 30892 4276 28247 5614 20263 3645 5389 40327 0914 3079 90722 | 403 2147 1095
ubmitted by spring team | 5. ang, D, Campbel Y. L i and . Hartley "L F a e ceic Vison e, 2021
5 SPyNet code 20963 = 29661 77450 | 28783 78766 = 26442 56601 = 25832 92738 24803 24201 88714 4162 12866  67.150 | 429 3832 1918
and v Black — E Vision 0, 2017.
6 RAFT 6790 64087 | 5999 4107 30183 | 3434 5301 41403 1476 3198 90920 | 564 2018 1147
371 16908 | 1862 5816 49693 1040 2823 90907 | 701 1884 1109
submited by springteam| .l . Mayer, T Saikia, M. Keuper A Dosovisky, and T o = - ” 217,
8 PWCNel code 82265 82268 81747 = 82069 90400 82817 78090 81575 92761 81402 82189 89693 2288 4889 45670 | 725 3171 1644
submitted by spring team| D. Sur, X.Yang, M. i, and J. Kauz. "PWC-Net CNsfo Optca Flow Using Pyraic, Warping and Cost olume  EEE Confrence on Computa Usion and Ptten Recogriion (CPR), 2018
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Figure 10: Modified Spring benchmark overview page for optical flow. Newly added robustness
columns are highlighted in red.
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SPRING

Dataset & Benchmark

Spring: L. Mehl, J. Schmalfuss, A. Jahedi, Y. Nalivayko, A. Bruhn — University of Stuttgart
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Vision and Pattern Recognition (CVPR), 2022

Code: https://github.com/haofeixu/gmflow
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Figure 11: Modified Spring benchmark method detail page for optical flow. Robustness values
are reported for each corruption, as well as aggregated average and median scores. Newly added
sections are highlighted in red.
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