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Abstract001

Internet harmful memes have become pervasive002
across social media owing to their visual ap-003
peal and satirical content. Unlike direct hateful004
images or text, multimodal memes often em-005
bed implicit content, making their detection a006
novel challenge. Despite extensive exploration007
of existing methods for harmful meme detec-008
tion, most lack interpretability in judgments.009
To bridge this gap, we introduce MemeCourt:010
a Vision-Language Models (VLMs-) Based011
Court with Multi-Agent Collaboration Frame-012
work. MemeCourt enhances the extraction of013
implicit features through a reasoning pipeline:014
the Proposer-Agent engages in multi-round in-015
teractive questioning with the Accuser-agent016
and Defender-Agent, who each generate evi-017
dence supporting their respective stances. The018
Judge-Agent then integrates these evidences019
with precedent cases to make a final judgment020
on meme harmfulness. Experiments on three021
publicly available meme datasets demonstrate022
that our approach achieves SOTA performance,023
and improves interpretability by tracing the ex-024
plicit judging process.025

Disclaimer: This paper contains content that026
may be disturbing to some readers.027

1 Introduction028

The term “meme” was initially coined by evolution-029

ary biologist Richard Dawkins (Dawkins, 1981) to030

describe a mode of cultural information transmis-031

sion via imitation. However, with the evolution of032

online information dissemination, this concept has033

been adapted by malicious actors to spread harmful034

content, making hateful memes increasingly perva-035

sive across social media (Shifman, 2013). Unlike036

directly hateful textual or visual content, hateful037

memes thrive on users’ creativity and implicit cul-038

tural awareness (Duchscherer and Dovidio, 2016).039

In response to the urgent need for multimodal040

hateful meme detection, representative works like041

MOMENTA (Pramanick et al., 2021b) and DIS- 042

ARM (Sharma et al., 2022) employ deep multi- 043

modal neural networks. These models achieve 044

strong results on specific datasets but suffer from 045

opaque judging processes, rendering them black 046

boxes that lack convincing justifications for their 047

detection outcomes. While the explainable model 048

EXPLAINHM (Lin et al., 2024) uses multimodal 049

debate via Large Language Models (LLMs) to gen- 050

erate contradictory rationales for interpretability, 051

its reasoning remains incomplete and ultimately 052

relies on conventional binary classifiers for the fi- 053

nal decision, limiting the completeness of its inter- 054

pretability. 055

We analyze the above challenges from two key 056

perspectives. First, existing models cannot effec- 057

tively capture the implicit relationships between 058

images and texts, resulting in an incomplete un- 059

derstanding of harmful content. For example, as 060

demonstrated in Figure 1 (a), the sarcastic and dis- 061

criminatory information in memes cannot be under- 062

stood apart from any of the modalities. Second, the 063

models lack a coherent and transparent reasoning 064

chain, resulting in incomplete and less interpretable 065

reasoning processes. This ultimately undermines 066

the credibility of their predictions. 067

To bridge the gaps, we introduce a Vision- 068

Language Models (VLMs-)Based Court with Multi- 069

Agent Collaboration Framework (MemeCourt) in- 070

spired by judicial adjudication processes, where 071

four pre-trained VLM-based or LLM-based 072

agents, including Proposer-Agent, Accuser-Agent, 073

Defender-Agent, and Judge-Agent, collaborate in 074

an adjudication pipeline to enhance implicit fea- 075

ture extraction and interpretability. The detection 076

process is illustrated in Figure 1 (b). First, the 077

Proposer-Agent performs semantic extraction on 078

the meme image to obtain an initial objective de- 079

scription, which is then communicated separately 080

to the Accuser-Agent and the Defender-Agent. 081

Each agent engages in multi-round interactive ques- 082
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Figure 1: (a) Illustration of memes. The first one is
harmful, conveying racial discrimination through the
use of offensive metaphors. The second one is harmful,
adopting gratuitous vilification to express a politically
biased stance. (b) A brief illustration of MemeCourt.

tioning, guided by their priori-stances, to uncover083

subjective evidence from their own perspectives.084

Finally, the Judge-Agent integrates the views from085

both sides along with the objective description, and086

combines this information with precedent cases to087

deliver a well-reasoned verdict. Our contributions088

can be summarized as follows:089

• Innovative Multi-Agent Collaboration090

Framework: We propose a novel VLM-091

based framework inspired by judicial092

adjudication. It introduces four agents that093

engage in multi-round questioning to generate094

evidence, with the Judge-Agent leveraging095

a retrieval-augmented generation (RAG)096

mechanism to incorporate precedent cases in097

its final judgment.098

• Interpretable Reasoning via Traceable Ad-099

judication: By modeling detection as a court-100

room debate, MemeCourt constructs a trans-101

parent reasoning chain. The agents pro-102

vide objective descriptions, uncover subjec-103

tive evidence, and combine arguments with104

precedents to yield traceable and human-105

understandable interpretations, thus address-106

ing the limitations of black-box models.107

• State-of-the-Art Performance and Open-108

Source Availability: MemeCourt achieves109

SOTA performance on three public meme110

datasets and releases open-source code to pro-111

mote reproducibility and further research.112

2 Related Work 113

Harmful Meme Detection. The task gained sig- 114

nificant traction due to the widespread dissemi- 115

nation of virulent multimodal content across so- 116

cial platforms (Arora et al., 2023). Early ap- 117

proaches relied on unimodal analyses of either vi- 118

sual or textual features, but these struggled to cap- 119

ture the synergistic interplay of meme components. 120

Subsequent advances shifted to multimodal deep 121

learning frameworks like MOMENTA (Pramanick 122

et al., 2021b), DISARM (Sharma et al., 2022), and 123

ISM(Yang et al., 2023) to improve accuracy via 124

transformer-based fusion and contextualized en- 125

tity embeddings. However, these models remain 126

opaque black boxes, lacking traceable reasoning 127

chains critical for trustworthy content moderation. 128

Recent efforts have turned to multimodal large lan- 129

guage models (MLLMs), employing prompt engi- 130

neering (Ji et al., 2023), fine-tuning strategies(Lin 131

et al., 2023; Huang et al., 2024), and multi-agent 132

debate frameworks (Lin et al., 2024) to enhance 133

interpretability. Yet, these still fail to construct 134

complete, coherent reasoning pipelines, limiting 135

their reliability. Our work bridges this gap by intro- 136

ducing MemeCourt, a framework that instantiates 137

a reasoning chain to enable transparent and human- 138

understandable verdict-making in harmful meme 139

detection. 140

Multi-agent Collaboration. In recent years, 141

LLM-based agents have emerged as a promis- 142

ing paradigm for task-oriented automation. Re- 143

searchers have explored diverse strategies to 144

enhance coordination by leveraging pre-trained 145

LLMs, including multi-turn agent-human commu- 146

nication (Wang et al., 2024), contrastive reason- 147

ing(Wu et al., 2024), agent teams optimization 148

algorithms(Liu et al., 2024)demonstrating syner- 149

gistic advantages in domains like recommender 150

systems (Fang et al., 2024) and socially sensi- 151

tive decision-making(Piatti et al., 2024). How- 152

ever, no prior work has applied this paradigm to 153

harmful meme detection. Our approach is the 154

first to introduce a courtroom-inspired multi-agent 155

collaboration framework. Building on the syn- 156

ergistic advantages of multi-agent systems, our 157

approach deploys autonomous agents (Proposer- 158

Agent, Accuser-Agent, Defender-Agent, Judge- 159

Agent) to simulate distinct judicial roles. This 160

collaboration enables transparent adversarial argu- 161

mentation, systematic evidence aggregation, and 162

precedent-grounded adjudication, enhancing both 163
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Figure 2: Overview of our method. The overall framework is a verdict pipeline consisting of “Proposer-
Defender/Accuser-Judge” with mechanisms of ChatCaptioner and RAG to enhance multimodal information under-
standing.

interpretability and detection accuracy by modeling164

human-like deliberation.165

3 Our Approach166

3.1 Overview167

Based on the above insights, we formulate harmful168

meme detection as a multimodal reasoning task169

grounded in natural language processing(NLP).170

Given a meme dataset M = {T,G}, where T171

represents the textual component and G the cor-172

responding visual content, our approach aims to173

generate a verdict output consisting of its label174

and a detailed analysis for its judgment. This175

output not only classifies the meme but also pro-176

vides a traceable justification for the verdict. To177

achieve this, we design a multi-agent adjudica-178

tion framework inspired by courtroom proceed-179

ings, namely “MemeCourt”, proposing a “Pro-180

poser–(Defender/Accuser)–Judge pipeline“. Each181

agent is implemented by an independent LLM or a182

VLM, simulating a collaborative judicial process.183

The Proposer-agent conducts the initial semantic184

interpretation of multimodal content of the meme.185

The Defender and Accuser agents gather subjec-186

tive and contextual evidence via iterative inquiry,187

namely ChatCaptioner (Zhu et al., 2023) mecha-188

nism. And the Judge-Agent integrates both subjec-189

tive elaborations and objective references(via RAG190

mechanism) to render the final verdict and clos-191

ing argument. This modular framework enables 192

the incorporation of both subjective reasoning and 193

objective retrieval, while maintaining transparent 194

reasoning logs across all stages. As a result, the 195

system exhibits high interpretability and provides a 196

complete chain of reasoning for each adjudication. 197

The overview of our framework is shown in 198

Figure 2. It consists of Proposer-Agent(§ 3.2), 199

Defender-Agent/Accuser-Agent with ChatCap- 200

tioner mechanism(§ 3.3), and Judge-Agent with 201

RAG mechanism(§ 3.4). 202

3.2 Proposer-Agent 203

We design an agent named Proposer based on a pre- 204

trained multimodal large language model to per- 205

form preliminary understanding and extraction of 206

visual content. Given a meme image M = {T,G}, 207

Proposer-Agent takes the image G as input, along 208

with a fixed prompt template pstart designed to 209

elicit strictly objective visual descriptions. The 210

prompt instructs the model to describe visible ele- 211

ments in the image without inference. 212

Formally, the output is a natural language de- 213

scription D = Proposer (G, pstart), which is 214

stored as a structured JSON field in our reason- 215

ing pipeline. This stage deliberately excludes text 216

content T to avoid introducing subjective bias into 217

early-stage interpretation. 218
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Algorithm 1 ChatCaptioner Mechanism Between
an Agent and the Proposer-Agent

Input: Meme image M = {T,G},
Initial description D,
Minimum and maximum rounds Rmin, Rmax,
Entropy threshold ϵ,
Role agent A (Defender or Accuser),
Multimodal-LLM agent P (Proposer)

Output: Final summary S = {h_score, jst}
1: Initialize dialogue historyH ← ∅
2: Slast ← None
3: for r = 1 to Rmax do
4: Generate query qr ← A.Ask(H, D, T )
5: Generate answer ar ← P.Answer(qr, G)
6: Append (qr, ar) toH
7: Generate Sr ← A.Summarize(H)
8: if r ≥ Rmin then
9: if Slast ̸= None then

10: Compute δ ← ∆Entropy(Sr, Slast)
11: if δ < ϵ then
12: break
13: end if
14: end if
15: end if
16: Slast ← Sr

17: end for
18: return Sr

3.3 Debate between Defender-Agent and219

Accuser-Agent220

Based on LLMs, we devise two agents with op-221

posing stances: Defending and Accusing. Given222

a meme description D generated by the Proposer-223

Agent, the Defender-Agent and Accuser-Agent are224

envisioned to debate the proposition of whether225

the meme M is harmful. Similar to the roles of226

plaintiff’s lawyers and defendant’s lawyers in court-227

rooms, both agents gather evidence by engaging in228

iterative inquiries with the Proposer-Agent, which229

we refer to as the ChatCaptioner(Zhu et al., 2023).230

Specifically, we instruct the Defender-Agent and231

Accuser-Agent(LLMs) to generate questions target-232

ing the initially described image in order to max-233

isimize the information they get, each driven by234

their respective priori-stances. These questions235

are then answered by the Proposer-Agent(VLM).236

We introduce an automatic termination mechanism237

for the ChatCaptioner process based on informa-238

tion entropy. After each round of dialogue, the239

Defender and Accuser agents generate a summary240

Algorithm 2 Multimodal Retrieval-Augmented
Generation for Judgment

Input: Subjective arguments SrA, SrD from
Accuser-Agent and Defender-Agent;
Objective facts D, T , G from Proposer-Agent;
Retrieval databaseR (disjoint from test set)

Output: Final decision C = {label, analysis}
1: Encode T and G into embedding qtext, qimage
2: Initialize list of retrieval candidates C = [ ]
3: for each (Ti, Gi) inR do
4: Encode Ti and Gi into eitext, e

i
image

5: Compute si = α · sim(qtext, e
i
text)+(1−α) ·

sim(qimage, e
i
image)

6: Append (Ti, Gi, si) to C
7: end for
8: Select top-k cases with highest si from C as
Ctop

9: Construct input prompt by concatenating SrA,
SrD, D, T , G, and Ctop

10: Generate final decision C = Judge(prompt)

based on the initial description and accumulated 241

dialogue history. We compute the difference in 242

information entropy between the current and previ- 243

ous summaries. When this difference falls below 244

a predefined threshold, we consider that the con- 245

versation has converged to the maximum degree of 246

information and therefore terminate the interaction. 247

The entropy Entropy(sr) is calculated as follows: 248

Let Sr = {s1, s2, . . . , sk} be the set of unique 249

characters in the text, pi = ni
N , N =

∑k
i=1 ni 250

where N is the total number of characters, ni is the 251

number of occurrences of a character. 252

Entropy(sr) = −
k∑

i=1

ni

N
log2

(ni

N

)
(1) 253

We argue that this stance-guided interaction sig- 254

nificantly improves semantic grounding, thereby 255

enhancing the overall effectiveness of multimodal 256

information extraction and interpretation in our 257

framework. The process can be represented by 258

Algorithm 1. 259

After this interaction, each agent outputs SD
r or 260

SA
r , containing a summary describing the meme 261

more precisely and a textual justification for the 262

priori-stances. 263

3.4 Rational Verdict by Judge-Agent 264

Inspired by the role of a judge in courtroom pro- 265

ceedings, we introduce a VLM-based agent called 266
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Judge to make the final verdict. The Judge-267

Agent receives (1) subjective arguments from the268

Defender-Agent (SD
r ) and the Accuser-Agent (SA

r ),269

each derived from their respective reasoning pro-270

cesses, and (2) objective evidence including the ini-271

tial visual description D, meme text T , and image272

content G, all provided by the Proposer-Agent. In-273

spired by the judicial practice of referencing prece-274

dent cases during verdict-making, we integrate a275

multimodal retrieval-augmented generation (RAG)276

mechanism.277

For RAG, we encode both the textual summaries278

Sr, and the meme image using a pretrained CLIP279

model. Then, we compute their respective similari-280

ties with all samples in the retrieval library. These281

similarity scores are merged via a weighted aver-282

age using a predefined ratio. Based on the resulting283

combined scores, we select the top k most similar284

meme samples, which are subsequently incorpo-285

rated into the Judge-Agent’s input prompt for final286

verdict-making. The procedure of RAG mechanism287

is detailed in Algorithm 2. RAG enables Judge-288

Agent to retrieve similar historical cases from a289

dedicated, non-overlapping subset of the dataset290

and incorporate them into the reasoning process as291

references.292

The final output of Judge-Agent for a given293

meme image is represented as C, consisting of the294

label and the detailed analysis, where the “label”295

denotes the predicted harmfulness of the meme,296

and the “detailed analysis” provides the rationale297

behind the verdict, analogous to a closing argu-298

ment.299

4 Experiments300

4.1 Datasets and Experimental Settings301

Datasets. To evaluate the effectiveness of our302

proposed framework, we conducted comparative303

experiments on three publicly available meme304

datasets: Harm-C(Pramanick et al., 2021a), Harm-305

P(Pramanick et al., 2021b), and FHM(Kiela et al.,306

2020). Harm-C focuses on COVID-19-related307

memes, Harm-P on U.S. political memes, and FHM308

covers a broader range of topics. The FHM dataset309

provides binary labels, with each meme annotated310

as either 1 (harmful) or 0 (harmless). In contrast,311

Harm-C and Harm-P offer three-level annotations:312

“not harmful”, “somewhat harmful”, and “very313

harmful”. Since our method relies entirely on pre-314

trained LLMs and VLMs without any fine-tuning or315

supervised learning, its performance is highly sensi-316

tive to the reliability of the dataset labels. To ensure 317

the clarity and extremity of class definitions, we ex- 318

cluded all samples labeled as “somewhat harmful” 319

from Harm-C and Harm-P, retaining only those an- 320

notated as either “not harmful” or “very harmful”. 321

Implementation. We evaluated our approach 322

using standard classification metrics, including ac- 323

curacy and Macro F1-score. To assess the effect 324

of different model capacities, we conducted com- 325

parative experiments using three variants of the 326

Qwen2.5-VL multimodal model: 3B, 7B, and 32B. 327

Through several attempts, we adopt Qwen2.5-VL 328

32B and set k of RAG selection to 3. 329

4.2 Experimental Results 330

4.2.1 Baselines 331

We compare our method with some models, in- 332

cluding unimodal ones and multimodal ones. For 333

unimodal models, we consider Text BERT(Devlin 334

et al., 2019) as text-only model, which inputs the 335

text matched with meme into the pretraining lan- 336

guage model BERT, and completes the binary clas- 337

sification task through fine-tuning. 338

For image-only models, we consider Image- 339

Region(He et al., 2016; Ren et al., 2017), which 340

focuses on local area information (such as face, 341

object, text, etc.) in meme. 342

For multimodal models, we consider: 1) Late 343

Fusion(Pramanick et al., 2021a), using indepen- 344

dent visual models to extract image features, and 345

language models to extract meme text features; 2) 346

MMBT(Kiela et al., 2019), sending image and text 347

embeddings to BERT as a whole for joint coding 348

and classification. 3) VisualBERT(Li et al., 2019; 349

Lin et al., 2014), with image and text information 350

jointly built through a unified Transformer encoder. 351

4) VilBERT(Lu et al., 2019; Sharma et al., 2018), 352

processing image and text input independently 353

through two parallel Transformer coding streams; 354

5) MOMENTA(Pramanick et al., 2021b), using 355

CLIP to obtain global image–text embeddings; 6) 356

MaskPrompt(Cao et al., 2023b; Liu et al., 2019), 357

a prompt based framework; 7) Pro-Cap(Cao et al., 358

2023a), with a frozen vision–language model and 359

a lightweight text classifier; 8) EXPLAINHM(Lin 360

et al., 2024), which built a debate framework. 361

4.2.2 Overall Performance 362

Table 1 presents a comparison of our method with 363

several previous state-of-the-art (SoTA) approaches 364

in terms of accuracy across three datasets. Uni- 365

modal methods generally perform worse than mul- 366
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Table 1: Harmful meme detection result in 3 different datasets. The accuracy(%) are reported as the metric. The
best and second best result are in bold and in underlined, respectively.

Dataset Harm-C Harm-P FHM
Model Acc. Mac-F1 Acc. Mac-F1 Acc. Mac-F1
Text BERT(Devlin et al., 2019) 70.17 66.25 80.12 78.35 57.12 41.52
Image-Region(He et al., 2016) 68.74 62.97 73.14 72.77 52.34 34.19
Late Fusion(Pramanick et al., 2021a) 73.24 70.25 78.26 78.5 59.14 44.81
MMBT(Kiela et al., 2019) 73.48 67.12 82.54 80.23 65.06 61.93
VisualBERT(Li et al., 2019) 81.36 80.13 86.80 86.07 61.48 47.26
ViLBERT(Lu et al., 2019) 78.70 78.09 87.25 86.03 64.7 55.78
MOMENTA(Pramanick et al., 2021b) 83.82 82.80 89.84 88.26 61.34 57.45
MaskPrompt(Cao et al., 2023b) 84.47 81.51 88.17 87.09 72.98 65.24
Pro-Cap(Cao et al., 2023a) 85.01 83.17 89.32 87.91 74.95 71.68
EXPLAINHM(Lin et al., 2024) 87.00 86.41 90.73 90.72 75.60 75.39
MemeCourt 88.76 88.75 92.99 92.83 77.19 75.69

timodal methods, as the integrated understanding367

of visual and textual information is essential for in-368

terpreting the nuanced connotations of memes. The369

multimodal models outperformed the unimodal370

models in the second group. EXPLAINHM, by com-371

parison, introduced a debate-based framework that372

leverages large language models to generate both373

supporting and opposing arguments before synthe-374

sizing a final judgment, achieving notable improve-375

ments in both classification accuracy and model376

interpretability.377

Our method, MemeCourt, outperforms the previ-378

ous state-of-the-art model EXPLAINHM by 0.62%,379

2.26%, and 1.59% in terms of accuracy on the380

Harm-C, Harm-P, and FHM datasets, respectively.381

We attribute the superior performance of Meme-382

Court to two key factors. First, the large language383

models nowadays possess the capacity for ethical384

reasoning and value-based judgment. Second, the385

courtroom-inspired multi-agent structure enables386

the Judge-agent to synthesize multiple perspectives387

and arrive at informed, balanced verdicts. Impor-388

tantly, our model surpasses all baselines in inter-389

pretability, providing a coherent chain of reasoning390

that culminates in a “closing argument”-a final jus-391

tification that facilitates human understanding and392

enhances the traceability of the verdict-making pro-393

cess.394

4.3 Ablation Studies395

We perform ablation experiments on the Harm-C396

dataset. The results of the ablation experiments are397

demonstrated in Table 2.398

To assess the contribution of each key compo-399

Table 2: Results of ablation and exploring experiments

Dataset Harm-C
Model Acc. Mac-F1
MemeCourt 88.76 88.75

w/o RAG 80.23 63.29
w/o D/A 63.17 53.19
w/o CC 74.58 71.44
Dull Judge 54.97 49.16

nent within the proposed framework, we conducted 400

ablation studies by removing individual modules 401

from MemeCourt. Specifically, we designed three 402

ablated variants: (1)w/o RAG a version without the 403

RAG mechanism, (2)w/o D/A a version without 404

the Defender and Accuser agents, (3)w/o ChatCap- 405

tioner(CC) a version without ChatCaptioner mech- 406

anism, and (4) a dull Judge, where the VLM inde- 407

pendently determines the harmfulness of memes. 408

All other variables are held constant across experi- 409

ments to ensure fair comparison. 410

The individual agents within the MemeCourt 411

framework, along with the two key mechanisms, 412

ChatCaptioner and RAG, are all essential compo- 413

nents. The absence of any of these leads to a no- 414

table decline in classification accuracy. In the w/o 415

RAG group, the performance drop suggests that 416

referring to previously adjudicated meme cases 417

can effectively enhance the Judge-Agent’s verdict- 418

making capability. The w/o D/A group demon- 419

strates that bilateral argumentation, by incorporat- 420

ing both defending and accusing perspectives, of- 421

fers the Judge-Agent more diverse viewpoints and 422

contributes to more objective and comprehensive 423
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Table 3: Results of exploring experiments

Dataset Harm-C
Model Acc. Mac-F1

Qwen-VL-3B 76.90 76.72
Qwen-VL-7B 87.62 87.61
Qwen-VL-32B 88.76 88.75
priori-stance 88.76 88.75
post-stance 44.37 31.55

judgments. In the w/o ChatCaptioner(CC) group,424

the lack of multi-turn Q&A significantly reduces425

the agents’ ability to extract implicit visual seman-426

tics and to thoroughly integrate the multimodal427

content of meme images. Finally, the Dull Judge428

group reveals the limitation of relying solely on a429

VLM for harmful meme detection, indicating that430

such direct judgment without interaction leads to431

less reliable outcomes.432

4.4 Discussions433

4.4.1 Impact of Model Size434

Given that our MemeCourt framework operates in435

a zero-shot setting, it inherently relies heavily on436

the capabilities of pre-trained large language mod-437

els. To evaluate the impact of model capacity on438

performance, we further compare the results using439

Qwen-VL with 3B, 7B and 32B parameters as the440

backbone for our agents on the Harm-C dataset.441

As shown in the second part of Table 3, overall442

performance improves with the increase in model443

size (e.g., from 7B to 32B). We attribute this trend444

to the framework of MemeCourt being fundamen-445

tally dependent on VLMs. Larger models, which446

are typically trained with greater capacity and on447

more extensive data, provide stronger language448

and visual reasoning capabilities. As a result, each449

agent in the MemeCourt framework can generate450

more accurate judgments and produce more precise451

outputs.452

4.4.2 Impact of Stance-Input Timing453

As part of our exploration, we conducted an ex-454

periment to investigate how the timing of role455

assignment (i.e., defending or accusing) affects456

agents’ behavior. Specifically, instead of informing457

the Defender-Agent and Accuser-Agent of their458

stances prior to initiating the Q&A process, we de-459

layed the role assignment until the summary stage.460

This modification led to significantly different out-461

comes, as quantitatively demonstrated in third part462

of Table 3, while Figure 3 shows the difference463

Figure 3: Differences in dialog performance of Chat-
Captioner with and without a priori-stance

between the questions asked with or without an a 464

priori-stance. 465

When agents are assigned an a priori-stance, 466

their questioning becomes more targeted, which 467

facilitates more efficient extraction of relevant in- 468

formation. The number of Q&A rounds is generally 469

reduced when agents are pre-assigned stances, sug- 470

gesting that targeted questioning accelerates con- 471

vergence by improving information acquisition ef- 472

ficiency. 473

4.5 Interpretability Analysis 474

In addition to achieving detection performance 475

comparable to existing state-of-the-art methods, 476

our approach offers a key advantage in interpretabil- 477

ity. By simulating courtroom scenarios, the multi- 478

agent collaboration provides a coherent and trans- 479

parent reasoning chain for the task of harmful 480

meme detection. As illustrated in Figure 4, the rea- 481

soning process for memes_8260.png in the Harm-P 482

dataset demonstrates how the system reaches its fi- 483

nal decision through agent interaction. 484

The Proposer-Agent initially fails to identify the 485
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Figure 4: An example of reasoning chain of our method. Our approach provides a complete chain of traceable
reasoning logic that exhibits strong interpretability.

key historical figure, Hitler, in the meme image, in-486

dicating an incomplete semantic understanding of487

the visual content. Through iterative Q&A rounds488

with ChatCaptioner, however, both the Accuser-489

Agent and Defender-Agent gradually extract this490

crucial information from the Proposer’s responses491

and build their respective analyses. Interestingly,492

the Defender-Agent, which is in a disadvantaged493

position in this specific case, engages in signifi-494

cantly more interaction rounds (10 versus. 6) com-495

pared to the Accuser-Agent. This suggests a slower496

convergence in evidence gathering, likely due to497

the difficulty of constructing a convincing defense.498

The distribution of the Q&A rounds with respect to499

the agent and label of ground-truth can be demon-500

strated in Figure 5. Qualitatively, the Defender’s ar-501

guments appear forced and less coherent, whereas502

the Accuser’s reasoning is more concise and per-503

suasive. The Judge adopts the Accuser-Agent’s504

position and delivers a decisive final verdict.505

5 Conclusion506

We propose MemeCourt, a novel framework for507

detecting harmful memes that simulates a court-508

room setting. Built upon a multi-agent collabora-509

tion system grounded in VLMs, MemeCourt orga-510

nizes its verdict-making process through a “Pro-511

poser–(Defender/Accuser)–Judge” pipeline that512

Figure 5: Distribution of the Q&A rounds. Agent that
has the advantage in the debate usually goes through
fewer Q&A rounds, suggesting that its dominance leads
to a faster convergence to maximum informativeness.

mirrors judicial reasoning. Evaluated on three 513

widely-used benchmark datasets, our framework 514

achieves strong performance, demonstrating its ef- 515

fectiveness. Ablation studies further validate the 516

critical roles of individual components, such as the 517

ChatCaptioner module, the retrieval mechanism, 518

and dual-agent debates, in enhancing both accuracy 519

and interpretability. Most importantly, MemeCourt 520

produces a transparent, and traceable reasoning 521

chain, offering a new perspective on enhancing 522

interpretability in harmful meme detection, and 523

potentially in broader multimodal judgment tasks. 524
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Limitations525

While MemeCourt makes notable progress in in-526

terpretability for harmful meme detection, several527

limitations remain.528

(1) Notably, MemeCourt operates in a zero-shot529

setting without any fine-tuning, relying entirely530

on pretrained VLMs to perform ethical inference531

through interaction. In future work, we plan to532

lightly fine-tune certain agent models to better533

adapt them to the specific task of harmful meme534

detection, thereby improving task sensitivity and535

robustness.536

(2) Additionally, the multi-agent framework in537

MemeCourt may suffer from inconsistency among538

agents’ judgments, especially in cases involving539

subtle, culturally dependent, or ambiguous memes.540

Such disagreements can reduce the overall stability541

and reliability of the system’s decisions.542

(3) The interaction-based reasoning process in-543

troduces nontrivial computational overhead, as544

each instance requires multiple rounds of agent545

communication and deliberation. This limits the546

scalability of MemeCourt in real-time or large-547

scale deployment scenarios.548

(4) Finally, the agents in MemeCourt heavily549

rely on the representations and biases embedded550

in their underlying pretrained models. As a result,551

their ethical reasoning is constrained by the limita-552

tions of the original training data, which may not553

fully capture the nuances of harmful content across554

diverse social and cultural contexts.555
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A Appendix721

A.1 Baseline details722

In this study, we constructed and compared the723

performance of a baseline model using the binary724

classification task Accuracy and Macro F1 score725

(Mac-F1) from three datasets: Harm-C, Harm-P,726

and FHM as evaluation metrics.727

Text BERT(Kuang et al., 2021) is a single mode728

text baseline method, which only uses the origi-729

nal text in meme to judge the harmfulness. This730

method inputs the text matched with meme into731

the pretraining language model BERT, and com-732

pletes the binary classification task through fine733

tuning. The model relies on the aggressive or hate734

tendency expressed by the language content itself,735

but it cannot capture the implicit semantics con-736

veyed in the image, so its performance is limited in737

the face of complex memes such as semantic irony,738

inconsistent graphics and text.739

Image Region(He et al., 2016) is an image based740

unimodal method that focuses on local area infor-741

mation (such as face, object, text, etc.) in meme.742

Usually, key areas are located by means of object743

detection or image segmentation, and their visual744

features are extracted to complete the hazard iden-745

tification. Although this method can capture the746

detail signal in the image, due to the lack of under-747

standing of the meme text content, it is easy to miss748

the implicit attack intention brought by the combi-749

nation of image and text, resulting in the overall750

judgment is not accurate enough, especially when751

the text information is ironic or negative.752

Late Fusion(Pramanick et al., 2021a) is a multi-753

modal baseline method, which is used in this task754

to process images and texts separately before fu-755

sion. Specifically, the method uses independent756

visual models (such as ResNet) to extract image757

features, and language models (such as BERT) to758

extract meme text features. Both are trained inde-759

pendently, and finally feature stitching a weighted760

combination is performed at the classification level761

to complete the recognition task of harmful or at-762

tacking objects. Although this method is simple763

to implement and has the advantage of modularity,764

it is difficult to capture complex semantic relation-765

ships such as cross modal irony and irony because766

the image text semantics are not fully interactive767

in the early stage, so it is not as good as the deep768

fusion method on data sets such as HarMeme.769

MMBT(Kiela et al., 2019) is a concise and ef-770

ficient multimodal baseline model, which can en-771

hance the text dominated multimodal classification 772

task by introducing image information into the text 773

coding process. Its core approach is to project the 774

image features into the same embedding space as 775

the text token on the premise of keeping the pre 776

training weight of the text encoder unchanged, and 777

splice them to the original text as a “pseudo to- 778

ken”, and then send them to BERT as a whole for 779

joint coding and classification. This method has the 780

advantages of simple structure, high training effi- 781

ciency, easy expansion, and achieves or approaches 782

SOTA performance in multiple text dominated mul- 783

timodal tasks. Although it does not use the complex 784

cross modal pre training mechanism like ViLBERT, 785

MMBT still shows good multi-modal understand- 786

ing ability, especially on the test set designed for 787

the relationship between images and texts. 788

ViLBERT(Lu et al., 2019) is a dual stream multi- 789

modal model designed for joint modeling of vision 790

and language, which extends the classical BERT 791

architecture. The model processes image and text 792

input independently through two parallel Trans- 793

former coding streams, and realizes cross modal 794

information interaction through co interactive trans- 795

former layers in the middle. On the Conceptual 796

Captions dataset, which is automatically collected 797

on a large scale, ViLBERT conducts pre training 798

with the help of two proxy tasks to learn the com- 799

mon visual language alignment representation, and 800

then migrates to multiple downstream tasks through 801

a few structural changes, such as visual question 802

answering, visual common sense reasoning, refer- 803

ence parsing, and caption based image retrieval, 804

all of which have achieved significant performance 805

improvements. 806

MOMENTA(Pramanick et al., 2021b) detects 807

harmful memes and their attack targets by: using 808

CLIP to obtain global image–text embeddings; ex- 809

tracting local cues—face/ROI features via Google 810

Vision API + VGG-19 and image-attribute text via 811

DistilBERT—then selecting and fusing the most 812

relevant ones with self-attention; integrating global 813

and local cues through a Cross-Modal Attention 814

Fusion (CMAF) module; and jointly predicting 815

meme harmfulness and target category with a dual- 816

task head trained with focal loss. ROIs, attributes, 817

and CMAF each boost Accuracy, Macro-F1, and 818

MMAE, and the model generalizes well across 819

Harm-C and Harm-P datasets. 820

Visial Bert(Li et al., 2019) is a multimodal pre- 821

training model that fuses image and text, as one of 822

the multimodal baselines in this paper. This model 823
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encodes the image input of meme as visual features824

(usually extracted from the image area features825

of the object detection model), and uses the text826

of meme as language input. The two models are827

jointly built through a unified Transformer encoder.828

Visual BERT can capture the explicit correspon-829

dence between images and texts, and is suitable for830

meme classification tasks with highly consistent831

images and texts. However, in meme recognition832

tasks that face implicit semantics or have complex833

attack intentions and delicate image text relation-834

ships, their performance is limited by the lack of835

optimization for hate semantics during pretraining,836

and their interpretability and antagonism robust-837

ness are low.838

MaskPrompt(Cao et al., 2023b) is a prompt-839

based framework designed for multimodal hate-840

ful meme classification. It leverages the implicit841

knowledge embedded in pretrained language mod-842

els (PLMs), such as RoBERTa, by converting mul-843

timodal inputs into textual prompts. Specifically,844

images are first transformed into textual descrip-845

tions (captions), which are then combined with846

the meme’s original text. These combined texts847

are structured into prompts that guide the PLM848

to classify the meme as hateful or not. By utiliz-849

ing simple prompts and a few in-context examples,850

PromptHate effectively exploits the PLM’s under-851

standing without the need for extensive fine-tuning.852

Experimental results demonstrate that PromptHate853

achieves a high AUC of 90.96, outperforming sev-854

eral state-of-the-art baselines on hateful meme clas-855

sification tasks.856

Pro-cap(Cao et al., 2023a) works in two stages:857

a frozen vision–language model tackles each meme858

in a zero-shot VQA setting, asking probing ques-859

tions about hate-prone attributes such as race, gen-860

der, or religion; the answers are concatenated into861

a target-centric caption rich in key cues; the Pro-862

Cap plus the meme’s original text are fed into a863

lightweight text classifier (BERT or PromptHate)864

that performs hateful-meme detection purely via865

language modeling. The approach avoids fine-866

tuning large PVLMs and sidesteps costly en-867

tity/demographic labeling, yet achieves sizable Ac-868

curacy and AUC gains on FHM, MAMI, and HarM869

benchmarks. It is more robust to real-world noise,870

generalizes better across datasets, and its target-871

focused captions provide clear interpretability.872

EXPAINHM(Lu et al., 2024) The research first873

introduced “Multimodal Debate” (MD) on the vi-874

sual language model LLaVA, making the model875

generate contradictory interpretations from the po- 876

sitions of harmless and harmful respectively; Then, 877

the peer model acts as “LLM Judge”, comparing 878

the persuasiveness of the two explanations and giv- 879

ing a preliminary judgment of harmfulness; Then, 880

the preference sorted interpretation is input into the 881

small LM judge with smaller parameters together 882

with the original text and image, and the final classi- 883

fication is completed through cross attention fusion 884

of visual and text information and only fine-tuning 885

the small model. In the experiment, Accuracy and 886

Macro-F1 were used to evaluate the detection per- 887

formance of harmful memes on Harm-C, Harm-P 888

and FHM datasets, and GPT-4 and manual scoring 889

were used to explain the quality in five dimensions 890

of Informativeness, Readability, Soundness, Con- 891

sistency and Persistence; The ablation experiment 892

further verified the contribution of each submodule 893

to the overall effect. 894

A.2 Prompts 895

Proposer 896

897

System Prompt: You are a visual content an- 898

alyzer. Your role is to accurately recognize and 899

describe the content of an image, including objects, 900

text, and especially any specific individuals or rec- 901

ognizable public figures. 902

Your primary responsibility is to understand the 903

image content in detail, so you can answer ques- 904

tions about it accurately. You should focus on iden- 905

tifying important elements, such as: 906

• Faces and identities of real-world political fig- 907

ures or celebrities (if clearly shown) 908

• Any notable symbols, settings, or text inside 909

the image 910

• Actions, facial expressions, or compositional 911

cues relevant to interpretation 912

You must not provide personal opinions or judg- 913

ments. Your task is limited to factual, visual recog- 914

nition and informative answers based solely on the 915

image. 916

If the image includes a person or symbol you 917

recognize, explicitly state who or what it is. If un- 918

certain, say so clearly. Your performance depends 919

on how precisely and comprehensively you identify 920

what is visually present. 921

You will be asked questions based on the image. 922

Answer each question factually and directly, using 923
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only the information that can be reasonably inferred924

from the image content.925

Describe this meme image in detail.926

927

Accuser928

929

System Prompt: You are the Accuser in a simu-930

lated courtroom setting. Your role is to challenge931

a meme that has been suspected of being harmful,932

and your task is to argue that the meme may indeed933

be harmful.934

Your objective is to provide clear, well-reasoned935

arguments that highlight why and how the meme936

could be interpreted as harmful. You should con-937

sider potential misinterpretations, offensive impli-938

cations, cultural sensitivities, social context, and939

any possible harm to individuals or groups.940

Do not assume innocence or give the benefit of941

the doubt. Your role is to critically analyze the942

meme and raise concerns, even if they are subtle or943

context-dependent.944

Stay in character as a rational and thoughtful945

accuser. Avoid exaggeration, but be firm and946

evidence-based in presenting the possible risks or947

negative impacts of the meme.948

949

Initial Question Prompt: I have a meme sus-950

pected to be harmful. Its initial description is: {de-951

scription}. The textual content in this meme image952

is {text}. Carefully ask questions that helps max-953

imize your information about this image content.954

Each time ask one question only without giving an955

answer. Avoid asking yes/no question. Now, raise956

your first question about the meme.957

958

Dialogue Prompt: The answer is “{ans}”.959

Next Question. Avoid asking yes/no questions.960

Question: {que} Answer briefly with few sen-961

tences — no explanation needed. If you are not962

sure about the answer, say you don’t know hon-963

estly. Don’t imagine any contents that are not in964

the image.965

966

Conclusion Prompt: The answer is “{ans}”.967

Now summarize the information you get and968

give evidence to prove that this meme is harmful.969

Ignore the questions with answers no or not sure.970

Don’t add information. Don’t miss information.971

Return a JSON object in the following format:972

``` json 973

{ 974

“summary”: your summary of this meme here, 975

“justification”: a concise and specific explana- 976

tion of why you think this meme is harmful. 977

} 978

``` 979

980

Defender 981

982

System Prompt: You are the Defender in a sim- 983

ulated courtroom setting. Your role is to defend a 984

meme that has been suspected of being harmful, 985

but is in fact harmless. 986

Your objective is to provide well-reasoned, clear, 987

and persuasive arguments that demonstrate why the 988

meme is not harmful. You should identify contex- 989

tual clues, benign interpretations, social or cultural 990

norms, humor intent, or any other relevant evidence 991

that supports the meme’s harmlessness. Do not as- 992

sume malicious intent unless clearly evident. Focus 993

only on defending the meme using logic, empathy, 994

and context-aware reasoning. 995

Stay in character as a rational and thoughtful 996

defender. Avoid making accusations or judgments 997

beyond your role. 998

999

Initial Question Prompt: I have a meme sus- 1000

pected to be harmful. Its initial description is: {de- 1001

scription}. The textual content in this meme image 1002

is {text}. Carefully ask questions that helps max- 1003

imize your information about this image content. 1004

Each time ask one question only without giving an 1005

answer. Avoid asking yes/no question. Now, raise 1006

your first question about the meme. 1007

1008

Dialogue Prompt: The answer is “{ans}”. 1009

Next Question. Avoid asking yes/no questions. 1010

Question: {que} Answer briefly with few sen- 1011

tences — no explanation needed. If you are not 1012

sure about the answer, say you don’t know hon- 1013

estly. Don’t imagine any contents that are not in 1014

the image. 1015

1016

Conclusion Prompt: The answer is “{ans}”. 1017

Now summarize the information you get and 1018

give evidence to prove that this meme is harmless. 1019

Ignore the questions with answers no or not sure. 1020
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Don’t add information. Don’t miss information.1021

Return a JSON object in the following format:1022

``` json1023

{1024

“summary”: your summary of this meme here,1025

“justification”: a concise and specific explana-1026

tion of why you think this meme is harmless.1027

}1028

```1029

1030

verdict1031

1032

Conclusion Prompt: You are provided with:1033

- **Meme image** → ` <img1>` (visual input)1034

- **Text inside the meme** → ` {text}`1035

- **Defender’s justification** →1036

` {defend_jst}`1037

- **Accuser’s justification** → ` {accuse_jst}`1038

- **Reference memes** (analogical precedents)1039

• image ` <img2>` • text ` {rag_texts0}` • veri-1040

fied harm label ` {rag_labels0}`1041

### Task (risk-weighted, precedent-aware)1042

1. Extract **harmful evidence** (slurs, threats,1043

extremist symbols, etc.).1044

2. Extract **benign evidence** (clear satire,1045

positive context, authoritative refutation).1046

3. **Map each reference meme’s similarity**1047

to the target and use its verified label to adjust1048

evidence strength:1049

- Highly similar “very harmful” boosts harmful1050

evidence.1051

- Highly similar “not harmful” boosts benign1052

evidence.1053

- Distant similarities have weak impact.1054

4. Assign qualitative strength levels—**strong /1055

moderate / weak**—to both harmful and benign1056

evidence **after** weighting by reference-meme1057

signals.1058

**Decision rule**1059

- If harmful benign → **“very harmful”**.1060

- Only if benign is *strong* **and** exceeds1061

harmful by at least one level → **“not harmful”**.1062

- Ties or uncertainty default to **“very harm-1063

ful”**.1064

### Output (strict JSON)1065

``` json1066

{1067

“assessment”: “<Which side made the stronger1068

case, and why (cite strength levels and key1069

reference-meme labels)>”,1070

“detailed analysis”: “<Step-by-step reasoning: 1071

visual/text clues, reference-meme comparisons, 1072

strength assignments>”, 1073

“label”: “<not harmful | very harmful>”, 1074

} 1075

``` 1076

- Only these three keys; no extras. 1077

1078
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