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Abstract

Visually-rich document entity retrieval
(VDER), which extracts key information
(e.g. date, address) from document images
like invoices and receipts, has become an
important topic in industrial NLP applications.
The emergence of new document types at a
constant pace, each with its unique entity types,
presents a unique challenge: many documents
contain unseen entity types that occur only a
couple of times. Addressing this challenge
requires models to have the ability of learning
entities in a few-shot manner. However, prior
works for Few-shot VDER mainly address
the problem at the document level with a
predefined global entity space, which doesn’t
account for the entity-level few-shot scenario:
target entity types are locally personalized
by each task and entity occurrences vary
significantly among documents. To address
this unexplored scenario, this paper studies
a novel entity-level few-shot VDER task.
The challenges lie in the uniqueness of the
label space for each task and the increased
complexity of out-of-distribution (OOD)
contents. To tackle this novel task, we present
a task-aware meta-learning based framework,
with a central focus on achieving effective task
personalization that distinguishes between in-
task and out-of-task distribution. Specifically,
we adopt a hierarchical decoder (HC) and
employ contrastive learning (ContrastProtoNet)
to achieve this goal. Furthermore, we introduce
a new dataset, FewVEX, to boost future
research in the field of entity-level few-shot
VDER. Experimental results demonstrate
our approaches significantly improve the
robustness of popular meta-learning baselines.

1 Introduction

Visually-rich Document Understanding (VrDU)
aims to analyze scanned documents composed of
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structured and organized information. As a sub-
problem of VrDU, the goal of Visually-rich Doc-
ument Entity Retrieval (VDER) is to extract key
information (e.g., date, address, signatures) from
the document images such as invoices and receipts
with complementary multimodal information (Xu
et al., 2021; Garncarek et al., 2021; Lee et al.,
2022). In real-world VDER systems, new docu-
ment types continuously emerge at a constant pace,
each with its unique entity spaces (i.e., the set of
entity categories that we are going to extract from
the document). This poses a substantial challenge:
a large amount of documents lack sufficient annota-
tions for their unique entity types, which is referred
to as few-shot entities. To tackle this, Few-shot
Visually-rich Document Entity Retrieval (FVDER)
has become a crucial research topic.

Despite the importance of FVDER, there has
been limited amount of prior works in this area.
Recent efforts have leveraged pre-trained language
models (Wang and Shang, 2022) or prompt mecha-
nisms (Wang et al., 2023b) to obtain transferable
knowledge from a source domain and apply it to a
target domain, where a small number of document
images are labeled for fine-tuning. These prior
works address the few-shot problem in a granularity
of document level, assuming a globally predefined
entity space and balanced entity occurrences across
documents. However, in certain real-world scenar-
ios, the few-shot challenge can also manifest at the
entity level–i.e., the number of entity occurrences
in labeled documents are limited, assuming the
situations where entity classes might be locally spe-
cialized by each user (task) and their occurrences
maintain a significant imbalance across documents.
In such scenarios, prior methods struggle to (1) ef-
ficiently address the model personalization on each
task-specific label space and (2) effectively han-
dle the increased complexity of out-of-distribution
contents, with few-shot entity annotations.

To provide a complementary research perspec-



Method Instance Granularity Unseen Entities? Entity Space Entity Occurrence
(Wang and Shang, 2022) document level yes globalized balanced
(Wang et al., 2023b) document level no globalized balanced
Ours entity level yes personalized imbalanced

Table 1: Comparison on task formulations and application scenarios.

tive alongside the existing document-level work, in
this paper, we initiate the investigation for the unex-
plored entity-level few-shot VDER. To begin with,
we formulate an N -way soft-K-shot VDER task
setting together with a distribution of individual
tasks, which simulates the application scenario of
such task, that is, the user or annotator of each few-
shot task is only interested inN personalized entity
types and the number of labelled entity occurrences
in a task is within a flexible range determined by
K shots. Table 1 summarizes the differences in ap-
plication scenarios between prior works and ours.

Then, to tackle the limitations of prior methods
on this new task, we adopt a meta-learning based
framework build upon pretrained language models,
along with several proposed techniques for achiev-
ing task personalization and handling out-of-task
distribution contents. With the help of the meta-
learning paradigm, (1) the learning experiences on
some example tasks could be effectively utilized
and (2) the domain gap between the pre-trained
model and novel FVDER tasks is largely reduced,
promoting quicker and more effective fine-tuning
on future novel entity types. Yet we found pop-
ular meta-learning algorithms (Finn et al., 2017;
Snell et al., 2017; Chen et al., 2021) are still not ro-
bust to the entity-level N -way soft-K-shot VDER
tasks. The difficulty is that the background context
that does not belong to the task-personalized entity
types occupies most of the predictive efforts, and
also, such noisy contextual information varies a
lot across tasks and documents. To address this,
we propose task-aware meta-learning techniques
(ContrastProtoNet, ANIL+HC, etc.) to allow the
meta-learners to be aware of those multi-mode con-
textual out-of-task distribution and achieve fast
adaptation to the task-personalized entity types.

Furthermore, we present a new dataset, named
FewVEX, which comprises thousands of entity-
level N -way soft-K-shot VDER tasks. We also in-
troduce an automatic dataset generation algorithm,
XDR, designed to facilitate future improvement
of FewVEX, such as the expansion of the number
of document types and entity types. Specifically,
we set an upper bound for entity occurrences and

sample across the training documents in a way that
guarantees to return soft-balanced few-shot anno-
tations. Training documents are constructed in a
way such that they cooperatively contain a certain
number of entity occurrences per information type.

Our contributions are summarized as follows.
(1) To the best of our knowledge, this paper is the
first attempt studying the Few-shot VDER prob-
lem at the entity level, providing a complemen-
tary research perspective in addition to the existing
document-level works. (2) We propose a meta-
learning based framework for solving the newly
introduced task. While vanilla meta-learning ap-
proaches have limitations on this task, we propose
several task-aware meta-learners to enhance task
personalization by dealing with out-of-task distri-
bution. (3) Experiment results on FewVEX demon-
strate our proposed approaches significantly im-
prove the performance of baseline methods.

2 Entity-level Few-shot VDER Setting
General VDER. A document image is processed
through Optical Character Recognition (OCR)
(Chaudhuri et al., 2017) to form a sequence of
tokens X = [x1,x2, . . . ,xL], where L is the se-
quence length and each token xl is composed of
multiple modalities xl = {x(v)

l ,x
(p)
l ,x

(b)
l , ...} such

as the token id (v), the 1d position (p) of the to-
ken in the sequence, the bounding box (b) rep-
resenting the token’s relative 2d position, scale
in the image, and so on. The goal is to predict
Y = [y1, y2, . . . , yL], which assigns each token xl
a label yl to indicate either the token is one of enti-
ties in a set of predefined entity types or does not
belong to any entity (denoted as O class).

N -way Soft-K-shot VDER in Entity Level. In
real-world Few-shot VDER systems with label
scarcity, individual users often show their personal
interests in a small number of new entity types.
Such user-dependent task personalization gives
rise to a novel entity-level task formulation of Few-
shot VDER. Formally, an entity-level N -way soft-
K-shot VDER task T = {S,Q, E} consists of a
train (support) set S containing Ms documents, a
test (query) set Q containing Mq documents, and a



Figure 1: Proposed task formulation and problem setting. Different colors represent different entity types. The pie
chart split on the left indicates that the target classes in testing tasks are not seen in training tasks. On the right area,
we show an example 3-way soft-2-shot task. In this example, ρ = 2.

target class set E containing N target entity types

S = {(X1, Y1), . . . , (XMs , YMs)}
Q = {X∗

1 , X
∗
2 , . . . , X

∗
Mq

}
E = {e1, e2, . . . , eN},

(1)

where Xj = [xj1,xj2, ...,xjL] is the sequence of
multimodal token features of document j, Yj =
[yj1, yj2, ..., yjL] is the sequence of token labels
corresponding to Xj , and ec denotes the c-th entity
type in T . “N -way” refers to the N unique entity
types the user is interested in, reflecting task person-
alization. It is important to highlight that within S
and Q documents, there may exist entities that fall
outside the N target classes (e′ /∈ E). These entity
types come from the out-of-distribution in contrast
to what the task T aims to train on, which do not
attract user interest, remain unlabeled, and thus are
treated as the background O class. “Soft-K-shot”
refers that, among the Ms labelled documents in S,
the total number of occurrences of each entity type
e ∈ E is within a range K ∼ ρK, where ρ > 1
is the softening hyperparameter. An entity occur-
rence is defined as a contiguous subsequence in the
document with the same entity type as labels. We
do not impose a strict constraint on the exact count
K sicne the entity-level personalization scenario
implies that the frequency of entity occurrences
may vary dramatically from one document to the
other, which makes it difficult to set a strict limit.
For instance, an entity type may occur more fre-
quent in some documents and less so in others. The
right area of Figure 1 shows an example N -way
soft-K-shot VDER task. The goal of task T is
to obtain a model that assigns each token as either

one of E (task-personalized entity types) or O (back-
ground or out-of-task entity types), based on the
few labeled entity occurrences for those in E in
support set S, such that the model achieves high
performance on the query set Q.

Distribution over FVDER Tasks. Based on the
above formulation for a single FVDER task, we
further formulate a task distribution P (T ) over
FVDER tasks. Assume there is a large pool of en-
tity types C corresponding to the domain of P (T ).
For any task Ti = {Si, Qi, Ei} ∼ P (T ), its target
entity types come from the class pool Ei ⊂ C.

Global Objective. The global objective is to train
a meta-learner for P (T ) such that any task Ti ∼
P (T ) can take advantage of it and then quickly
obtain a good task-personalized model. Follow-
ing (Finn et al., 2017; Chen et al., 2021), to train
the meta-learner, we simulate a meta-level dataset
consisting of example FVDER task instances from
P (T ). Figure 1 shows an overview of the dataset
simulation of P (T ). Specifically, a meta-learner
is trained from the experiences of solving a set
of meta-training tasks Dtrn

meta = {T1, T2...Tτtrn}
over a set of base classes Cbase ⊂ C, where each
training task is from the base classes Ei ⊂ Cbase.
The experiences are given in the form of the
ground truth labels of query sets. That is, the
query sets of training tasks are treated as valida-
tion sets, Qi = {(X∗

j , Y
∗
j )}

Mqi

j=1 for ∀Ti ∈ Dtrn
meta.

To evaluate the performance of the meta-learner
on solving FVDER tasks with novel entity types
Cnovel = C \ Cbase, we will individually train a set
of meta-testing tasks Dtest

meta = {T ∗
1 , T ∗

2 ..., T ∗
τtst},



Figure 2: The proposed task-aware meta-learning framework. The framework is applicable to both the metric-based
method (aiming to learn ϕ) and gradient-based method (aiming to learn {ϕ, ψ}) .

where each testing task E∗
i ⊂ Cnovel. The query

sets of meta-testing tasks are unlabelled testing

data, that is, Q∗
i = {X∗

j }
M∗

qi

j=1, ∀T ∗
i ∈ Dtest

meta.

3 Methodology

We propose a meta-learning (i.e., learning-to-learn)
framework to solve the entity-level few-shot VDER
tasks. Different from the recent advancements
based on pre-training or prompts (Wang and Shang,
2022; Wang et al., 2023b), meta-learning helps to
significantly promote quick adaptation and improve
model personalization on task-specific entity types.

The proposed framework consists of three com-
ponents: (1) a multimodal encoder (Section 3.1)
that encodes the document images within a task
into a task-dependent embedding space (Section
3.2); (2) a token labelling function (Section 3.3);
and (3) a meta-learner built upon the encoder-
decoder model, where we propose two task-
personalized meta-learning methods (Section 3.4).
Figure 2 shows an overview of the framework.

3.1 Multimodal Encoder
We consider an encoder network represented by
a parameterized function fencϕ with parameters ϕ.
The encoder aims to capture the cross-modal se-
mantic relationships between tokens in a document
image. To achieve this, we employ a BERT-base
Transformer (Kenton and Toutanova, 2019) with
an additional positional embedding layer for the
2d position of each input token, through which the
complex spatial structure of the input document can
be incorporated and then interacted with the textual
contents via attention mechanisms. The embed-
ding of token l in the document image j of task Ti

is computed as hijl = fencϕ (xijl|Xij). In practice,
before meta-training, the multimodal Transformer
is pretrained on the IIT-CDIP dataset (Harley et al.,
2015). Details can be found in Appendix C.1.

3.2 Task-dependent Embedding Space

Through the multimodal encoder, each task Ti is en-
coded to a task-dependent embedding space. As il-
lustrated in Figure 2, on the task-dependent embed-
ding space, there are all the token embeddings in
the task: Hi = {hijl|l ∈ [L], (Xj , Yj) ∈ Si ∪Qi}.

There are several properties on the task’s embed-
ding space: (1) First, in addition to in-task distri-
bution (ITD) entities from the target classes, there
exists a large portion (nearly 90% as observed in
our dataset FewVEX) of out-of-task distribution
(OTD) entities or background, which serve as the
context for ITD entities but dominate the task’s
embedding space. (2) Second, the OTD entities fol-
lows a multi-mode distribution P OTD

i that consists
of several unimodal distributions, each of which
represents an outlier entity type aside from ITD.
(3) Finally, it is not guaranteed that each unimodal
component of P OTD

i is observable in the train set
Si–in many cases, an OTD entity type could occur
in the query documents but is absent in the support
documents. To sum up, the OTD distribution in a
N -wayK-shot FVDER task is complex, dominates
the entire task, and may vary between documents.

3.3 Token Labelling

On the basis of the task-dependent embedding
space, the token labelling or decoding process
can either leverage a parameterized decoder fdecψ

that acts as the classification head, or rely on non-



parametric methods, like nearest neighbors.

3.4 Task-aware Meta Learners
We consider two main categories of the meta-
learning approaches: the gradient-based and the
metric-based meta-learning, on each of which we
propose our own methods. We specifically pay
attention to two properties when solving the entity-
level N -way K-shot FVDER tasks: 1) Few-shot
out-of-task distribution detection, which aims to
distinguish the ITD (i.e., the target N entity types)
against the OTD (i.e., background or any outlier
entity type). 2) Few-shot token labelling for in-
task distribution tokens, which assigns each ITD
token to one of the N in-task entity types.

3.4.1 Task-aware ContrastProtoNet
We first focus on metric-based meta-learning (Snell
et al., 2017; Oreshkin et al., 2018). The goal is to
learn meta-parameters ϕ for the encoder network,
generally shared by all tasks Ti ∼ P (T ), such that,
on each task’s specific embedding space, the dis-
tances between token points in Si and Qi are mea-
sured by some metrics, e.g., Euclidean distances.

ProtoNet with or without Estimated OTD. One
of the most popular and effective metric-based
meta-learning methods is the Prototypical Network
(ProtoNet) (Snell et al., 2017). For each FVDER
task Ti = {Si, Qi, Ei}, the prototype for each en-
tity type e ∈ Ei can be computed as the mean
embedding of the tokens from Si belonging to that
entity type, that is, µi,e = 1/|Itrne |

∑
(j,l)∈Itrne

hijl,
where Itrne is a collection of the token indices for
the type-e tokens in the support set. For the out-
of-task distribution (OTD), one may consider to
estimate its mean embedding as an extra O-type
prototype: µi = 1/|ItrnOTD |

∑
(j,l)∈ItrnOTD

hijl.

Challenges. A problem of the vanilla methods is
that there is no specific mechanism distinguishing
the ITD entities against the OTD entities, which
are weakly-supervised and partially observed from
a multi-mode distribution P OTD

i . The prototype µi
is a biased estimation of the mean of P OTD

i and
the covariance of P OTD

i can be larger than any of
the ITD classes. In consequence, the task-specific
ITD classes may not be clearly distinguished from
the OTD classes on the task-dependent embedding
space and most of tokens will be misclassified.

Regarding the above challenges, we propose a
task-aware method that adopts two techniques to
boost the performance.

Meta Contrastive Loss. During meta-training,
we encourage the N ITD entity types to be distin-
guished from each other as well as far away from
any unimodal component of OTD. To achieve this,
we adopt the idea from supervised contrastive learn-
ing (Khosla et al., 2020) to compute a meta con-
trastive loss (MCON) from each task, which will be
further used to compute meta-gradients for updat-
ing the meta-parameters ϕ. Intuitively, our meta-
objective is that the query tokens from the ITD
type-e should be pushed away from any OTD to-
kens and other types of ITD tokens within the same
task, and should be pulled towards the prototype
µi,e of support tokens and the other query tokens
belonging to the same entity type. Formally, let
IvalITD = {(j, l)|l ∈ [L], (X∗

j , Y
∗
j ) ∈ Qi, y

∗
ijl ∈ Ei}

denote a collection of ITD validation tokens. The
meta contrastive loss computed from Ti is

LMCON
i =

∑
(j,l)∈IvalITD

−1

|A+(j, l)|
∑

v∈A+ (j,l)

aijl(v)

aijl(v) = log
exp(h⊤

ijlv)∑
u∈A(j,l) exp(h

⊤
ijlu)

.

(2)

For each anchor, i.e., the ITD validation token l
in document j, we let A

+
(j, l) = {hirm|(r,m) ∈

IvalITD \ {(j, l)}, y∗ijl = y∗irm} ∪ {µi,e|e ∈ Ei, y∗ijl =
e} denote a collection of the positive embed-
dings/prototype for the anchor and let A(j, l) =
{hirm|(r,m) ∈ IALL \ {(j, l)}} ∪ {µi,e}e∈Ei con-
tain all the ITD/OTD embeddings and prototypes
(IALL = {(j, l)|l ∈ [L], (Xj , Yj) ∈ Si ∪Qi}) in Ti.

Unsupervised OTD Detector. During the test-
ing time for novel entity types, we adopt the non-
parametric token-level nearest neighbor classifier,
which assigns xijl the same label as the support
token that is nearest in the task’s embedding space:

ŷnnijl = argmaxyirm where (r,m)∈ItrnALL
h⊤
ijlhirm, (3)

where ItrnALL = {(r,m)|m ∈ [L], (Xr, Yr) ∈ Si}.
The ITD or OTD entity tokens in Qi should be
closer to the corresponding ITD or OTD tokens in
Si that belong to the same entity type. However,
since the embedding space dependent on the sup-
port set is not sufficiently rich, the network may be
blind to properties of the out-of-task distribution
P OTD
i that turn out to be necessary for accurate en-

tity retrieval. To tackle this, we exploit an unsuper-
vised out-of-distribution detector (Ren et al., 2021)
operating on the task-dependent embedding space,



in assistance with the classifier. Specifically, we de-
fine an OTD detector: ŷijl = O if r(hijl) ≥ Ri; oth-
erwise, ŷijl = ŷnn

ijl, where Ri is the task-dependent
uncertainty threshold and r(hijl) is defined as the
OTD score of each token computed as its minimum
Mahalanobis distance among the N ITD classes:
r(hijl) = mine∈Ei(hijl−µi,e)

⊤Ω−1
i,e (hijl−µi,e).

Here, Ωi,e =
∑

(j,l)∈Itrne
(hijl−µi,e)

⊤(hijl−µi,e)
is the covariance matrix for entity type e computed
from the type-e tokens in the support set (Itrne ).
The higher OTD score indicates the more likely the
token belongs to the background.

3.4.2 Computation-efficient Gradient-based
Meta-learning with OTD Detection

For gradient-based meta learning, the goal is to
learn the meta-parameters θ = {ϕ, ψ} globally
shared over the task distribution P (T ), which can
be fast fine-tuned for any given individual task Ti.

Computation-efficient Meta Optimization. Al-
though MAML (Finn et al., 2017) is the most
widely adopted approach, the fact that it needs to
differentiate through the fine-tuning optimization
process makes it a bad candidate for Transformer-
based encoder-decoder model, where we need to
save a large number of high-order gradients for
the encoder. Instead, we consider two alternatives
which require less computing resources and more
efficient. ANIL (Raghu et al., 2019) employs the
same bilevel optimization framework as MAML
but the encoder is not fine-tuned during the inner
loop. The features from the encoder are reused
in different tasks, to enable the rapid fine tuning
of the decoder. Reptile (Nichol et al., 2018) is
a first-order gradient based approach that avoids
the high-order meta-gradients. To further boost
training efficiency, we exploit Federated Learning
(Tian et al., 2022; Chen and Zhang, 2022a) for
meta-optimization of Transformer.

Task-aware Hierarchical Classifier (HC). A
vanilla classifier can achieve high performance in
the label-sufficient VDER. However, it turns out
to be not robust in few-shot FVDER tasks because
of the existence of the complicated out-of-task
entities–the models usually either get overconfi-
dent on the N IID entity types or fail to distinguish
target entities from the OTD background. For this
reason, we incorporate OTD detection into the de-
coder and propose a hierarchical classifier, which
has two classifiers ψ = {ψ1, ψ2}: 1) binary clas-
sifier f binψ1

, so that all ITD tokens are classified

against OTD ones, and 2) entity classifier fentψ2
, so

that ITD tokens are classified to one of the N en-
tity types of the task. Specifically, suppose P OTD

i

and P ITD
i denotes the OTD and ITD of the task Ti,

respectively. The probability that the token hijl is
from OTD is denoted as P (yijl = O) = fentψ′

i1
(hl),

which is used as the OTD score to weight the en-
tity prediction. The probability that the token is
the entity type-e is computed as P (yijl = e|xijl ∈
P ITD
i ) = (1− P (yijl = O))fentψ′

i2
(hijl)e.

4 FewVEX Dataset
There is no existing benchmark specifically de-
signed for task-personalized Entity-level N -way
Soft-K-shot VDER. To facilitate future research
on this problem, we create a new dataset, FewVEX.

Source Collection1: FewVEX is built from two
source datasets: FUNSD (Jaume et al., 2019) con-
tains images of forms annotated by the bounding
boxes of 3 types of entities; CORD (Park et al.,
2019) contains scanned receipts annotated by 6 su-
perclasses which are divided into 30 fine-grained
subclasses. From them, we collect 1199 document
images (D) annotated by 26 entity types (C).

Meta-learning Tasks: We use D and C to
construct FewVEX, represented by Dmeta =
{Dtrn

meta,Dtst
meta} such that the testing tasks Dtst

meta

focus on novel classes that are unseen in Dtrn
meta

during meta-training. To create this, we split C
into two separate sets C = Cbase ∪ Cnovel, Cbase ∩
Cnovel = ∅, where Cbase is used for meta-training
and Cnovel for meta-testing.

Single Task Generation: Following the defini-
tion in Eq.(1), each individual entity-level N -way
soft-K-shot VDER task T = {S,Q, E} in either
Dtrn
meta or Dtst

meta can be generated through the fol-
lowing steps. (1) Task-personalized Class sam-
pling. The task’s target classes E are generated
by randomly sampling N entity types from either
Cbase (for the training task) or Cnovel (for the testing
task). (2) Document sampling. Given the N tar-
get classes, we then collect document images that
satisfies the N -way, soft K-shot entity occurrences
(as in Appendix 1). (3) Annotation Conversion. A
task only focuses on its specific N rarely-present
entity types. The entities in the original annotated
documents, whose class do not belong to E , are
replaced with the background O class2.

1Due to page limit, details are moved to Appendix B.1.
2Due to page limit, details can be found in Appendix B.2.2.



Datasets Meta Training (from Cbase) Meta Testing (from Cnovel) Range
Domains # Entity Types # Tasks Domains # Entity Types # Tasks of N

FewVEX(S) CORD 18 3000 CORD 5 128 [1, 5]
FewVEX(M) CORD+FUNSD 20 3000 CORD+FUNSD 6 256 [1, 6]

Table 2: Statistics of two variants of FewVEX. From each dataset, we can test different N -way K-shot settings.

Proposed Datasets: We construct two variants of
FewVEX. FewVEX(S) focuses on single-domain
receipt understanding, where Cbase and Cnovel
are split from the 23 entity types in CORD.
FewVEX(M) focuses on a combination of receipt
and form domains, where Cbase contains 18 classes
from CORD and 2 from FUNSD; Cnovel contains
the other 5 classes in CORD and 1 in FUNSD. The
statistics of FewVEX is summarized in Table 2.

Future Extension: While CORD and FUNSD
currently serve as the source datasets for FewVEX,
we anticipate that future enhancements such as ex-
panding the number of entity types (|C|) and diver-
sifying documents (|D|) will lead to a better version
of FewVEX. We introduce Cross-document Re-
jection (XDR) sampling to facilitate this improve-
ment. XDR samples the train/test documents of
each task in a way such that cooperatively ensures
a specific range of entity occurrences per class,
which mimics real-world user annotation behaviors
motivated by class-balanced requirements. In the
future, with access to open-source VDER datasets
containing a wide array of classes and documents,
XDR will enable the automated generation of nu-
merous distinct task simulations. The pseudocode
of XDR is shown in Algorithm 1 in the appendix.

5 Experiments

Setups: We compare the proposed framework
with aforementioned meta-learning baselines on
FewVEX. Data generation and methods are imple-
mented using JAX and Tensorflow. All experiments
ran on 32 TPU devices. We use the Adam opti-
mizer to update the meta-parameters. For gradient
based methods, we use vanilla SGD for the inner-
loop optimization and fix 15 SGD updates with a
constant learning rate of 0.015. Setup details and
hyperparameters are available in Appendix C.4.

Evaluation Metrics: We consider two types of
quantitative metrics. (1) Overall Performance:
following (Xu et al., 2020), we use the precision
(P), recall (R), and micro F1-score over meta-
testing tasks to measure the accuracy of entity re-
trieval. (2) Task Specificity (TS): to evaluate how

well the trained meta-learners can distinguish in-
task distribution (ITD) from out-of-task distribu-
tion (OTD) for any novel given task, we plot ROC
curves and calculate AUROC (Xiao et al., 2020)
using the ITD scores over meta-testing tasks. A ran-
dom guessing detector outputs an AUROC of 0.5.
A higher AUROC indicates better TS performance.

5.1 Main Results

Table 3 reports the results on FewVEX(S). Under
the sameN andK setups, traditional meta-learning
methods fail to balance the precision and recall
performances: ANIL and Reptile using vanilla de-
coders achieved high precision but tended to per-
form low recall; the vanilla Prototypical Networks
tended to be opposite: low precision but high recall.
In contrast, ANIL+HC, Reptile+HC and Contrast-
ProtoNet, achieved better precision-recall balance
and thus higher F1 scores and TS, proving that de-
tecting and alleviating the influence of out-of-task
distribution can improve task personalization and
accuracy. Such phenomenon is also illustrated in
Figure 3 and Figure 5 in Appendix D.2, where we
plot ROC curves and tSNE visualizations of token
embeddings after task adaptation. Comparing our
methods against baselines, we observe an elevation
in the curves and more distinct boundaries between
OTD and ITD and between ITD classes.

The reasons are as follows. First, ANIL and
Reptile treat the dominant OTD instances as an
extra class as well. The problem turns out the im-
balanced classification in meta-learning, one of
the challenges in few-shot VDER tasks. By using
an OTD detector, ANIL+HC and Reptile+HC can
faster adapt to the task-specific boundary between
OTD and ITD. Overall, this potentially increase the
recall and task specificity score and the overall F1
score. Second, for the vanilla metric-based meth-
ods, where OTD instances are treated as one extra
class, the ITD testing instances tend to be close
to ITD class centers so that we have high recall.
However, OTD instances dominate the task. It is
possible that some OTD testing instances are closer
to ITD centers than the OTD class center (the aver-
age center of multiple OTD classes) so that most



Methods
4-way 1-shot 4-way 4-shot 5-way 2-shot

Overall TS Overall TS Overall TS

P R F1 AUROC P R F1 AUROC P R F1 AUROC
ProtoNet 0.02 0.10 0.03 N/A 0.02 0.09 0.03 N/A 0.02 0.09 0.03 N/A
ProtoNet+EOD 0.13 0.47 0.21 N/A 0.11 0.58 0.23 N/A 0.11 0.35 0.17 N/A
ContrastProtoNet 0.54 0.43 0.47 0.59 0.61 0.59 0.60 0.89 0.49 0.41 0.44 0.62
Reptile 0.48 0.10 0.15 0.58 0.62 0.44 0.51 0.67 0.39 0.09 0.14 0.59
ANIL 0.39 0.19 0.25 0.56 0.54 0.44 0.50 0.87 0.35 0.13 0.19 0.61
Reptile+HC 0.35 0.13 0.20 0.63 0.63 0.65 0.64 0.98 0.34 0.12 0.18 0.65
ANIL+HC 0.40 0.58 0.50 0.95 0.47 0.59 0.51 0.98 0.38 0.56 0.46 0.92

Table 3: Performance on 4-way 1-shot, 4-way 4-shot, and 5-way 2-shot settings of FewVEX(S).

Figure 3: tSNE visualization of the learned embedding
space for a randomly-selected meta-testing task, com-
paring (a) vanilla ProtoNet and (b) ContrastProtoNet
methods, under the 4-way 4-shot setting of FewVEX(S).

of them are misclassified as one of ITD classes,
i.e., low precision. In opposite, ContrastProtoNet
does not make any assumption on the OTD distribu-
tion; instead, we enforce OTD to be far away from
ITD classes and classify via token-level similarities
while considering probabilistic uncertainty.

5.2 Class Structure Disentanglement

We examine the explanability and disentanglement
of the learned representations (generated by the
meta-parameters of encoder). Figure 3 shows tSNE
visualizations of the learned embedding space of
a selected task. Overall, by comparing Figure 3
to Table 3, the higher performance appears to be
consistent with more disentangled clusters. More-
over, from the first column containing ITD (red)
tokens and OTD (blue) tokens, we observe that
the blue points dominate the embedding space and
comprises multiple clusters, which demonstrates
the out-of-task distribution is multimodal, making

it hard to identify in-task entities. Further, we try
to understand the disentangled structure of classes
from the clusters. In the right column in Figure 3,
we zoom into the four ITD classes, where purple,
red, blue, and green points denotes the task-specific
four entity types, respectively. We observe that
“menu (sub_uniprice)" (violet) is far away from
the other three classes, while the other three classes
are slightly entangled. Such class structure repre-
sents the relationships between these entity types,
which is explainable: the red and blue classes be-
long to the same superclass sub_total; the green
and red are both etc information.

5.3 Multi-domain Few-shot VDER
Table 4 reports the 4-way 2-shot results on the
mixed-domain FewVEX(M), which combines re-
ceipts with forms for few-shot learning. The re-
sults slightly underperform those under the single-
domain setting. A reason could be that the structure
of forms is different from that of receipts and it is
challenging to find the good meta-parameters for
both domains. Moreover, the number of classes in
the form domain is much smaller than that in the
receipt domain. Such imbalanced class combina-
tion would push the meta-parameters to adapt to
the relative prominent domain.

Methods P R F1 AUROC

ProtoNet 0.02 0.10 0.03 N/A
ProtoNet+EOD 0.18 0.46 0.26 N/A
ContrastProtoNet 0.54 0.46 0.50 0.85
Reptile 0.45 0.17 0.25 0.57
ANIL 0.39 0.19 0.26 0.56
Reptile+HC 0.42 0.23 0.30 0.88
ANIL+HC 0.44 0.56 0.49 0.97

Table 4: Performance on 4-way 2-shot FewVEX(M).

6 Related Works
Research related to Visually-rich Documents (VD)
have emerged as significant topics in NLP. Here,



we briefly review the prior research of (1) models
for general VD understanding; (2) the particular
Entity Retrieval (ER) task for VD and existing Few-
shot VDER methods; (3) the methodology-level
related works in general few-shot learning3.

General VD Understanding. Pretrained LLMs
for general VD understanding have shown strong
performance in general understanding of visually-
rich multimodal documents, and therefore, can
serve as pretrained prior for Few-shot VDER.
There are many LLM candidates our framework
can use as the pretrained encoder, such as Lay-
outLM (Xu et al., 2020), which extends the stan-
dard BERT (Kenton and Toutanova, 2019), and
the recent LayoutLMv3 (Huang et al., 2022) and
DocGraphLM (Wang et al., 2023a), which show im-
provements by using advanced cross-modal align-
ment or local-global position embeddings. In this
paper, we use the basic BERT model for experi-
ments since our focus is how to improve the post
fine-tuning on few-shot downstream tasks, without
a restrict on the specification of LLM type. Ex-
tending this research to other pretrained Document
Understanding LLMs could be one of future works.

Few-shot VD Entity Retrieval. The particular
Entity Retrieval (ER) tasks for VD have been stud-
ied for many years using Deep Neural Networls,
Graph Neural Networks, or traditional models
(Zhang et al., 2020; Shi et al., 2023), or empowered
by the contextual prior knowledge provided by VD-
understanding LLMs (Xu et al., 2021; Lee et al.,
2022; Hong et al., 2022). VDER in the few-shot
scenarios pose unique challenges such as achiev-
ing task personalization with limited annotation,
yet has garnered comparatively less attention in
prior research. Recent advancements in Few-shot
VDER predominantly rely on pretrained LLMs and
prompt design, followed by fine tuning on a small
number of VD documents (Wang et al., 2021b;
Wang and Shang, 2022). Despite their success, this
paper explores a complementary research perspec-
tive. While previous works address the situation
where the entity label space is fixed over tasks and
entity occurrences do not shift a lot, we tackle a
different application situation–every few-shot task
is user-specific, focusing on a small subspace of
interested entity types (entity-level task personal-
ization), and entity occurrences vary significantly
between tasks and documents.

3An extended version of Related Works is in Appendix A.

General Few-shot Learning. Few-shot Learn-
ing (FSL) has been studied in various AI/ML do-
mains (Song et al., 2023). In CV or NLP do-
mains, there are two FSL tasks closely related to
Few-shot VDER: (1) Few-shot object detection
or segmentation (Köhler et al., 2023; Antonelli
et al., 2022) aims at localizing objects in visual
data, where each object can be treated as an en-
tity in VDER; and, (2) Few-shot Named Entity
Recognition (NER) aims at labelling tokens within
a contextual text sequence (Li et al., 2022; Huang
et al., 2021). While few-shot NER and object de-
tection algorithms can provide inspirations for few-
shot VDER, the challenges we face and methodol-
ogy details are relatively different. Beyond them,
Multimodal Few-shot Learning (MFSL) utilizes
complementary information from multiple modali-
ties to improve a unimodal FSL (Chen and Zhang,
2021; Lin et al., 2023). The scope of this pa-
per falls within the field of MFSL. While exist-
ing FSL/MFSL approaches can be categorized into
meta-learning approaches (Snell et al., 2017; Finn
et al., 2017) and non-meta LLM pretraining-and-
fine-tuning approaches (Brown et al., 2020), we em-
ploy the benefits from both LLM prior knowledge
and the meta-learning for task-personalized fine-
tuning. Furthermore, to enhance task specificity
performance of few-shot VDER, we employ Few-
shot Out-of-distribution (OOD) Detection, which
itself is a recently emerged task (Le et al., 2021).

7 Conclusions
In this paper, we studied the multimodal few-shot
learning problem for VDER. We started by propos-
ing a new formulation of the FVDER problem to be
an entity-level, N -way soft-K-shot learning under
the framework of meta learning as well as a new
dataset, FewVEX, which is designed to reflect the
practical problems. To solve the new task, we ex-
ploited both metric-based and gradient-based meta-
learning paradigms, along with a new technique we
proposed to enhance task personalization via out-
of-task-distribution awareness. The experiments
showed that the proposed methods achieve major
improvements over the baselines for FVDER.

For future works, our approaches might be im-
proved in the following directions: (1) A more ro-
bust algorithm that distinguishes between the OTD
and ITD. (2) An advanced decoding process consid-
ering graphical structures or implicit correlations
between entity instance within each task. (3) Ex-
ploring the causal role of pretrained models.
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ically for the purpose of studying few-shot learn-
ing for document entity retrieval is needed. Sec-
ondly, the scope of our current studies is limited to
non-overlapping entities. The performance of the
models under nested and entities with overlapping
ground truth is yet to be examined.
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Appendix

A Related Works

We review related works corresponding to the Few-
shot VDER tasks in Section A.1 and then review
methodology-level related works in Section A.2.

A.1 Visually-rich Document Related Works
Visually-rich Documents (VD) are a vital category
of multimodal data in the field of Document AI,
typically consisting of texts, images, and layout
structure of contents. Research and industrial ap-
plications pertaining to VD have emerged as sig-
nificant topics in NLP over the past decade. Here
we review the prior research works for VD-related
tasks, including (1) LLMs for general VD under-
standing; (2) the particular Entity Retrieval (ER)
task in VD and its prior work; and (3) existing
works considering VDER in few-shot scenarios.

Visually-rich Document Understanding LLMs.
Large Language Models (LLMs) have shown
strong performance in general understanding of
visually-rich multimodal documents, and therefore,
can serve as pretrained prior for Few-shot VDER.
For this reason, here we review several LLM can-
didates we can use. LLMs for text-image-layout
document understanding have emerged since Lay-
outLM (Xu et al., 2020), which extends the stan-
dard BERT (Kenton and Toutanova, 2019) by ad-
ditional layout information obtained from OCR
(Chaudhuri et al., 2017) preprocessing. After
this, SelfDoc (Li et al., 2021), UDoc (Gu et al.,
2021), LayoutLMv2 (Xu et al., 2021), TILT (Powal-
ski et al., 2021), DocFormer (Appalaraju et al.,
2021), LiLT (Wang et al., 2022a), and LayoutLMv3
(Huang et al., 2022), show improvements by using
cross-modal alignment or modern feature encoders
for the image modality (e.g., ResNets (He et al.,
2016) and dVAE (Ramesh et al., 2021)). Very re-
cent works, UniFormer (Yu et al., 2023), Layout-
Mask (Tu et al., 2023), and DocGraphLM (Wang
et al., 2023a), employ token-level strategies like
local text-image alignment, local position embed-
dings, and graph representation, to improve the
modeling. In this paper, we use the basic BERT
model for experiments since our focus is how to im-
prove the post fine-tuning on few-shot downstream
tasks, without a restrict on the specification of LLM
type. Extending this research to other pretrained
Document Understanding LLMs could be one of
future works.

Entity Retrieval in Visually-rich Documents.
Visually-rich Document Entity Retrieval (VDER)
aims at detecting bounding boxes for specific types
of key information within scanned or digitally-
born documents, which has garnered significant
attention from researchers. While there are techni-
cal differences between Data-sufficient VDER and
Few-shot VDER, the former offers foundational
solutions and serves as a valuable baseline frame-
work. Therefore, reviewing existing Data-sufficient
VDER techniques is worthwhile. At early years,
Deep Neural Networks (e.g., RNNs, CNNs) have
been widely employed in addressing VDER tasks
(Huang et al., 2019; Zhang et al., 2020). Later,
Graph Neural Networks (GNNs) (Liu et al., 2019;
Gal et al., 2020; Carbonell et al., 2021; Shi et al.,
2023) have gained substantial attention for their ef-
fectiveness in tackling the structural layout informa-
tion. Recent works empower LLMs of general VD
Understanding to incorporate additional contextual
prior knowledge and fine tune on VDER tasks (Xu
et al., 2021; Garncarek et al., 2021; Lee et al., 2022;
Hong et al., 2022). Beyond these research, this
paper focuses on the Few-shot VDER cases with
limited annotation, which pose unique challenges
in achieving task personalization with scarce data,
addressing shot imbalance, and handling task com-
plexity due to out-of-task-distribution entities.

Few-shot VDER. There has been rare discus-
sions on VDER in few-shot scenarios. Recent
works primarily focus on pretraining LLMs and
prompt design such that they can then be fine tuned
on a small number of VD documents (Wang et al.,
2021b; Wang and Shang, 2022; Xu et al., 2021;
Huang et al., 2022). Despite their success, our
paper explores a complementary research perspec-
tive: (1) While previous works emphasize first-
stage LLM pretraining, our work focuses on the
second-stage few-shot adaptation algorithm. (2)
We tackle a different application situation from the
previous works. Previous works address a specific
few-shot situation where the entity label space is
fixed and entity occurrences do not vary a lot from
one document to another. In contrast, our research
tackles a different situation, where the entity label
spaces and entity occurrences vary significantly be-
tween tasks and documents, enabling entity-level
task personalization (i.e., each personal few-shot
task is only interested in a small subset of entity
types). Both situations can happen in the real world.
This paper addresses the second unexplored one.



A.2 General Few-shot Learning
Next, we review the methodology-level related
works from the other domains that are closely re-
lated to, but beyond, VDER. First, we briefly re-
view of general Multimodal Few-shot Learning al-
gorithms. Then, we review literature in the fields of
CV and NLP that address non-VDER but closely
related tasks, including: (1) vision-only Few-shot
Object Detection and Segmentation in the CV do-
main; (2) text-only Few-shot Named Entity Recog-
nition in the NLP domain; and (3) the general Few-
shot Out-of-distribution Detection.

Multimodal Few-shot Learning. Few-shot
Learning (FSL) has been studied in various
AI/ML domains, such as CV, NLP, healthcare,
etc (Song et al., 2023). Multimodal Few-shot
Learning (MFSL) jointly utilizes complementary
information from multiple modalities to improve
a uni-modal task (Pahde et al., 2021; Chen and
Zhang, 2021; Lin et al., 2023). The scope of this
paper falls within the domain of MFSL, with a spe-
cific emphasis on multimodal documents. Existing
MFSL work falls into two categories: non-meta
learning methods and meta-learning approaches.
The former typically involves a two-stage training
process LLM pretraining and fine-tuning or prompt
learning (Wang et al., 2023b). On the other hand,
meta-learning approaches formulate a task-level
distribution, and then, learn task-adaptive metric
functions (Snell et al., 2017; Oreshkin et al., 2018;
Koch et al., 2015; Vinyals et al., 2016) or employ
bilevel optimization to learn meta-parameters for
fast task-adaptive fine tuning (Finn et al., 2017;
Yoon et al., 2018; Rusu et al., 2019; Chen and
Zhang, 2022b). The proposed framework benefits
from both LLMs and the meta-learning paradigm
by being build upon the LLMs and then using
meta-learning for task-adaptive fine-tuning.

Few-shot Object Detection and Segmentation.
Few-shot object detection and Few-shot Segmenta-
tion are CV tasks that aim at recognizing and local-
izing novel objects or semantics in an image with
only a few training examples (Wang et al., 2020;
Köhler et al., 2023; Antonelli et al., 2022). The
output of entity retrieval from document images
consists of bounding boxes for entities, allowing it
to be formulated as an object detection or segmenta-
tion problem in the CV domain, where each object
is treated as an entity (Shen et al., 2021). However,
while few-shot object detection and segmentation

algorithms (Sun et al., 2021) can provide inspi-
rations for Few-shot VDER, there are still gaps
between Few-shot VDER and these fields: the lack
of Few-shot VDER datasets in the form of object
detection or segmentation tasks; and, the scales
of entity objects are often much smaller than the
out-of-distribution background objects.

Few-shot Sequence Labeling. This paper adopts
the few-shot sequence labeling paradigm as intro-
duced by (Wang et al., 2021a). Many other NLP
tasks have also embraced this paradigm, including
Few-shot Named Entity Recognition (NER) (Li
et al., 2022). Few-shot NER that focus on limited
entity occurrences was initially introduced in Few-
NERD (Huang et al., 2021), and later, (Ma et al.,
2022) proposed a meta-learning approach to ad-
dress this task. While Few-shot NER tasks are text-
only, devoid of visual and layout modalities, and
typically involve short texts, Few-shot VDER at the
entity level presents a greater challenge, where the
difficulty lies in effectively integrating layout struc-
ture and visual information and achieving task per-
sonalization from out-of-distribution background.

Few-shot Out-of-Distribution Detection. Ma-
chine learning models, when being deployed in
open-world scenarios, have shown to erroneously
produce high posterior probability for out-of-
distribution (OOD) data. This gives rise to OOD de-
tection that identifies unknown OOD inputs so that
the algorithm can take safety precautions (Ming
et al., 2022). Recently, motivated by real-world ap-
plications, OOD detection in the few-shot settings
increasingly attracts attentions (Le et al., 2021;
Jeong and Kim, 2020; Wang et al., 2022b), which
faces new challenges such as a lack of training data
required for distinguishing OOD from task-specific
class distribution. In this paper, the proposed frame-
work for Few-shot VDER employs few-shot OOD
detection to improve performance: to prevent the
prediction of background context as one of task-
personalized entities, we encourage task-aware fine
tuning to exclude statistically informative yet spu-
rious features in the support set.

B FewVEX Dataset

Since there is no dataset specifically designed for
the Few-shot VDER task defined in Section 2, we
construct a new dataset, FewVEX, to benchmark
and evaluate Few-shot VDER tasks.



B.1 Collection of Entity Types and Documents
First, we collect the entity types C associated with
the task distribution P (T ) and a set of document
images D annotated by these entity types.

We consider two source datasets that are widely
used in normal large-scale document understanding
tasks such as entity recognition, parsing, and infor-
mation extraction. The first one is the Form Under-
standing in Noisy Scanned Documents (FUNDS)
dataset (Jaume et al., 2019) comprises 199 real,
fully annotated, scanned forms, with a total of three
types of entities (i.e., questions, answers, heads).
The second one is the Consolidated Receipt Dataset
for post-OCR parsing (CORD) dataset (Park et al.,
2019). CORD consists of 1000 receipt images of
texts and contains 6 superclasses (menu, void menu,
subtotal, void total, total, and etc) which are divided
into 30 fine-grained subclasses. For different entity
types, the total numbers of entity occurrences over
the CORD images are highly imbalanced, ranging
from 1 occurrence of entity “void menu (nm)” to
997 occurrences of “menu (price)".

From the two datasets, we obtain a combined
source dataset denoted as D, which contains 1199
unique document images with original annotations
on 33 classes. However, we observe that some
fine-grained classes in CORD occurs in less than
maxi(Msi + Mqi) images, the maximum num-
ber of documents within individual tasks. This
will result in a large amount of repetitive usage of
the same documents within one task and between
different tasks. Therefore, we further sort the 33
classes by the number of unique document images
where they occur and then discard three entity types
that occurs in low frequency.

To sum up, we finally have a total of |C| =30
entity types and |D| = 1199 unique document im-
ages annotated by these entity types. The pie chart
(on the left) in Figure 1 illustrates the number of
occurrences of the final entity types.

B.2 Collection of Training and Testing Tasks
We simulate a distribution of tasks P (T ) in
FewVEx. We create a meta-learning dataset
Dmeta = {Dtrn

meta,Dtst
meta}, consisting of a meta-

training set Dtrn
meta = {T1, T2...Tτtrn} contain-

ing τtrn training tasks and a meta-testing set
Dtest
meta = {T ∗

1 , T ∗
2 ..., T ∗

τtst} containing τtst testing
tasks. Each task instance follows the N -way K-
shot FVDER task setting that pays attention to N
personalized entity types.

B.2.1 Entity Type Split
To ensure that testing tasks in Dtst

meta focus on novel
classes that are unseen during meta-training Dtrn

meta,
we should split the total entity types C into two
separate sets C = Cbase∪Cnovel, Cbase∩Cnovel = ∅
such that Cbase is used for meta-training and Cnovel
for meta-testing.

Specifically, we use a split ratio γ to control
the number of novel classes and randomly choose
γ|C| entity types from C as Cnovel. Then, Cbase =
C \ Cnovel. Note that for the cases that some entity
types occurs in less number of documents than the
others, we set a threshold U and any entity type
that occurs in less than U documents are forced to
be one of the novel classes.

B.2.2 Single N-way K-shot Task Simulation
Each individual task T = {S,Q, E} in either
Dtrn
meta or Dtst

meta can be generated by the follow-
ing steps (summarized in Algorithm 1).

Personalized Class Sampling. The target classes
of task E is generated by randomly sampling N
entity types from either Cbase (for the training task)
or Cnovel (for the testing task).

Document Sampling. Given theN target classes,
we then collect document images that satisfies the
few-shot setting defined in Section 2. However,
one problem of document sampling from the orig-
inal corpus is the inefficiency. It is because, for
each task, only a small number of documents that
contain the corresponding classes can be the candi-
date documents of the task. For example, if each
document contains only a small number of entity
types, the majority of documents would be rejected.
To improve sampling efficiency, one strategy is to
count entities in each document in advance and,
for each entity type, all the candidate documents
that contain this type are temporally stored in a
new dataset. We only look at the task-specific
candidate datasets DE = {De|∀e ∈ E}, where
De = {(X,Y )|∀(X,Y ) ∈ D if e ∈ Y }. We pro-
posed Cross-document Rejection sampling in Al-
gorithm 1, which randomly sample Ms documents
such that the total number of entity instances is
satisfied–that is, K ∼ ρK shots per entity type.
Likewise, we sample Mq documents for Q, such
that there are Kq ∼ ρKq shots per entity type. We
keep track a table to record the current count of
occurrences of each type of entity types in the task.



Label Conversion. In the few-shot setting, the
majority region of an document does not follow
the in-task distribution (ITD) of E . These regions’
tokens are treated as either background or the other
types of entities from the out-of-task distribution
(OTD), whose original labels should be arbitrarily
converted into O label. In addition, we map the
original labels of ITD tokens to relative labels. For
example, if we use I/O schema, the relative labels
should range from label id 0 to label id (N − 1).

Algorithm 1 Cross-document Rejection (XDR)
Sampling for Few-shot VDER Task Simulation
1: Require: N,K,Kq, ρ, Cbase, Cnovel, D.
2: Randomly sample N entity types from either Cbase or
Cnovel and obtain E .

3: Initialize: S = ∅, Q = ∅
4: Initialize: DE = {De|∀e ∈ E} from D.
5: Initialize: N integers train_count[e] = 0 for ∀e ∈ E .
6: Initialize: N integers test_count[e] = 0 for ∀e ∈ E .
7: // Document sampling for S
8: while mine∈E train_count[e] < K do
9: Find the least frequent entity type in the current task,

i.e., ê = argmin e∈Etrain_count[e].
10: Sample a document (Xj , Yj) from Dê

11: Add (Xj , Yj) to S
12: for e ∈ E do
13: Remove the selected document from candidate

dataset De ←− De \ {(X,Y )}
14: Update train_count[e] if Y contains entity type e.
15: if train_count[e] > ρK then
16: Mask (train_count[e]−ρK) instances of type-e

by setting token labels to -1
17: end if
18: end for
19: end while
20: // Document sampling for Q
21: while mine∈E test_count[e] < Kq do
22: Find the least frequent entity type in the current task,

i.e., ê = argmin e∈Etest_count[e].
23: Sample a document (Xj , Yj) from Dê

24: Add (Xj , Yj) to Q
25: for e ∈ E do
26: Remove the selected document from candidate

dataset De ←− De \ {(X,Y )}
27: Update test_count[e] if Y contains entity type e.
28: if test_count[e] > ρKq then
29: Mask (test_count[e]− ρKq) instances of type-e

by setting token labels to -1
30: end if
31: end for
32: end while
33: Label conversion for ∀(Xj , Yj) ∈ S ∪Q.
34: return: T = {S,Q, E}

B.3 Dataset Variants
We fix the testing shot as Kq=4. We propose two
variants of meta-dataset, each of which pay at-
tention to different challenges in few-shot learn-
ing. The statistics is summarized in Table 2:
FewVEX(S) focuses on single-domain receipt un-

derstanding under N-way K-shot setting. The train-
ing and testing classes are both from CORD. The
goal is to learn domain-invariant meta-parameters.
FewVEX(M) focuses on learning domain-agnostic
meta-parameters from a combination of receipt and
form understanding. Receipt and form documents
may appear in the same task.

C Experimental Setups

C.1 LLM-based Multimodal Encoder
We pre-train the multimodal Transformer on the
IIT-CDIP dataset (Harley et al., 2015). It should
be noting that this paper does not focus on the pre-
training technique. In fact, our framework does
not require a well pre-trained encoder, since the
meta-learning will further meta-tune the pre-trained
encoder to capture the domain knowledge of P (T ).
Thus, we stop the pre-training until an 81.5% token
classification accuracy.

C.2 Training Parallelism
We employ the episodic training pipeline to learn
the meta-parameters from training tasks (i.e.,
episodes). At each meta-training step, a total of τ
episodes are trained and then validated to obtain the
meta-gradients used for updating meta-parameters.

Both meta-training and meta-testing were run in
a multi-process manner. Each of our experiments
was run on a total of 4 machines and on each ma-
chine there are 8 local TPU devices. Since the
parameter size of the Transformer-based encoder is
large, we use the 8 devices of each machine to train
one single episode in parallel. That is saying, at
each meta-training step, a total of 4 tasks are used
to compute the meta-gradients.

Both the support (train) and query (test) docu-
ments in one task are divided and assigned to 8
devices. The prototypes, the nearest neighbors of
data points, or the adapted parameters trained on
the local support set, are computed on each local
device. For validation on the query set, however,
we should consider, the scope of the entire task over
different local devices. Therefore, we employ Fed-
erated Learning techniques (Zinkevich et al., 2010;
Pillutla et al., 2022; Chen and Zhang, 2022a; Tian
et al., 2022) operating on multiple devices for a dis-
tributed within-task adaptation, where we collect
the locally adapted parameters (at each inner-loop
step) or the prototypes from the 8 devices of a sin-
gle episode and average their parameters. Specifi-
cally, for training parallelism of each episode/task,



there are 4 steps: (1) on each device, we first adapt
a model based on the partial support documents lo-
cated on the device; (2) then, we collect the adapted
knowledge from each of the 8 local devices and ag-
gregate them; (3) on each device, we apply the
collected adapted knowledge to the partial query
documents; (4) the validation loss on the query sub-
set on each devices are collected and we take an
average of them.

C.3 Baselines
There are mainly two families of approaches
for Few-shot VDER. (1) Meta-learning based
Approaches. Our proposed strategies can im-
prove both metric-based and gradient-based meta-
learning methods. To validate our arguments, we
compare ContrastProtoNet with its metric-based
meta-learning baseline ProtoNet (Snell et al., 2017).
We compare ANIL+HC with its gradient-based
meta-learning baseline ANIL (Raghu et al., 2019),
etc. Extending our work to SOTA meta-learning
methods could be one of our future works. (2)
Non-Meta-learning based Approaches. We did
not present a comparison with existing Non-Meta-
learning based Few-shot VDER techniques (Wang
and Shang, 2022; Wang et al., 2023b) due to the
following reasons:

• Existing Non-Meta-learning based Few-
shot VDER techniques primarily address
document-level scenarios ("Entity occur-
rences do NOT vary from one document to
another"). In contrast, our paper focuses on
the entity level ("Entity occurrences vary from
one document to another"). It is thus not fair
to compare methods which were designed un-
der dissimilar problem settings.

• We have conducted comparative experiments
by applying (Wang and Shang, 2022) to
our BERT-based LLM, a Non-Meta-learning
based Few-shot multimodal NER technique,
to our specific problem setting. With the same
fine-tuning steps (T=15) and learning rate, the
F1 results of (Wang and Shang, 2022) on the
4-way 4-shot setting is only 0.115, while the
F1 results of all gradient-based meta-learning
methods (including our proposed method) is
over 0.5 and that of all metric-based meth-
ods (including our proposed method) is over
0.23. However, it may be not fair to compare
with (Wang and Shang, 2022) since our paper
studies a different setup. Despite this nuance,

we intend to incorporate these results into the
revised version of our paper.

C.4 Hyperparameters
We summarize the hyperparameters in Table 5.

Hyperparameters Value
ρ 3
γ 0.6
U 20
Kq 4

Table 5: Hyperparameters.

D Evaluation Methods

D.1 Quantitative Metrics
We consider two types of quantitative metrics.

Overall Performance. Following (Park and Kim,
2020; Xu et al., 2020), we use the precision (P), re-
call (R) and micro F1-score over meta-testing tasks.
We use the I/O tagging schema and the "seqeval"
(Nakayama, 2018) tool to compute the P/R/F1.

Task Specificity (TS). In the proposed frame-
work, we solve out-of-distribution (OOD) detec-
tion as a subtask to improve task personalization
and avoid spurious features. We calculate a ITD
score for each data point representing how likely
it belongs to the task-specific distribution. To eval-
uate how well the learned meta-learners can dis-
tinguish in-task distribution (ITD) from the out-
of-task distribution (OTD), we calculate AUROC
(Xiao et al., 2020) using the ITD scores over all test
episodes. A higher AUROC value indicate better
TS performance, and a random guessing detector
corresponds to an AUROC of 50%. We use the
"sklearn.metrics" (Varoquaux et al., 2015) tool to
compute the AUROC and plot ROC curves.

D.2 Visualization
To visualize the TS, we plot the ROC curves of all
the meta-testing tasks, where each curve represent
one task. Another visualization for TS is to show
how ITD and OOD are distinguished against each
other. We randomly select a testing task and ex-
ploit tSNE (van der Maaten and Hinton, 2008) to
visualize the learned embeddings of all the tokens
in the task, where ITD tokens are denoted as red
points and OTD tokens are blue points.

Furthermore, we use tSNE to visualize the
learned embeddings of only the ITD token in-
stances in the task, where different colors represent
different entity types.



Figure 4: Learned class distribution of a training task and a testing task of 4-way 4-shot setting. The meta-
parameters are trained using ContrastProtoNet on FewVEX(S). Solid points represent train (support) tokens, cross
points represent val/test (query) tokens, and the triangle points represent prototypes.

Figure 5: Visualization under 4-way 4-shot and 4-way 1-shot settings of FewVEX(S), for ANIL and ANIL+HC.



Figure 6: Visualization and ROC curves of different methods on the 4-way 4-shot setting of FewVEX(S). For each
method, the left subfigure is the tSNE visualization of the learned embeddings of in-task distribution (ITD) entities
of a randomly chosen meta-testing task, where different colors indicate different entity types); the middle subfigure
shows the tSNE visualization of the learned embeddings of all tokens in the same meta-testing task, where the ITD
entities are represented as red points and the out-of-task distribution (OTD) entities or background are represented as
blue points; the right subfigure shows the ROC curves of all meta-testing tasks, where each colored line corresponds
to one task, representing how ITD is distinguished from OTD based on the model’s output logits.

E Additional Results

We present additional visualization results in Fig-
ure 6, Figure 4, and Figure 5.


