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Abstract

Recently, various efforts have been proposed001
to expand the context window size of large lan-002
guage models (LLMs). Meanwhile, building003
high-quality benchmarks with much longer text004
lengths and more demanding tasks to provide005
comprehensive evaluations is of immense prac-006
tical interest to facilitate long context under-007
standing research of LLMs. However, prior008
benchmarks create datasets that ostensibly cater009
to long-text comprehension by expanding the010
input of traditional tasks, which falls short to ex-011
hibit the unique characteristics of long-text un-012
derstanding, including long dependency tasks013
and longer text length compatible with mod-014
ern LLMs’ context window size. In this paper,015
we introduce a benchmark for eXtremely Long016
context understanding with Long-range depen-017
dencies, XL2Bench, which includes three sce-018
narios—Fiction Reading, Paper Reading, and019
Law Reading—and four tasks of increasing020
complexity: Memory Retrieval, Detailed Un-021
derstanding, Overall Understanding, and Open-022
ended Generation, covering 27 subtasks in En-023
glish and Chinese. It has an average length of024
100K+ words (English) and 200K+ characters025
(Chinese). Evaluating seven leading LLMs on026
XL2Bench, we find that their performance sig-027
nificantly lags behind human levels. Moreover,028
the observed decline in performance across029
both the original and enhanced datasets under-030
scores the efficacy of our approach to mitigat-031
ing data contamination.032

1 Introduction033

Large Language Models (LLMs) have attracted034

considerable interest for their remarkable capabil-035

ities in a wide range of NLP tasks. However, a036

common limitation among these models is the fixed037

context window size (for example, LLaMA with038

maximum 2048 tokens and GPT-3.5 with maxi-039

mum 4096 tokens), rendering them incapable of040

Why did the boy cry when he saw the old man falling asleep from
exhaustion after returning from fishing?

Title: The Old Man and The Sea
Chapter 1:He was an old man who fished alone in a skiff
in the Gulf Stream...But after eighty-forty days without a
fish the boy's parents had told him that the old man was
now definitely and finally salao, which is the worst form of
unlucky, ...It made the boy sad to see the old man come in
each day with his skiff empty...
[Chapter 2 to 5]
Chapter 6: ...Many fishermen were around the skiff look-
ing at what was lashed beside it and one was in the water,
his trousers rolled up, measuring the skeleton with a length
of line... "He was eighteen feet from nose to tail," the fish-
erman who was measuring him called.. 

Becase Santiago, an aged and experienced fisherman, stuck in ba-
d luck, having not caught a fish in eighty-four days. This has led
the local fishermen to consider him "salao", the worst form of un-
lucky. [From Chapter 1] However, he still had the courage to go
fishing on the eighty-fifth day and finally brought back a marlin
with astonishing size. [From Chapter 6] This unwavering spirit
in the face of adversity is what truly sets him apart.

Figure 1: An illustrative example of long-dependency
task, in which the model needs to make connective
inferences across input document to fulfill the goal.

memorizing and understanding extremely long in- 041

puts (Liu et al., 2023). Evidenced by a basic 042

passkey retrieval task, the accuracy of LLaMA re- 043

calling a passkey plummets from nearly 100% to nil 044

when the text surpasses 2048 tokens (Tworkowski 045

et al., 2023). 046

In pursuit of the goal of improving LLM’s abil- 047

ity to comprehend long-context textual informa- 048

tion, various efforts have been proposed to ex- 049

pand the context window of LLMs, such as sparse 050

attention (Tworkowski et al., 2023; Chen et al., 051

2023; Mohtashami and Jaggi, 2023), length ex- 052

trapolation (Dai et al., 2019; Su et al., 2021; Peng 053

et al., 2023), and context compression (Ge et al., 054

2023; Mu et al., 2023). Given the notable ad- 055

vances achieved by these techniques, the neces- 056

sity for high-quality benchmarks, featuring longer 057
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text lengths and more complex tasks, is escalating058

to facilitate thorough evaluations of LLMs’ long059

context understanding ability.060

Being able to understand long-range dependen-061

cies in context and be sensitive to various per-062

turbations applied to distant context is what sets063

long text understanding apart from traditional NLP064

tasks (Wang et al., 2020; Tay et al., 2021; Rae and065

Razavi, 2020; Ni et al., 2023). Existing bench-066

marks, such as LongBench (Bai et al., 2023), L-067

Eval (An et al., 2023), M4LE (Kwan et al., 2023),068

and InfiniteBench (Zhang et al., 2023b), often069

merely expand the input of traditional tasks, such as070

concatenating short texts to get long texts, to create071

datasets that ostensibly cater to long-text compre-072

hension (Bai et al., 2023; An et al., 2023). However,073

this approach does not tailor tasks to the distinct fea-074

tures of long text comprehension, thereby impeding075

the thorough assessment of LLMs. Moreover, the076

average text length in existing benchmarks, such as077

LooGLE (Li et al., 2023), usually does not exceed078

a few thousand tokens, significantly shorter than079

the long texts perceived in human cognition. For080

example, a user might upload an entire novel and081

inquire about the development of the protagonist’s082

storyline. This task would require the model to083

process and comprehend texts spanning over ten084

thousands of words, necessitating long-range un-085

derstanding and reasoning within the content to086

adequately address the question. Traditional bench-087

marks typically fall short in measuring capabilities088

of LLMs to aggregate disparate pieces of informa-089

tion scattered throughout the whole input texts in090

more realistic scenarios, making it challenging to091

truly evaluate LLMs’ ability on long context under-092

standing (Dong et al., 2023; Kwan et al., 2023).093

In light of the deficiencies identified in cur-094

rent benchmarks, this paper proposes a bench-095

mark for eXtremely Long context understanding096

with Long-range dependencies, XL2Bench, which097

features three scenarios——Fiction Reading, Pa-098

per Reading, and Law Reading. XL2Bench con-099

tains extremely long documents with an average100

of 100K+ words (English) and 200K+ characters101

(Chinese), along with 632K questions spanning102

over four specifically designed tasks to examine103

a model’s ability to aggregate and compare infor-104

mation across long context, including Memory Re-105

trieval, Detailed Understanding, Overall Under-106

standing, and Open-ended Generation. These tasks107

mimic the way people use LLMs in real-world sce-108

narios. Figure 1 illustrates a case in XL2Bench109

where explaining a boy’s tears as stemming from 110

a story about the old man who, against significant 111

challenges, successfully captures a marlin. To con- 112

struct a solid answer, it demands the model to iden- 113

tifies passages describing the boy’s reaction, the 114

man’s triumph, and his earlier hardships across 115

various chapters, and make connective inferences 116

using details buried far back in the long context. 117

Besides, to address data contamination caused 118

by outdated long texts contained in benchmark, we 119

implement three data augmentation strategies: text 120

transformation, which involves altering the origi- 121

nal text into a different language or style; text re- 122

placement, which entails modifying or substituting 123

key textual information; and text concatenation, 124

which incorporates integrating additional texts into 125

the original document. 126

Results of experiments on multiple state-of-the- 127

art LLMs reveal that even the most advanced LLMs 128

currently available fall short of reaching human- 129

level proficiency on XL2Bench. Despite these mod- 130

els’ ability to handle texts of considerable length, 131

there is a marked decline in performance as the 132

text lengthens. Additionally, the results obtained 133

by RAG (Li et al., 2022; Gao et al., 2023) on 134

XL2Bench demonstrate that retrieval-based meth- 135

ods fail in overall and detailed understanding tasks; 136

instead, they require that the models comprehen- 137

sively grasp the entirety of the long texts. Further- 138

more, we conduct ablation experiments to com- 139

pare model performance on both original and aug- 140

mented benchmarks, which shows that the strate- 141

gies we employ to address the issue of data con- 142

tamination are indeed effective. 143

Our contributions are delineated as follows: 144

• We construct XL2Bench, a comprehensive 145

benchmark for extremely long text under- 146

standing with well-designed tasks. 147

• We formulate three data augmentation tech- 148

niques to circumvent the issue of data contami- 149

nation. Through experimentation, we validate 150

the efficacy of these methodologies in mitigat- 151

ing concerns about data contamination. 152

• We conduct empirical experiments to evalu- 153

ate the performance of advanced LLMs us- 154

ing XL2Bench. The results reveal that con- 155

temporary LLMs are still facing challenges 156

in achieving comprehensive understanding 157

across long textual inputs. 158
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Tasks Subtasks Source Num Avg. Len Metric

CN EN CN EN
Fiction Reading

Memory Retrieval
Content Location Content Extraction 1495 1405 571.6K 111.5K Acc.
Content Retrieval Content Extraction 299 261 571.1K 116.0K Acc.

Detailed Understanding
Chapter Summarization Data Synthesis 167 156 569.7K 110.6K Rouge-L
Question Answering Data Synthesis 249 269 562.0K 114.7K BLEU

Overall Understanding

Chapter Counting Content Extraction 30 27 569.7K 113.4K Acc.
Background Summarization Data Synthesis 30 27 570.3K 113.7K Rouge-L
Event Extraction Data Synthesis 30 27 570.2K 113.7K Rouge-L
Fiction Summarization Data Synthesis 30 27 570.4K 113.8K Rouge-L
Character Description Data Synthesis 191 140 589.7K 143.5K Rouge-L
Relationship Analysis Data Synthesis 193 432 606.3K 189.8K Rouge-L

Open-ended Generation
Role-play Conversation Data Synthesis 293 256 592.7K 115.2K BLEU
News Generation Data Synthesis 30 27 570.7K 114.0K BLEU
Poem Generation Data Synthesis 30 27 570.1K 113.6K BLEU

Paper Reading
Memory Retrieval Content Retrieval Content Extraction - 4532 - 13.7K Acc.

Detailed Understanding
Section Summarization Data Synthesis - 3136 - 14.1K Rouge-L
Terminology Explanation Data Synthesis - 14981 - 13.5K BLEU

Overall Understanding
Paper Counting Content Extraction - 3100 - 13.5K Acc.
Paper Summarization Data Integration - 518 - 14.0K Rouge-L

Open-ended Generation
Paper Review Data Integration - 518 - 14.0K BLEU
Rating Score Data Integration - 518 - 13.6K MAE

Law Reading

Memory Retrieval
Legal Entry Location Content Extraction 2213 - 105.6K - Acc.
Legal Entry Retrieval Content Extraction 2225 - 105.3K - Acc.

Detailed Understanding
Legal Definition QA Data Synthesis 2635 - 102.9K - BLEU
Legal Number QA Data Synthesis 1477 - 105.7K - Acc.

Overall Understanding
Legal Entry Counting Content Extraction 122 - 103.0K - Acc.
Multiple Choice QA Data Integration 16881 - 95.6K - F1

Open-ended Generation Case Adjudication Data Integration 588369 - 72.7K - Acc.

Table 1: An overview of the statistics of XL2Bench. Source represents the method we use to construct the dataset
for this subtask. Num represents the number of <input, output> pairs this subtask possesses. Avg. Len denotes the
average combined length of the input and output, which is computed using the number of characters for Chinese
and the number of words for English. K stands for 1024. For example, 200K = 200*1024.

2 Methodology159

In this section, we introduce the construction160

methodologies of XL2Bench and design of tasks161

with various level of difficulty.162

2.1 Task Design163

We evaluate the model’s understanding of ex-164

tremely long texts from the perspectives of fine-165

grained retrieval and coarse-grained understanding.166

Based on this, we design four tasks: Memory Re-167

trieval, Detailed Understanding, Overall Under-168

standing, and Open-ended Generation.169

Memory Retrieval. This task challenges the170

model to accurately retrieve and respond to queries171

by finding content within the text that aligns with172

given instructions. For instance, the model may173

be asked to pinpoint the specifics of a legal entry174

within a law or identify the originating chapter of 175

a passage from a novel, thereby evaluating its ca- 176

pability to accurately locate and interpret question- 177

relevant content. 178

Detailed Understanding. Here, the model is 179

tasked with not only retrieving content but also 180

comprehensively understanding it to perform activ- 181

ities such as summarization or question answering. 182

This demands a more profound level of textual 183

comprehension, surpassing mere content retrieval 184

to include an in-depth analysis and synthesis of the 185

text. 186

Overall Understanding. To circumvent tasks be- 187

ing completed through simple content retrieval, we 188

introduce the Overall Understanding task. This 189

task necessitates a holistic comprehension of the 190

long text, compelling the model to build long-range 191
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[Chapter 1]...
Chapter 2
...Nothing happened. The fish just moved away slowly and the old man cou-
ld not raise him an inch. His line was strong and made for heavy fish and he
held it against his back until it was so taut that beads of water were jumping
from it. Then it began to make a slow hissing sound in the water... The boat
began to move slowly off toward the north-west...
[Chapter 3 to 6]

Chapter 1
He was an old man who fished alone in a skiff in the Gulf Stream and he had
gone eighty-four days now without taking a fish. ... The sail was patched with
flour sacks and, furled, it looked like the flag of permanent defeat.
The old man was thin and gaunt with deep wrinkles in the back of his neck.
The brown blotches of the benevolent skin cancer the sun brings from its
reflection on the tropic sea were on his...
[Chapter 2 to 6]

The old man was thin and gaunt with deep wrinkles in the back of
his neck.  The brown blotches of the benevolent...

Please directly output the entire content of Chapter 1, Section 2.

M
em

ory R
etrieval

The marlin is too heavy to haul into the skiff and begins to tow the sk-
iff further out to sea.

When Santiago finally hooks the marlin,  how does it affect his skiff?

D
etailed U

nderstanding

Chapter 1:He was an old man who fished alone in a skiff in the Gulf Stre-
am...But after forty days without a fish the boy's parents had told him that the
old man was now definitely and finally salao, which is the worst form of
unlucky, ...[Chapter 2 to 5]
Chapter 6: ...Many fishermen were around the skiff look-ing at what was
lashed beside it and one was in the water, ... "He was eighteen feet from nose
to tail," the fish-erman who was measuring him called.. 

1. Unlucky Streak: Santiago, stuck in bad luck, having not caught a fish in eighty-four d-
ays. ..11. The Village’s Reaction: The other fishermen are astonished at the size of the
marlin’s skeleton...

Please describe the events of this novel in chronological order.O
verall U

nderstanding

Chapter 1:He was an old man who fished alone in a skiff in the Gulf Stre-
am...But after forty days without a fish the boy's parents had told him that the
old man was now definitely and finally salao, which is the worst form of
unlucky, ...[Chapter 2 to 5]
Chapter 6: ...Many fishermen were around the skiff look-ing at what was
lashed beside it and one was in the water, ... "He was eighteen feet from nose
to tail," the fish-erman who was measuring him called.. 

[Veteran Fisherman Nets Massive Marlin, Battle with Sharks Ensuegrizzled] Veteran 
fisherman Santiago, who, after a long streak of being unable to catch a single fish, man-
aged to hook into a colossal marlin,...

Assume you are a news reporter within the world of this fiction, Plea-
se write a detailed news report.

O
pen-ended G

eneration

Content Extraction Data Integration

D
atasets

Data Synthesis Data Synthesis

Figure 2: Illustration of the designed long context understanding tasks.

dependencies and tackle inquiries related to overar-192

ching themes, such as the depiction of a character193

throughout a novel or the trajectory of a company’s194

stock across its history.195

Open-ended Generation. Building on a robust196

foundation of long text comprehension, the model197

is tasked with undertaking generation tasks that are198

deeply rooted in the text, such as role-playing a fic-199

tion character. The outputs should exhibit creative200

expansion and inference, remaining faithful to the201

core themes and concepts of the text, while also202

ensuring originality and thematic consistency.203

Figure 2 provides 4 examples for each task,204

demonstrating the characteristics of the tasks205

within XL2Bench, as well as the capabilities re-206

quired for a model to successfully complete these207

tasks.208

2.2 Benchmark Construction209

In this subsection, we describe the sources from210

which we gather data and the methodologies we211

employ for constructing the benchmark.212

We gather long texts categorized under three213

scenarios. For fiction reading, we select a vari-214

ety of novels written in both Chinese and English.215

For paper reading, we download PDF versions and216

reviews of papers submitted to ICLR 2023 from217

Openreview1. For law reading, we gather a sub-218

stantial collection of original Chinese legislations.219

1https://openreview.net/group?id=ICLR.cc/2023/Conference

To minimize cost of human annotation, we em- 220

ploy three methods to construct: Content Extrac- 221

tion, Data Integration, and Data Synthesis. 222

Content Extraction. We extract content from 223

the original text to serve as the answer and use the 224

index of this portion of the content to formulate the 225

question2. This method does not necessitate the 226

involvement of LLMs and solely relies on string 227

processing, which is suitable for tasks that have di- 228

rect and fixed answers, such as Memory Retrieval. 229

Data Integration. Tasks within certain short text 230

datasets bear formal resemblance to what we have 231

designed. Consequently, we contemplate leverag- 232

ing these datasets to augment our benchmark. More 233

precisely, we employ LLMs to facilitate the align- 234

ment of data from the pre-existing datasets with 235

our collected long texts, transforming the format 236

from <Input, Output> into <Text, Input, Output>. 237

In an effort to reduce the model’s familiarity with 238

these datasets, we remove any information that may 239

indicate the data source. 240

Data Synthesis. In the remaining tasks, we uti- 241

lize LLMs for direct generation. For summariza- 242

tion tasks, we implement a structured text sum- 243

marization approach (Chang et al., 2023). For 244

QA tasks, we apply in-context learning tech- 245

niques (Brown et al., 2020) to create example- 246

based prompts that facilitate model generation. 247

2For instance, we use the title of a paper as the answer,
with the corresponding question being: What is the title of this
paper?

4



2.3 Human Verification248

Data Synthesis inherently limits our benchmark249

to the quality of the content produced by LLMs.250

However, it is important to note that XL2Bench is251

not solely comprised of LLM-generated questions252

and answers, as these constitute no more than 30%253

of the benchmark. For the portion generated by254

LLMs, we implement a meticulous human verifica-255

tion process to ensure the quality of the questions256

and answers. This verification process involves:257

(1) We initially rule out content in the model’s re-258

sponse that is irrelevant to the text, such as phrases259

like “Sure!”, “Here are the answers.”, etc. Next,260

we report inconsistencies between the response and261

the text, such as erroneous summaries. The LLM262

is then prompted to regenerate the content. If it263

still cannot produce the correct answers, human264

annotations are made.265

Employing the aforementioned approaches, we266

have constructed an extremely long text benchmark267

encompassing three distinct scenarios, four overar-268

ching tasks, 27 detailed subtasks, and a corpus of269

700+ texts with a average length of 100K+ words270

for English and 200K+ characters for Chinese. The271

statistics of our benchmark are shown in Table 1.272

For more task descriptions and the input and out-273

put templates of XL2Bench, please refer to Ap-274

pendix B.275

2.4 Data Contamination276

The potential of data contamination warrants se-277

rious consideration when constructing a bench-278

mark (Sainz et al., 2023; Deng et al., 2023; Ma-279

gar and Schwartz, 2022). The risk arises when the280

test set data is either identical to, or strikingly sim-281

ilar to, the training set data. In our construction282

process, the selected novels, academic papers, and283

legal texts may have been included in the training284

corpus of LLMs. Consequently, the model may not285

need to fully comprehend the entire text to accom-286

plish various tasks. In order to mitigate the impact287

of data contamination on model’s performance, we288

follow Yang et al. (2023) and adopt three strate-289

gies, namely text transformation, key information290

replacement, and text concatenation for fiction data291

augmentation.292

Text Transformation. We utilize LLMs to facili-293

tate mutual translation of fictions between Chinese294

and English, whereby the original Chinese (En-295

glish) novels are rendered into English (Chinese).296

In accordance, the input and output for each task297

are also translated. 298

Key Information Replacement. We employ 299

LLMs to extract key information from a chapter 300

or section, such as names, places, and times. We 301

then generate corresponding texts to replace these 302

elements, resulting in a collection of ⟨original text 303

- replacement text⟩ pairs, which are subsequently 304

used for content substitution throughout the entire 305

text and tasks. 306

Text Concatenation. We insert a short story into 307

the original fiction as one of its chapters, and use 308

this template to bridge: Now, let’s pause the cur- 309

rent story narration and turn to a new story[New 310

Story]The story is over, let’s get back to the origi- 311

nal fiction. Then, we merge the data in four tasks 312

of this short story with the original fiction. 313

Through above three strategies, we construct 314

Fiction-T (Translated), Fiction-R (Replaced), and 315

Fiction-C (Concatenated). 316

2.5 Implementation Details 317

We select GPT-4-Turbo (Achiam et al., 2023) to 318

help us construct XL2Bench. GPT-4 currently 319

stands as the highest-performing LLMs, charac- 320

terized by a 128k context window along with su- 321

perior memory, reasoning, and generation capa- 322

bilities. The prompts and input templates used 323

throughout the construction process are available 324

in our GitHub repository due to space limit. 325

3 Experimental Settings 326

3.1 Generative Large Language Models 327

We introduce current LLMs with context window 328

size more than 100k evaluated in our experiments. 329

Models such as LLama2 (Touvron et al., 2023b) 330

and ChatGLM2 (Zeng et al., 2023) have context 331

window size significantly shorter than the average 332

text length of XL2Bench, resulting in an excessive 333

need to truncate texts, which leads to suboptimal 334

performance. Consequently, we do not evaluate the 335

effectiveness of these models. 336

Closed-source LLMs. Developed by OpenAI, 337

GPT-4-Turbo3 represents the pinnacle of current 338

advancements, demonstrating exceptional reason- 339

ing and instruction-following capacities. It is distin- 340

guished by its extensive context window of 128K 341

tokens. GLM-44 is the latest model developed 342

3https://chat.openai.com/
4https://open.bigmodel.cn/
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Models MR DU OU TG

C-L C-R C-S QA C-C B-S E-E F-S Ch-D Re-A RP-C N-G P-G

YaRN-Mistral-7B <1 <1 4.46 2.26 13.78 8.09 16.17 5.52 8.35 7.91 7.28 4.42 5.91
InternLM2-C-7B <1 <1 8.27 <1 6.67 11.68 9.97 11.97 6.92 2.22 1.16 5.88 3.49
InternLM2-C-20B <1 6.85 17.22 9.82 53.33 15.58 18.61 17.29 21.98 28.92 11.65 16.67 10.09
Moonshot-V1 17.23 60.39 23.53 33.13 86.30 24.32 20.08 25.10 22.24 54.99 12.81 27.31 12.22
GLM-4 20.08 63.44 18.12 14.51 72.73 18.40 20.42 15.84 22.22 42.27 13.62 19.70 11.69
GPT-4-Turbo 11.89 54.36 19.87 37.23 60.00 21.21 21.40 21.57 23.14 49.05 17.58 30.19 16.56
Qwen-Long-1M 8.67 56.85 16.19 17.78 30.00 22.43 18.49 17.09 21.23 36.13 15.33 14.20 13.09

Table 2: Results (%) of seven LLMs on Chinese Fiction Reading. MR, DU, OU, TG are the abbreviations for the
initials of four tasks. C-L, C-R, C-S, etc., represent the abbreviations of 13 subtasks. The context window size
of GLM-4 and InternLM2-Chat is 200K, whereas it is 128K for other models. The bold numbers in the results
represent the best scores, whereas the underlined numbers indicate the second-best scores.

Models Tasks

C-S QA B-S Re-A N-G

YaRN-Mistral-7B 6.20 6.00 6.11 6.00 6.22
InternLM2-Chat-7B 6.11 6.00 6.58 6.00 6.37
InternLM2-Chat-20B 3.87 2.23 4.37 4.20 3.41
Moonshot-V1-128K 3.01 1.03 2.21 2.31 2.02
GLM-4 3.29 1.11 2.25 2.16 2.19
GPT-4-Turbo 2.17 1.06 1.10 2.23 1.89
Qwen-Long-1M 2.89 1.20 2.82 2.40 2.64

Table 3: Human evaluation results of seven LLMs on
five tasks of Chinese Fiction Reading. The abbreviations
in the table are consistent with those in the preceding
tables. The numbers in the table represent average rank-
ings, with lower values indicating better performance.

by Zhipu AI. Compared to ChatGLM2, it boasts343

more powerful question-answering and text gener-344

ation capabilities with 200K tokens context win-345

dow size. Developed by Moonshot AI, Moonshot-346

V15 boasts exceptional performance in processing347

extremely-long text inputs of up to 128K tokens.348

Qwen-Long6 is a large-scale language model de-349

veloped by Alibaba Cloud, designed to support350

long contexts and multiple documents understand-351

ing over 1M tokens across various scenarios at a352

very low cost.353

Open-source LLMs Equipped with 200K con-354

text window size, InternLM2 exhibits comprehen-355

sive enhancements across all functionalities. We356

employ InternLM2-Chat-7B-200k and InternLM2-357

Chat-20B-200k. The computationally efficient358

length extrapolation technology YaRN makes it359

possible to expand LLM’s context window size360

while conserving resources. We leverage YaRN-361

Mistral-7B-128k.362

5https://www.moonshot.cn/
6https://bailian.console.aliyun.com/

3.2 Retrieval-Augmented Generation 363

Methods 364

One type of methods to handle long texts with 365

small context window size in LLMs is Retrieval- 366

Augmented Generation (RAG) (Li et al., 2022). 367

We test this technique’s impact on LLMs eval- 368

uation results, to see if the model could com- 369

plete XL2Bench tasks by retrieving certain fixed 370

chunks. We employ LangChain7 and three re- 371

trievers: Sentence-Transformers (Reimers and 372

Gurevych, 2020), LLM-Embedder (Zhang et al., 373

2023a), and Contriver (Izacard et al., 2022). We 374

set the chunk size to 500 and Top-5 chunks for 375

generation. 376

3.3 Dataset 377

Due to the substantial costs associated with eval- 378

uating LLMs on the complete XL2Bench, we opt 379

to create a test set for our experiments. We ran- 380

domly select 150 samples from each subtask in the 381

benchmark. This approach yield a representative 382

subset of XL2Bench, which we utilize to assess all 383

models, thereby ensuring objective and equitable 384

outcomes. 385

3.4 Evaluation Metrics 386

We carry out both automatic and human evalua- 387

tions. The metrics for automatic evaluation of each 388

task are presented in Table 1. Owing to space lim- 389

itations, detailed descriptions of these metrics, as 390

well as those for human evaluation, are included in 391

Appendix C. 392

3.5 Inference Settings 393

We conduct the evaluation in a zero-shot setting. 394

The input templates we use during inference can 395

7https://python.langchain.com/docs/get_started/introduction
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Models MR DU OU TG

LE-L LE-R Def-QA Num-QA LE-C MCQA Case-Adj

YaRN-Mistral-7B-128K 11.29 <1 8.62 <1 3.36 <1 <1
InternLM2-Chat-7B-200K 2.61 <1 3.52 <1 <1 <1 <1
InternLM2-Chat-20B-200K 22.60 5.41 40.57 58.03 11.76 44.23 41.05
Moonshot-V1-128K 88.83 32.61 48.08 63.85 28.10 63.11 47.40
GLM-4-200K 72.76 16.97 43.17 67.63 31.14 53.56 47.31
GPT-4-Turbo-128K 63.48 13.41 40.26 62.50 29.51 63.24 48.89
Qwen-Long-1M 80.67 10.67 46.10 74.65 10.00 72.88 46.20

Table 4: Results (%) of seven LLMs on Law Reading. LE-L, LE-R, Def-QA, Num-QA, LE-C, MCQA and
Case-Adj represent Legal Entry Location, Legal Entry Retrieval, Legal Definition QA, Legal Number QA, Legal
Entry Counting, Multiple Choice QA and Case Adjudication, respectively. Rest settings remain the same as in the
previous tables.

Models MR DU OU TG

LE-L LE-R Def-QA Num-QA LE-C MCQA Case-Adj

InternLM2-Chat-20B-200K 5.41 22.60 40.57 58.03 11.76 44.23 41.05
w/ Sentence-Transformers <1 16.54 11.59 11.22 4.92 39.92 31.16
w/ LLM-Embedder 1.86 21.68 11.97 19.98 2.46 42.59 38.83
w/ Contriever <1 16.73 10.23 5.44 4.10 40.23 37.79

Table 5: Results (%) of InternLM2-Chat-20B-200K using different embedding models on Law Reading. w/
represents with. The best performance over of each subtask is in bold.

be found in Appendix D. When the input length396

exceeds the context window size of LLMs, we trun-397

cate the input sequence from the middle, as the398

front and end of the sequence may contain crucial399

information such as instructions or questions. For400

models that are API-callable, we follow the origi-401

nal settings provided in the sample code of these402

models. For locally deployed models, we select the403

decoding parameters as follows: Temperature=0.2,404

Top-K=40, Top-P=0.9, Repetition Penalty=1.02.405

4 Results and Analysis406

4.1 Long Texts Processing407

The results pertaining to three scenarios are delin-408

eated in Table 2 and 4. Due to space constraints,409

the remaining results are relegated to Appendix E.410

The key findings from the experiments can be sum-411

marized below.412

The overall performance of all LLMs is no-413

tably unsatisfactory. Regardless of whether they414

are open-source or closed-source, LLMs consis-415

tently score low across various metrics pertaining to416

the 27 subtasks, particularly in retrieval and count-417

ing tasks where human performance approaches418

100%. We hypothesize that these results are at-419

tributable to the use of sparse attention or length420

extrapolation techniques within the extended model 421

context window, as well as the truncation operation 422

employed when the input text is too long. 423

Closed-source models outperform open- 424

source models. The comparative performance 425

analysis of three closed-source LLMs demonstrates 426

a superior performance over their open-source 427

counterparts. Furthermore, with 7B parameters, 428

YaRN-Mistral and InternLM2-Chat-7B exhibit sub- 429

optimal performance across a majority of tasks, 430

achieving scores below 1. This demonstrates the 431

importance of the model’s parameter size for effec- 432

tively managing tasks in XL2Bench. 433

LLMs have a preference for the language of 434

the input text. GLM-4, Moonshot-V1, and Qwen- 435

Long performs well on Chinese-language tasks 436

(Law Reading and Fiction-CN), while GPT-4 per- 437

forms well on English-language tasks (Paper Read- 438

ing and Fiction-EN). We infer that this may be due 439

to the different proportions of Chinese and English 440

datasets used in the training process of these three 441

models. This further indicates that the dataset is a 442

particularly critical factor that affects model perfor- 443

mance. 444

GPT-4’s performance on self-generated sub- 445

tasks does not meet expectations. In particu- 446

lar, for subtasks where the ground truth is estab- 447
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lished by GPT-4 itself, we meticulously assessed448

the model’s efficacy. Contrary to our initial as-449

sumptions, GPT-4’s scores on these tasks are lower450

than anticipated. Upon an in-depth analysis of the451

model-generated content, we hypothesized that the452

verbose nature of the text could have adversely453

affected GPT-4’s understanding of the task descrip-454

tions, leading to a diminished output quality.455

The findings and analyses presented above indi-456

cate that existing context window expansion tech-457

nologies fall significantly short of reaching or ap-458

proximating human-level performance. Addressing459

the issue of context dependency represents a crit-460

ical area for potential breakthroughs and merits461

further exploration.462

4.2 Human Evaluation Results463

As shown in Table 3, the models of 7B size consis-464

tently occupy the bottom two rankings across all465

evaluated tasks. Further case analysis demonstrates466

that their outputs are characterized by disorganiza-467

tion and incoherence, often devoid of logical struc-468

ture or bordering on nonsensical. In contrast, the469

20B InternLM2-Chat generally achieves the fifth470

rank. The rankings of the remaining four LLMs,471

which are accessible exclusively through API calls,472

are tightly competitive, with GPT-4-Turbo consis-473

tently leading.474

4.3 Performance of Retrieval-Augmented475

Generation Methods476

In this subsection, we assess the performance of477

InternLM2-Chat-20B-200K, which utilizes three478

distinct retrievers on Law Reading scenarios. Re-479

sults illustrated in Table 5, indicate a uniform reduc-480

tion in the model’s performance across all subtasks481

following the adoption of RAG methods. Notably,482

the most substantial declines in performance are ob-483

served in the Definition QA and Number QA tasks.484

We postulate that these decreases may be due to485

the retrievers’ failure to recall relevant segments486

of text. The results and subsequent analysis imply487

that effectively addressing the tasks in XL2Bench488

demands more than merely retrieving relevant doc-489

uments.490

4.4 Assessment of In-context Learning Ability491

Previous analyses have primarily focused on the492

zero-shot setting. In this subsection, we evaluate493

the in-context learning (ICL) capabilities of LLMs494

on selected tasks. We utilize samples from the same495

long texts and tasks as prompts, transforming the496

input format from ⟨Text, Input⟩ in the zero-shot sce- 497

nario to ⟨Text,Prompt1, . . . ,Promptn, Input⟩ to as- 498

sess LLM performance on the residual data. Due to 499

input length constraints, we limit n to 5. Through 500

in-context learning, models are capable of gener- 501

ating outputs that closely align with the desired 502

format, thus elevating their scores. More details 503

can be found in Appendix F 504

4.5 Impact of Context Length 505

In this subsection, we explore the impact of context 506

length on the performance of LLMs. Our evalu- 507

ation focuses on the average performance of the 508

InternLM2-Chat-20B across four tasks, using le- 509

gal texts of varying lengths. Results presented 510

in Appendix G illustrate that the model’s perfor- 511

mance significantly declines with longer texts, as 512

evidenced by a steeper curve. This observation 513

underscores the model’s challenges in effectively 514

managing the complexities of long text modeling. 515

4.6 Impact of Data Contamination 516

In this subsection, we conduct an ablation study 517

to examine the effectiveness of the methodologies 518

employed to reduce data contamination. The re- 519

sults indicate that our data augmentation techniques 520

can, to some extent, reduce the likelihood of biased 521

evaluations. A detailed discussion is provided in 522

Appendix H due to space limit. 523

5 Conclusion 524

In this paper, we present XL2Bench, a compre- 525

hensive benchmark for extremely long text under- 526

standing with long-range dependencies. XL2Bench 527

consists of three scenarios, four tasks, and 27 sub- 528

tasks, with an average length of over 100K words 529

(English) and 200K characters (Chinese). We auto- 530

matically construct the benchmark via LLMs, sig- 531

nificantly reducing the cost of manually annotating 532

the datasets. Furthermore, we mitigate data con- 533

tamination risks through carefully designed tech- 534

niques. Extensive experiments on XL2Bench yield 535

insights into the capabilities of current LLMs for 536

long text understanding. We also demonstrate that 537

RAG methods are not suitable for XL2Bench as the 538

benchmark requires a comprehensive understand- 539

ing of the entire text to complete the tasks. Results 540

and analyses indicate that XL2Bench is a valuable 541

resource for advancing research in the comprehen- 542

sion of long texts. 543
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Limitations544

The limitations of XL2Bench mainly come from545

the disadvantages of using LLMs. First of all, most546

of the large language models that work well are547

not open source or free. This makes it difficult to548

conduct batch experiments or daily use on it. Next,549

a small number of open-source models require a550

lot of GPU resources when used, which is a diffi-551

cult problem for quite many researchers, such as552

students.553

Ethics Statement554

We honor and support the ACL code of Ethics. Our555

bencmark XL2Bench aims to evaluate large lan-556

guage models’ ability of long-text comprehension.557

The interaction and assistance process do not in-558

volve any bias towards to the participants. Follow-559

ing our thorough examination, we can confirm that560

our benchmark is free from any privacy or ethical561

concerns.562
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A Related Work 824

A.1 Long Context Modeling 825

Large language models (LLMs), such as GPT- 826

4 (Achiam et al., 2023) and Llama (Touvron et al., 827

2023a,b), have exhibited superior performance 828

across a variety of text generation tasks and prac- 829

tical deployment scenarios (Wan et al., 2023; Guo 830

et al., 2023; Wang et al., 2023). Nonetheless, the 831

principal limitation hindering LLMs from harness- 832

ing their greater potential is the context window 833

size—the upper limit of text length the model is 834

capable of processing (Ratner et al., 2023). To 835

circumvent this limitation, methods based on Po- 836

sition Encoding (Shaw et al., 2018), length extrap- 837

olation (Newman et al., 2020), and sparse atten- 838

tion mechanisms (Zhang et al., 2021; Gao and Liu, 839

2023), such as Alibi (Press et al., 2022), RoPE (Su 840

et al., 2021), and Landmark (Mohtashami and 841

Jaggi, 2023), have been presented. 842

A.2 Evaluation Benchmarks 843

Existing benchmarks for long context understand- 844

ing, such as LongBench (Bai et al., 2023), L- 845

Eval (An et al., 2023), and Bamboo (Dong et al., 846

2023), essentially expand existing NLU datasets, 847

which may not pose sufficient difficulty and are 848

prone to data contamination, and often fall short 849

in text length. Besides, M4LE (Kwan et al., 2023) 850

constructs texts from fragments of multiple sum- 851

marization datasets to control text length, but this 852

approach lacks the need for global understanding. 853

LooGLE (Li et al., 2023) and InfiniteBench (Zhang 854

et al., 2023b) introduces a broader range of tasks. 855

However, the manual annotation required for such a 856

benchmark is extremely costly. By way of contrast, 857

XL2Bench leverages LLMs and meticulous human 858

review to construct the benchmark cost-effectively. 859

B Task Descriptions 860

In this section, we provide detailed descriptions of 861

the input and output content of 27 subtasks. Please 862

note that the input includes a long text and an in- 863

struction. We only describe the instruction. 864
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Models MR DU OU TG

C-L C-R C-S QA C-C B-S E-E F-S Ch-D Re-A RP-C N-G P-G

YaRN-Mistral-7B <1 <1 6.64 2.29 5.52 10.16 2.85 3.13 10.09 8.52 4.36 4.42 5.40
InternLM2-C-7B <1 <1 3.08 <1 <1 7.73 5.15 4.57 7.01 2.31 6.90 4.23 21.88
InternLM2-C-20B 18.85 1.58 17.60 35.43 56.01 17.47 29.81 25.04 19.97 20.73 53.14 29.79 44.81
Moonshot-V1 38.19 33.56 24.46 34.14 88.89 30.30 38.79 39.16 28.45 25.46 37.10 61.76 62.47
GLM-4 26.68 34.60 18.06 32.86 66.67 28.75 34.46 24.30 25.24 27.56 39.20 35.07 53.12
GPT-4-Turbo 55.46 42.70 19.76 50.81 77.50 29.30 44.20 42.57 30.87 27.16 66.71 74.59 67.80
Qwen-Long 24.67 16.71 19.50 43.80 37.41 28.43 36.81 35.58 26.29 23.19 45.33 66.12 62.03

Table 6: Results (%) of seven LLMs on English Fiction Reading.

Models MR DU OU TG

C-R Sec-Sum T-E Paper-C Paper-Sum P-Review R-Score↓

YaRN-Mistral-7B-128K <1 10.19 15.86 11.69 5.04 33.23 None
InternLM2-Chat-7B-200K <1 6.82 5.04 <1 7.31 39.80 None
InternLM2-Chat-20B-200K 25.84 24.91 30.27 33.37 34.41 45.11 2.30
Moonshot-V1-128K 31.02 45.78 31.43 44.44 36.68 66.04 4.39
GLM-4-200K 25.76 29.66 33.40 47.62 36.91 55.62 2.23
GPT-4-Turbo-200K 45.28 51.57 55.91 55.56 45.91 62.12 2.63
Qwen-Long-1M 18.00 29.16 29.40 30.67 40.38 58.09 2.89

Table 7: Results (%) of seven LLMs on Paper Reading. Sec-Sum, T-E, Paper-C, Paper-Sum, P-Review, and
R-Score represent Section Summarization, Terminology Explanation, Paper Counting, Paper Summarization, Paper
Review, and Rating Score respectively. None signifies the model’s inability to generate a rating score, thus rendering
it incapable of fulfilling the requirements of this subtask.

B.1 Fiction Reading865

Content Location Given the content of the fic-866

tion, the model outputs the location.867

Content Retrieval Given a location, the model868

outputs the corresponding fiction content.869

Chapter Summarization Given a chapter num-870

ber of the fiction, the model summarizes the corre-871

sponding chapter.872

Question Answering Give a detailed question873

about the fiction, the model outputs the answer.874

Chapter Counting The model outputs the quan-875

tity of the fiction.876

Background Summarization The model out-877

puts the time background, place background, and878

social and cultural background of the fiction.879

Event Extraction The model outputs the main880

events of the fiction in chronological order.881

Fiction Summarization The model summarizes882

the whole fiction.883

Character Description The model outputs the884

description of the character in the fiction, including885

personality traits and personal experiences.886

Relationship Analysis The model outputs the 887

relationship between two characters. 888

Role-play Conversation Given a question, the 889

model needs to assume the role of a character from 890

the fiction to provide an answer. 891

News Generation The model assume a news re- 892

porter within the world of the fiction, and reports 893

on the final event involving the protagonist’s team, 894

including the background of the event, the actions 895

of the protagonist, the outcome, and the impact of 896

the event. 897

Poem Generation The model writes a poem 898

based on the core theme, key plot, important char- 899

acters and specific context of the fiction. 900

B.2 Paper Reading 901

Content Retrieval Given a location, the model 902

outputs the corresponding paper content, such as 903

title, authors. 904

Section Summarization Given a section number 905

of the paper, the model summarizes the correspond- 906

ing section. 907
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Terminology Explanation Given an scientific908

noun in the paper, the model outputs its explana-909

tion.910

Paper Counting The model output the quantity911

of titles, authors, references, tables, figures, etc. of912

the paper.913

Paper Summarization The model summarizes914

the whole paper.915

Paper Review The model assumes the role of a916

peer reviewer for an academic journal, and outputs917

a review of the paper, including: strengths and918

weaknesses.919

Rating Score The model assumes the role of a920

peer reviewer for an academic journal, and outputs921

a rating score of the paper from 0 to 10.922

B.3 Law Reading923

Legal Entry Location Given the content of the924

law, the model outputs its corresponding index.925

Legal Entry Retrieval Given a locating of a le-926

gal entry, the mode outputs its content.927

Legal Definition QA Given a question about the928

law’s definitions, the model outputs the answer.929

Legal Number QA Given questions about the930

numbers in law, the model outputs the answer.931

Legal Entry Counting The model outputs the932

quantity of legal entries in this law.933

Multiple Choices QA Given a question with934

multiple choices, the model outputs the answer.935

Case Adjudication Given a legal case, the model936

outputs the verdict.937

C Evaluation Metrics938

Automatic Evaluation For tasks with fixed an-939

swers, such as Content Location in Fiction Read-940

ing, we adopt Accuracy as an intuitive measure to941

demonstrate the model’s performance. For MCQA,942

we utilize F1-Score to objectively evaluate the943

model’s capability to accurately answer all the cor-944

rect options. For summary tasks, we select Rouge-945

L to reflect whether the model can correctly iden-946

tify key information in a document. For generative947

tasks, we employ BLEU to measure the congru-948

ence between the generated content by model and949

the reference content. For Rating Score subtask, we950

choose MAE to calculate the average absolute dif- 951

ference between predicted and true scores. Details 952

can be found in Table 1. 953

Human Evaluation It has been correctly noted 954

that numerous studies have exposed significant lim- 955

itations in N-grams matching-based metrics for 956

open-ended generation tasks (Callison-Burch et al., 957

2006; Chali and Hasan, 2012). To address the short- 958

comings associated with Rouge-L and BLEU, we 959

engage volunteers to perform human evaluations on 960

corresponding tasks. These individuals possess a 961

thorough familiarity with the narratives in question. 962

In the evaluation phase, volunteers are presented 963

with outputs from all models simultaneously. They 964

are then asked to rank these outputs based on per- 965

ceived quality. Our ranking system accommodates 966

ties, with subsequent rankings adjusted to reflect 967

these equivalences8. We present the average rank- 968

ing of each model across all tasks. 969

D Evaluation Input Templates 970

For all texts and corresponding questions in 971

XL2Bench, we use the following template: Please 972

read the following text, and answer related ques- 973

tion: [text] Question: [question] Directly output 974

your answer without any additional analysis or 975

explanation. 976

E Results on English Fiction Reading and 977

Paper Reading 978

We show the remaining results of seven LLMs on 979

English Fiction Reading and Paper Reading in Ta- 980

ble 6 and Table 7. 981

F Assessment of In-context Learning 982

Ability 983

Table 8 demonstrates significant enhancements pri- 984

marily in summarization tasks. Through in-context 985

learning, models are capable of generating out- 986

puts that closely align with the desired format, 987

thus elevating their scores. Conversely, in tasks 988

necessitating brief responses, models exhibit lim- 989

ited ability to leverage the prompts for noticeable 990

improvement. Specifically, GPT-4-Turbo, despite 991

its substantial parameter count, shows negligible 992

performance shifts following in-context learning 993

application. 994

8For example, the rankings might be represented as
1, 1, 3, 4, 5, 6, 6.
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Models Paper Reading Law Reading

Content-R Sec-Sum T-Explain LE-L Def-QA Num-QA

YaRN-Mistral-7B-128K <1 10.19 15.86 <1 8.62 <1
w/ ICL <1 9.81 14.30 <1 7.79 <1

InternLM2-Chat-20B-200K 25.84 24.91 30.27 5.41 40.57 58.03
w/ ICL 31.89 33.67 38.50 6.76 39.90 58.82

GPT-4-Turbo-128K 45.28 51.57 55.91 13.41 40.26 62.50
w/ ICL 46.77 50.89 56.12 14.81 40.88 61.58

Table 8: Results (%) of three LLMs using zero-shot learning and few-shot learning on several tasks of Paper Reading
and Law Reading. The data in the gray section is derived from the previous tables.

Scenarios MR DU OU TG

C-L C-R C-S QA C-Q F-B F-E F-S Ch-D Ch-R Ch-DG N-G P-G

Fiction <1 6.85 17.22 9.82 53.33 15.58 18.61 17.29 21.98 28.92 11.65 16.67 10.09
Fiction-T <1 6.54 12.28 5.05 52.16 10.21 10.80 6.67 2.28 13.89 12.36 11.89 5.01
Fiction-R <1 6.76 5.11 6.48 53.33 8.04 11.72 4.96 3.33 17.67 12.12 11.84 5.78
Fiction-C <1 6.28 5.23 3.39 53.33 7.65 4.46 13.41 2.49 15.56 13.79 12.68 7.91

Table 9: Results (%) of InternLM2-Chat-20B-200K on Fiction, Fiction-T, Fiction-R, and Fiction-C.
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Figure 3: Average score (%) of four tasks under different
context length on Law Reading.

G Impact of Context Length995

Figure 3 illustrates that the model’s performance996

significantly declines with longer texts, as evi-997

denced by a steeper curve. This observation under-998

scores the model’s challenges in effectively manag-999

ing the complexities of long text modeling.1000

H Results of Ablation Study1001

In this section, we assess the effectiveness of our1002

data augmentation strategies in mitigating the im-1003

pact of data contamination on model evaluation1004

outcomes. We specifically examine the perfor-1005

mance of the InternLM2-Chat-20B across different 1006

subsets of fiction data, namely Fiction, Fiction-T, 1007

Fiction-R, and Fiction-C, with the results detailed 1008

in Table 9. The observed reduction in performance 1009

across almost all subtasks within the augmented 1010

dataset indicates that our data augmentation tech- 1011

niques can, to some extent, reduce the likelihood 1012

of biased evaluations. 1013
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