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ABSTRACT

Despite the great success of transformers in practice, their architectures have been
empirically designed, hence lack of mathematical justification and interpretabil-
ity. Moreover, many empirical studies have indicated that some components of
the transformer architectures may be redundant and can be removed or replaced
without compromising overall performance. Hence to derive a compact and in-
terpretable transformer architecture, we contend that the goal of representation
learning is to compress a set of noisy initial token representations towards a mix-
ture of low-dimensional subspaces. Based on the existing literature, the associated
denoising operation naturally takes the form of a multi-subspace self-attention
(MSSA). By unrolling such iterative denoising operations as a deep network, we
arrive at a highly compact architecture that consists of only an MSSA operator
with skip connections at each layer, without MLP. We rigorously prove that each
layer of the proposed transformer performs so highly efficient denoising that it
improves the signal-to-noise ratio of token representations at a linear rate with
respect to the number of layers. Despite its simplicity, extensive experiments
on language and vision tasks demonstrate that such a minimalistic attention-only
transformer can achieve performance close to conventional transformers, such as
GPT-2 and CRATE.

1 INTRODUCTION

Over the past years, transformer architectures (Vaswani et al., 2017) have achieved remarkable em-
pirical success across various modern machine learning applications, including large language mod-
els (LLMs) (Devlin, 2018; Brown et al., 2020a), vision generative models (Chen et al., 2020; Bao
et al., 2023; Peebles & Xie, 2023), and reinforcement learning (Chen et al., 2021). In general,
transformer architectures are constructed by stacking multiple identical layers that work together to
process and learn from data. Each layer is composed of several interacting components arranged
in a specific sequence, including self-attention operators, layer normalization, multilayer perceptron
(MLP) networks, and skip connections. In practice, transformer architectures, such as BERT (De-
vlin, 2018) and GPT-4 (Achiam et al., 2023), are highly deep, often with dozens to even hundreds
of layers, and are significantly over-parameterized, containing millions or even billions of parame-
ters. This considerable depth and a large number of parameters endow transformers with impressive
learning capabilities, allowing them to model complex patterns and relationships in real-world data.

Despite the remarkable success of transformers, their deep and over-parameterized architecture
makes them complex “black box”, hindering interpretability and the understanding of their inner
mechanism. To address this, a common approach involves systematically removing or modifying
certain components in transformers to simplify the architecture; see, e.g., Dong et al. (2021); Alcalde
et al. (2024); Noci et al. (2024); Geshkovski et al. (2023a); Geva et al. (2020); Guo et al. (2024). For
example, Alcalde et al. (2024) studied pure-attention hard-max transformers with skip connections
and showed that the output converges to a clustered equilibrium as the number of layers goes to in-
finity. Noci et al. (2024) analyzed a modified softmax-based attention model with skip connections,
demonstrating that the limiting distribution can be described by a stochastic differential equation.
These studies indicate that the most basic components of transformers are self-attention layers and
skip connections. Although existing studies have provided valuable insights into different com-
ponents of transformers, few of them elucidate the underlying mechanisms by which transformers
process and transform input into output across layers.
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Moreover, existing empirical studies suggest that some components of transformers are not be es-
sential and can be removed or modified without compromising performance. For example, He &
Hofmann (2024) empirically demonstrated that transformer architecture can be simplified by remov-
ing components such as skip connections, value matrix, and normalization layers without degrad-
ing performance. Additionally, Sukhbaatar et al. (2019) investigated the effects of removing MLP
blocks from transformers and augmenting the self-attention layers to play a similar role to MLP
blocks, showing that performance can be preserved. Similarly, Pires et al. (2023) examined the po-
tential for reducing the frequency of MLP layers in transformers. Other works also studied other
simplifications of transformers, such as linear attentions (Katharopoulos et al., 2020) and shared-
QK attentions (Kitaev et al., 2020). Based on these discussions, this work focuses on addressing the
following question regarding the understanding of the underlying mechanism of transformers and
the design of their architectures:

Can we design a minimalistic transformer-like deep architecture consisting of fully interpretable
and provably effective layers that achieves performance close to that of standard transformers?

1.1 RELATED WORKS

Existing studies on self-attention mechanisms. It is widely believed that the power of transform-
ers primarily stems from their self-attention layers, which enable the model to capture long-range
dependencies and contextual relationships between tokens by dynamically weighing token relation-
ships across the input sequence (Tsai et al., 2019; Vaswani et al., 2017). To explore the mechanism
behind self-attention, numerous studies have investigated the performance of pure self-attention net-
works, often incorporating only one additional component to prevent rank collapse and maintain
expressiveness. For example, Dong et al. (2021) showed that in pure-attention transformers without
skip connections and MLP layers, token representations collapse exponentially to a rank-1 matrix
across layers. They also showed that self-attention networks with skip connections prevent rank
collapse. Geshkovski et al. (2023a;b) studied the dynamics of multi-head self-attentions and char-
acterized clustering behaviors of learned representations. Recently, Wu et al. (2024) showed that
pure self-attention networks with LayerNorm can prevent rank collapse. While these studies have
advanced the theoretical understanding of self-attention mechanisms in simplified transformer archi-
tectures, they don’t provide any empirical validation on real-world vision or language tasks, offering
little insight into the role of self-attention in practice.

Figure 1: Each layer of the pro-
posed attention-only transformer
architecture.

Deep network architecture design via unrolled optimization.
It is commonly believed that the success of modern deep networks
largely stems from their ability to transform the raw data into
compact and structured representations, which facilitates down-
stream tasks (Chan et al., 2022; Chen et al., 2023; Ma et al.,
2022; Yu et al., 2023a). A principled and interpretable approach
to learning such representations with transformers is to construct
an architecture that incrementally transforms tokens into these
representations via unrolling iterative optimization steps as lay-
ers of a deep network (Chan et al., 2022; Monga et al., 2021;
Wang et al., 2016; Yu et al., 2023b; Zhang & Ghanem, 2018).
Notably, Monga et al. (2021) demonstrate that such unrolled net-
works are more interpretable, parameter-efficient, and effective
compared to generic networks. In this approach, each iteration
of an algorithm for learning compact and structured representa-
tions is represented as one layer of deep networks. For example,
Gregor & LeCun (2010) have demonstrated that sparse coding al-
gorithms, such as ISTA, can be used to construct MLPs. Recently, Chan et al. (2022) constructed
a “white-box” network based on an iterative gradient descent scheme to optimize the maximal cod-
ing rate reduction objective. More recently, Yu et al. (2023a) designed a “white-box” transformer
architecture by implementing an approximate alternating minimization to optimize the sparse rate
reduction objective. The proposed transformer achieves performance comparable to some popular
ones such as ViT (Dosovitskiy et al., 2020), BERT (Devlin, 2018), and DINO (Caron et al., 2021)
on vision tasks. Notably, a key component in their design is the multi-head subspace self-attention
(MSSA) operator (see Eq. (3)). While they argued that this operator can denoise token representa-
tions, they only showed that the negative gradient of the compression term of the objective points
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to the denoising direction, without providing an accurate analysis or guarantee for the denoising
efficiency. The MSSA’s denoising capabilities remain an open question.

Linear representation & superposition hypotheses. Recent empirical studies on language tasks
have raised the “linear representation hypothesis”, which posits that token representations can be
linearly encoded as one-dimensional feature vectors in the activation space of LLMs (Jiang et al.,
2024; Park et al., 2023), and “superposition hypothesis”, which further hypothesizes that token rep-
resentations are a sparse linear combination of these feature vectors (Elhage et al., 2022; Yun et al.,
2021; Arora et al., 2018). Building on these hypotheses, various approaches have been proposed
to understand and utilize token representations. For example, Templeton (2024) employed sparse
autoencoders to decompose the token representations of Claude 3 Sonnet into more interpretable
pieces. Luo et al. (2024) leveraged sparse dictionary learning to explore token representations, de-
composing them into interpretable components based on a concept dictionary. Recently, Engels
et al. (2024) conjectured that token representations in LLMs are the sum of many sparse multi-
dimensional features. This conjecture is supported by their experiments on GPT-2 and Mistral 7B,
where they used sparse autoencoders to identify multi-dimensional features. Notably, all of these
empirical studies come to the qualitative conclusion that the token representations lie on a union of
(possibly many) low-dimensional subspaces.

1.2 OUR CONTRIBUTIONS

Based on the above discussions, we use a simple yet effective model for the token representations
that accurately reflects the behaviors of trained transformers (such as LLMs) based on the previously
referenced empirical studies. That is, we model the underlying distribution of token representations
as a mixture of low-rank Gaussians corrupted by noise (see Definition 1). Specifically, each token
representation lies in a subspace corrupted by the noise from other spaces (see Eq. (1)). To denoise
these token representations, we employ the multi-head subspace self-attention (MSSA) operator
proposed in (Yu et al., 2023a; Pai et al., 2023) to incrementally update the token representations (see
Eq. (3)). Then, our contributions can be summarized as follows:

• Attention-only transformer with a minimalistic architecture via unrolled optimization.
Based on unrolling the iterative optimization steps Eq. (3), we construct a new transformer with
a streamlined architecture, consisting of only MSSA layers with skip connections (see Figure 1).1
This design simplifies transformer architectures significantly compared to standard decoder-only
transformers. More details are illustrated in Figure 3.

• Theoretical guarantees on the denoising performance of the proposed transformer. To quan-
tify the denoising performance, we define a signal-to-noise (SNR) metric (see Eq. (8)) for each
block of the token representations. We prove that each layer of the proposed transformer im-
proves the SNR at a linear rate when the initial token representations are sampled from a mixture
of low-rank Gaussians (see Theorem 1). This indicates the MSSA operator is highly effective in
denoising token representations towards their corresponding subspaces.

• Understanding roles of self-attention and MLP layers. Notably, the proposed transformer is
a valuable model for understanding the mechanism of attention since it disentangles the effect of
MLP layers. Moreover, comparing the proposed transformer to standard transformers provides
insights into the specific role, or empirical benefits, of the MLP layers in different tasks, such as
for in-context learning (see experiments in Section 4.1.2).

We have conducted extensive experiments on both language and vision tasks, including causal lan-
guage modeling, in-context learning, and supervised image classification, to complement our theory
and demonstrate the potential of our proposed transformer architecture. These experiments highlight
its ability to handle complex real-world applications, thereby confirming the practical value of our
streamlined attention-only transformer design.

Notation. Given an integer n, we denote by [n] the set {1, . . . , n}. Given a vector a, let ∥a∥ denote
the Euclidean norm of a and diag(a) denote the diagonal matrix with a as its diagonal. Given a
matrix A, let ∥A∥ denote the spectral norm of A, ∥A∥F denote the Frobenius norm, and aij denote
the (i, j)-th element. For sequences of positive numbers {an} and {bn}, we write an ≲ bn or
bn ≳ an if there exists an absolute constant C > 0 such that an ≤ Cbn. Given a constant τ > 0,
we define I(x > τ) = 1 if x > τ and I(x > τ) = 0 otherwise.

1For language tasks, we additionally include LayerNorm layers to improve performance.
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2 TECHNICAL APPROACH AND JUSTIFICATION

To begin, we introduce the basic setup of transformers for learning representations from real-world
data. Real-world data, such as images, videos, and text, are often modeled as random samples
drawn from a high-dimensional probability distribution with low-dimensional intrinsic structures
(Pope et al., 2020; Wright & Ma, 2022). Instead of directly inputting data samples into trans-
formers, a common preprocessing step involves converting each sample into a sequence of vectors,
referred to as tokens. Each token represents a localized segment of the data, such as an image patch,
a snippet of text, or a frame in a video. Consequently, the input to transformers is typically a se-
quence of tokens, denoted as X = [x1, . . . ,xN ] ∈ RD×N . Then, the goal of transformers is to
learn a map f : RD×N → Rd×N that transforms these tokens into structured and compact token
representations that facilitate downstream tasks, such as classification (Dosovitskiy et al., 2020),
segmentation (Kirillov et al., 2023), and generation (Saharia et al., 2022), by capturing the underly-
ing patterns and relationships in the data. For ease of exposition, we denote the token representations
as Z := f(X) ∈ Rd×N .

2.1 LEARNING TOKEN REPRESENTATIONS VIA UNROLLED OPTIMIZATION

In this subsection, we introduce how to learn token representations based on the approach of un-
rolling optimization algorithms (Chan et al., 2022; Gregor & LeCun, 2010; Monga et al., 2021; Sun
et al., 2019; Wang et al., 2016; Yu et al., 2023b; Zhang & Ghanem, 2018). This approach involves
constructing each layer of a neural network according to a step of an iterative optimization algorithm.
That is, the network’s architecture is designed to implement a specific optimization algorithm, where
each layer corresponds to a single iterative step. By unrolling the algorithm, a “white-box” trans-
former architecture can be constructed as a multi-layer neural network that incrementally transforms
input tokens into structured and compact representations. This process can be described as follows:

f : X
f0

−→ Z(0) f1

−→ · · · · · · f l

−→ Z(l) f l+1

−→ · · · · · · fL

−→ Z(L) = Z,

where f0 : RD×N → Rd×N is a pre-processing mapping (e.g., positional encoding, token em-
bedding) that transforms input tokens X ∈ RD×N to initial token representations Z(0) ∈ Rd×N ,
f l : Rd×N → Rd×N denotes an incremental operation, and Z(l) denotes the token representations
at the l-th layer for each l ∈ [L]. Then, a key question is how to design the operator f l at each layer
to learn meaningful token representations efficiently throughout the network in a principled manner.

2.2 DENOISING OPERATOR FOR LEARNING TOKEN REPRESENTATIONS

In this subsection, we introduce a denoising operator for learning token representations incremen-
tally. To clarify the intuition behind this design, we assume that the initial token representations
Z(0) are drawn from a mixture of noisy low-rank Gaussian distributions as follows.
Definition 1. Let C1, . . . , CK be a partition of the index set [N ] and Uk ∈ Rd×pk denote the
orthonormal basis of the k-th cluster for each K ∈ [K]. We say that the token representations
{z(0)

i }Ni=1 are sampled from a mixture of noisy low-rank Gaussian distributions if for each k ∈ [K],

z
(0)
i = Ukai +

K∑
j ̸=k

Ujei,j , ∀i ∈ Ck, (1)

where ai
i.i.d.∼ N (0, Ipk

) and ei,j
i.i.d.∼ N (0, δ2Ipj ) for all i ∈ Ck and k ∈ [K], {ai} and {ei,j}

are respectively mutually independent, and {ai} is independent of {ei,j}.

Before proceeding, we make some remarks on this model. First, it provides a probabilistic frame-
work for modeling token representations, assuming that they are sampled from a mixture of multiple
low-rank Gaussian distributions with noise. Specifically, if a token representation belongs to the k-
th cluster as shown in Eq. (1), it consists of a signal component Ukai and a noise component∑K

j ̸=k Ujei,j . Second, this model aligns well with the “linear representation hypothesis” (Jiang
et al., 2024; Park et al., 2023) and “superposition hypothesis” (Elhage et al., 2022; Yun et al., 2021;
Arora et al., 2018) regarding the structures of token representations in pretrained LLMs. Indeed, the
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Figure 2: Layers of transformers f l gradually denoise token representations towards their
corresponding subspaces.

bases of subspaces can be interpreted as semantics features, and each token representation can be
approximately expressed as a sparse linear combination of subspace bases when the noise variance
δ is sufficiently small. Our goal is to denoise these token representations towards the corresponding
subspace; see Figure 2.

Denoising operator for token representations. In this work, we make the simplifying assump-
tion that the subspaces are orthogonal to each other in Definition 1, i.e., UT

k Uj = 0 for all k ̸= j.
Note this assumption is not so limiting as in high-dimensional spaces, with high-probability low-
dimensional subspaces are incoherent, i.e., UT

k Uj ≈ 0 to each other (Wright & Ma, 2022).2

Without loss of generality, we rearrange the token representations Z(0) such that the token repre-
sentations from the same subspace are concatenated together, i.e.,

Z(0) =
[
Z

(0)
1 . . . Z

(0)
K

]
=
[
U1A1 +

∑
j ̸=1 UjE1,j . . . UKAK +

∑
j ̸=K UjEK,j

]
,

where the columns of Z(0)
k denote the token representations from the k-th subspace for each k ∈

[K], the columns of Ak ∈ Rpk×Nk consists of {ai}i∈Ck
, and the columns of Ek,j ∈ Rpj×Nk

consists of {ei,j}i∈Ck
for each k ∈ [K] with Nk = |Ck| for each k ∈ [K]. Obviously, projecting

token representations onto their corresponding subspace helps separate the signal from the noise
components, i.e.,

UkU
T
k Z(0)

s =

{
UkAk, if s = k,

UkEs,k, if s ̸= k.
(2)

To denoise the token representations from k-th subspace, we can compute the similarity of projected
token representations via (UT

k Z)T (UT
k Z) and verify that the similarity between projected token

representations from the k-th subspace is high, while the similarity between other pairs of projected
token representations is low when δ < 1. Then, we convert it to a distribution of membership with
function φ, such as hard-thresholding or soft-max functions, and denoise the token representations
towards to the corresponding subspace using this membership. Now, we formalize the considered
operator as follows:

Z(l+1) = Z(l) + η

K∑
k=1

UkU
T
k Z(l)φ

(
Z(l)TUkU

T
k Z(l)

)
, l = 0, 1, . . . , L− 1, (3)

where η > 0 is the denoising strength and φ(·) : Rd×N → Rd×N is an operator applied to each
column of an input matrix, i.e.,

φ (X) = [φ(x1) . . . φ(xN )] . (4)

Notably, this operator, referred to as the multi-head subspace self-attention (MSSA), is first proposed
by Yu et al. (2023a;b) to approximately optimize the compression term of the sparse rate reduction
objective for constructing a transformer architecture. They showed that the negative compression
gradient of the objective points from the token representation to the corresponding subspace. How-
ever, they do not give any accurate analysis of the denoising efficiency of the MSSA operator (3).

2It is not difficult to generalize our results to the more general case, with slightly more sophisticated analysis.
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Figure 3: Details of the attention-only transformer (AoT) architecture. Each layer consists of
the MSSA operator and a skip connection. In addition, LayeNnorm is included only for language
tasks. In practice, backpropagation is applied to train the model parameters using training samples.

2.3 TRANSFORMER ARCHITECTURE DESIGN VIA UNROLLED OPTIMIZATION

Now, we formally introduce the proposed transformer architecture. Specifically, by unrolling the
iterative optimization steps (3) as layers of a deep network, we construct a transformer architecture
in Figure 3. Each layer of the proposed architecture only consists of the MSSA operator and a skip
connection. For language tasks, we additionally incorporate LayerNorm before the MSSA operator
to improve performance. The complete architecture is built by stacking such layers, along with
essential task-specific pre-processing and post-processing steps, such as positional encoding, token
embedding, and final task-specific head to adapt to different applications.

Remark 1. Generally speaking, the standard decoder-only transformer architecture is composed
of the following key components (Brown et al., 2020b; Radford et al., 2019; Vaswani et al., 2017):
(1) positional encoding, (2) multi-head QKV self-attention mechanisms, (3) feed-forward MLP net-
works, (4) layer normalization, and (5) residual connections. In contrast, our proposed transformer
architecture adopts a streamlined design by incorporating several key simplications. Specifically,
it employs shared-QKV subspace self-attention mechanisms, excludes MLP layers, and reduces the
frequency of LayerNorm.

Differences from previous works on attention-only transformers. In the literature, some theo-
retical works have studied attention-only transformers. For example, Dong et al. (2021); Wu et al.
(2024) showed that pure-attention transformers with skip connections or LayerNorm can prevent
rank collapse. Additionally, Alcalde et al. (2024) studied the clustering behavior of attention-only
hardmax transformers. While these studies contribute significantly to our understanding of the role
of self-attention in transformers, they lack empirical validation and practical implications. In con-
trast to these works, we not only show that each layer of the proposed attention-only transformer
can denoise token representations but also conduct experiments on real-world language and vision
tasks to demonstrate the potential.

The role of backward propagation. Notably, our approach constructs a transformer architecture
in the forward pass by interpreting each layer as a denoising operator, conditioned on the assumption
that the subspace bases {Uk}Kk=1 are known. However, in practice, these subspace matrices, i.e.,
network parameters, are unknown and need to be learned gradually via iterative optimization too.
Hence, the forward denoising operator (3) at the l-th layer/iteration becomes

Z(l+1) = Z(l) + η

K∑
k=1

U
(l)
k U

(l)T

k Z(l)φ
(
Z(l)TU

(l)
k U

(l)T

k Z(l)
)
, l = 0, 1, . . . , L− 1. (5)

We should emphasize that the parameters {U (l)
k } now depend on the layer index l and can be differ-

ent across layers. Note that U (l)
k at different layers can represent different intermediate estimates for

Uk via certain optimization. In practice, they can be estimated through end-to-end training via back-
propagation. This flexibility brings additional capacity for the overall deep architecture, allowing
learning denoising bases {U (l)

k } at each layer that is locally adaptive to the distribution of Z(l).
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(a) Noise level δ = 0.2 (b) Noise level δ = 0.5

Figure 4: Denosing performance of the attention-only transformer. Here, we sample initial token
representations from a mixture of low-rank Gassuains in Definition 1. Then, we apply (3) to update
token representations and report the SNR at each layer.

3 THEORETICAL GUARANTEE FOR THE ATTENTION-ONLY TRANSFORMER

In this section, we rigorously show that each layer of the proposed transformer denoises token rep-
resentation when the initial token representations are sampled from a mixture of low-rank Gaussians
as defined in Definition 1. To quantify the denoising capability, we define the signal-to-noise ratio
(SNR) for each block of the token representations at the l-th layer as follows:

SNR(Z
(l)
k ) :=

∥UkU
T
k Z

(l)
k ∥F

∥(I −UkUT
k )Z

(l)
k ∥F

, ∀k ∈ [K]. (6)

To simplify our analysis, we assume that p = p1 = · · · = pK , N1 = · · · = NK = N/K, and

[U1 . . . UK ] ∈ Od×Kp. (7)

With the above setup, we now characterize the denoising performance of the proposed transformer.
Theorem 1. Let Z(0) be defined in Definition 1 and φ(·) in Eq. (4) be φ(x) = h (σ(x)), where
σ : RN → RN is the soft-max function and h : RN → RN is an element-wise thresholding function
with h(x) = τI {x > τ} for each i ∈ [N ]. Suppose that p ≳ logN , δ ≲

√
logN/

√
p, and

τ ∈
(
1

2
,

1

1 +N exp(−9p/32)

]
.

For sufficiently large N , it holds with probability at least 1−KLN−Ω(1) that for each l ∈ [L− 1],

SNR(Z
(l+1)
k ) = (1 + ητ)SNR(Z

(l)
k ), ∀k ∈ [K]. (8)

The proof is deferred to Appendix A. Here we comment on significance of this theorem:

• Linear denoising performance of the attention-only transformer. In the theorem, when the
initial token representations are sampled from a mixture of low-rank Gaussian distributions with
a noise level O(

√
logN/

√
p) and φ(·) is defined in (4), we show that each layer of the proposed

transformer denoises token representations at a linear rate. This indicates the MSSA operator’s
efficiency in reducing noise across layers. Notably, our theoretical results are well-supported by
experimental observations in Figure 4, which further validate the practical denoising capability of
the proposed transformer.

• Difficulties in analyzing the dynamics of the update (3). It is worth noting that the update
(3) is highly nonlinear and complicated. Specifically, it is cubic in terms of update variables
Z(l) and the operator φ is nonlinear, being composed of soft-max and thresholding functions.
These characteristics lead to intricate interactions among consecutive updates that complicate the
analysis of the learning dynamics. Compared to the existing works (Ahn et al., 2023; Zhang
et al., 2023; Schlag et al., 2021) that mainly focus on linear self-attention with φ(·) being the
identify function, our analysis provides more pertinent results for understanding the denoising
performance and learning dynamics of attention mechanisms, capturing the nonlinear interactions
and transformations across the layers of modern transformer architectures.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2025

4 EXPERIMENTAL RESULTS

In this section, we evaluate our proposed attention-only transformer (AoT) architecture on both
language and vision tasks. Due to limited computing and engineering resources, the goal of our
experimentation is not to outperform state-of-the-art transformers but to verify that AoT can achieve
similar or comparable performance on complex language and vision tasks. Hence we believe, while
offering a fully interpretable architecture with a layerwise performance guarantee, AoT holds great
potential in practical applicability with further engineering development in the future. In all our
implementations, we set the operator φ(·) in Eq. (3) to be the softmax function.

4.1 DECODER-ONLY TRANSFORMER FOR LANGUAGE TASKS

To study the performance of our architecture on language tasks, we consider the widely used Gen-
erative Pre-Training (GPT) task (Radford et al., 2019). In the context of causal language modeling,
the goal is to do the next token prediction in a sequence. To adapt to this task, we modify the AoT
architecture by changing the MSSA operator to be a causally masked MSSA, i.e., replacing (5) by

Z(l+1) = Z(l) + η

K∑
k=1

U
(l)
k U

(l)T

k Z(l)φ
(
Mask

(
Z(l)TU

(l)
k P

(
U

(l)T

k Z(l)
)))

,

where [Mask(A)]ij = aij if i ≤ j and [Mask(A)]ij = −∞ otherwise. Following the implemen-

tation used in Kitaev et al. (2020), we apply normalization to the “query matrix” U
(l)T

k Z(l), where
A′ = P(A) project each column of A = [a1, . . . ,an] ∈ Rd×n onto unit sphere, i.e., a′ = a/∥a∥.
We follow the same pre-processing and post-processing steps in (Yu et al., 2024, Section 4.1.4).
Our implementation of the GPT-2 type transformer and training pipeline is based on the framework
outlined in Karpathy (2022).3 In addition, to study the effect of removing the MLP layer, we also
train models with MLPs in the first half of transformer blocks, referred as Hybrid, as well as models
with MLPs in all blocks, referred as Full MLP.

4.1.1 LANGUAGE MODELING

Pre-training language models. We pre-train AoT-based language models of different sizes and
GPT-2 (see Table 1 for model sizes) on OpenWebText (Gokaslan & Cohen, 2019). Here, we train
these models over a 1024-token context using the AdamW optimizer (Loshchilov & Hutter, 2019).
We plot the training loss and validation loss against the number of training iterations in Figure 5(a)
and (b), respectively. It is observed that AoT-based language models of medium and large size can
achieve comparable performance to the GPT-2 base model in terms of training and validation loss. In
addition, a comparison of AoT models with the Hybrid and Full MLP configurations demonstrates
that incorporating MLP layers can accelerate the training process.

Zero-shot evaluation. Using the above pre-trained models, we compute the cross-entropy valida-
tion loss without training on datasets WikiText (Merity et al., 2016)4, LAMBADA (Paperno et al.,
2016)5, and PTB (Marcus et al., 1993) in Table 1. In addition, we report zero-shot accuracy in Ta-
ble 1 on LAMBADA for predicting the final word of sentences, as well as on the Children’s Book
Test (CBT) (Hill et al., 2016), where the task is to choose either common nouns (CN) or named enti-
ties (NE) from 10 possible options for an omitted word in a paragraph. It is observed that AoT with
medium and large parameter sizes can achieve comparable performance to the GPT-2 base model
on these tasks. Moreover, we found that adding MLP layers to AoT does not improve the zero-shot
performance. These results highlight the potential of attention-only models to achieve competitive
results while maintaining interpretability.

4.1.2 IN-CONTEXT LEARNING ON SIMPLE FUNCTION CLASSES

In-context learning (ICL) refers to the ability of modern language models to perform tasks by using
examples provided in the input prompt, along with a new query input, generating outputs without

3https://github.com/karpathy/nanoGPT.git
4For WikiText2 and WikiText103 (Merity et al., 2016), the test splits are the same, so we merge them as a

single dataset referred to as WikiText.
5To obtain the accuracy on LAMBADA dataset, we use greedy decoding.
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(a) Training Loss (b) Validation Loss
Figure 5: The curves of both training and validation losses of models pretrained on OpenWebText.

updating the parameters (Brown et al., 2020b; Garg et al., 2023; Park et al., 2024). We evaluate the
ICL capabilities of our AoT and compare its performance with that of GPT-2 (Radford et al., 2019).
Each model is trained from scratch on specific tasks, including linear and sparse linear regressions.
We mainly follow the setup in Garg et al. (2023) to train models to learn linear functions in context.
Specifically, for a specific function class G, we generate random prompts by sampling a function
g ∈ G from distribution DG over functions random inputs x1, . . . ,xN ∈ Rd i.i.d. from DX over
inputs. To evaluate the inputs on g, we create a prompt P = (x1, g(x1), . . . ,xN , g(xN )). We train
the model fθ to minimize the expected loss over all prompts prefixes:

min
θ

EP

[
1

N

N−1∑
i=1

(
fθ(P

i)− g(xi)
)2]

, (9)

where P i is the prompt prefix up to the input i-th in-context example P = (x1, g(x1), . . . ,xi).

Tasks. We consider both linear functions and sparse linear functions with dimension d = 20. The
in-context examples xi are sampled from the isotropic Gaussian distribution. For linear functions,
we define G = {g : g(x) = wTx}, where x is sampled from the isotropic Gaussian distribution as
well. For sparse linear functions, the setup is similar, but with a modification: only 3 coordinates in
the vector w are set as non-zero, while the remaining coordinates are set as zero.

Training and evaluation. For all experiments, we set the number of heads to 8 and embedding size
128. To match the sizes of different models by controlling the number of layers. The transformer and
Full MLP has 16 layers, Hybrid 24, and AoT 16. To train the model, we sample a batch of random
prompts with size 64 and train the models for 50,000 iterations using Adam optimizer (Kingma &
Ba, 2017) . We evaluate models using same DG and DX to sample 1280 prompts. We refer the
reader to Park et al. (2024) for more details.

Table 1: Zero-shot results on several benchmark datasets.

Models LAMBADA PTB WikiText LAMBADA CBT CN CBT NE
# of parameters (val loss) ↓ (val loss) ↓ (val loss) ↓ (acc) ↑ (acc) ↑ (acc) ↑

Base 102M 4.70 6.03 4.65 0.25 0.80 0.74
Medium 182M 4.47 5.08 4.22 0.29 0.84 0.77

Large 326M 4.26 4.77 3.99 0.34 0.86 0.81
Hybrid 81M 4.84 5.83 4.56 0.25 0.79 0.73

Full MLP 109M 4.73 6.95 4.70 0.30 0.83 0.77
GPT-2 Base 124M 4.32 5.75 4.13 0.40 0.87 0.84

We plot the estimation error against in-context samples in Figure 6. It is observed that our AoT
architecture can in-context learn linear functions and sparse linear functions, achieving performance
close to that of GPT-2 style transformer. Adding MLPs does not improve the in-context learning
ability of AoT, which further supports the effectiveness of our attention-only architecture.

4.2 VISION TRANSFORMERS FOR SUPERVISED IMAGE CLASSIFICATION

Now we evaluate the performance of AoT as a backbone architecture for supervised image classifica-
tion tasks. For further simplification, we do not even use LayerNorm layers in the AoT architecture.

9
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(a) Linear regression (b) Sparse linear regression
Figure 6: Evaluating models on in-context learning linear functions. We plot the normalized squared
error as a function of in-context examples.

Model architecture. As we mentioned earlier, for vision tasks, we can use an even simpler archi-
tecture without the Layernorm (see Figure 3). We use the same pre-processing map and classification
head defined in (Yu et al., 2023a, Section 4.1.1) to construct the AoT-based model. Moreover, we
consider AoT-based models with different number of parameters and attention layers, as in Table 2.

Table 2: Top-1 accuracy on ImageNet with different models when pre-trained on ImageNet-21K and
then fine-tuned on ImageNet-1K.

Models ImageNet-1K # of Parameters # of Layers

AoT-Base 70.2% 16M 12 (Atten)

AoT-Large 75.7% 52M 24 (Atten)

AoT-Huge 79.2% 86M 32 (Atten)

CRATE-α-B/16 (Yang et al., 2024) 81.2% 72.3M 12 (Atten+MLP)

CRATE-α-L/14 (Yang et al., 2024) 83.9% 253.8M 24 (Atten+MLP)

Training setup. We employ Lion optimizer (Chen et al., 2024) to pre-train the above AoT-based
transformer on ImageNet-21K and AdamW (Loshchilov, 2017) to fine-tune it on ImageNet-1K
(Deng et al., 2009) by minimizing the cross-entropy (CE) loss. During the pre-training, we set
the learning rate as 1× 10−4, weight decay as 0.05, and batch size as 4096. During the fine-tuning,
the learning rate as 5×10−5, weight decay as 0.05, and batch size as 2048. Standard data augmenta-
tion techniques, including random cropping, random horizontal flipping, and random augmentation,
are used in our implementation, the same as those used in Yu et al. (2023b).

Based on the above experimental setup, we report the top-1 accuracy of AoT on ImageNet-1K in
Table 2. For comparison, we also report the performance of CRATE-α models in Yang et al. (2024),
which are enhanced white-box vision models built on CRATE (Yu et al., 2023b). Despite the absence
of MLP layers in AoT, it achieves a competitive performance comparable to that of CRATE. This
result demonstrates the effectiveness and efficiency of the attention-only architecture.

5 CONCLUSION

In this work, we propose a new and minimalistic transformer architecture by interpreting each layer
as the application of a subspace denoising operator to token representations, where these repre-
sentations are assumed to be sampled from a mixture of low-rank Gaussians. Remarkably, this
architecture consists of subspace self-attention layers and skip connections at each layer, without
the MLP operators at all. We have shown that each such layer improves the signal-to-noise ratio
of token representations at a linear rate with respect to the number of layers. We have verified the
practical potential of this simple architecture through extensive experiments on both language and
vision tasks, which strongly suggest that it could lead to more efficient and effective architectures in
the future.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Ale-
man, Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al. Gpt-4 technical
report. arXiv preprint arXiv:2303.08774, 2023.

Kwangjun Ahn, Xiang Cheng, Hadi Daneshmand, and Suvrit Sra. Transformers learn to implement
preconditioned gradient descent for in-context learning. arXiv preprint arXiv:2306.00297, 2023.

Albert Alcalde, Giovanni Fantuzzi, and Enrique Zuazua. Clustering in pure-attention hardmax trans-
formers and its role in sentiment analysis. arXiv preprint arXiv:2407.01602, 2024.

Sanjeev Arora, Yuanzhi Li, Yingyu Liang, Tengyu Ma, and Andrej Risteski. Linear algebraic struc-
ture of word senses, with applications to polysemy. Transactions of the Association for Compu-
tational Linguistics, 6:483–495, 2018.

Fan Bao, Shen Nie, Kaiwen Xue, Yue Cao, Chongxuan Li, Hang Su, and Jun Zhu. All are worth
words: A vit backbone for diffusion models. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pp. 22669–22679, 2023.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel
Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel Ziegler,
Jeffrey Wu, Clemens Winter, Chris Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray,
Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever,
and Dario Amodei. Language models are few-shot learners. In Advances in Neural Information
Processing Systems, volume 33, pp. 1877–1901, 2020a.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language models are
few-shot learners. Advances in neural information processing systems, 33:1877–1901, 2020b.

Mathilde Caron, Hugo Touvron, Ishan Misra, Hervé Jégou, Julien Mairal, Piotr Bojanowski, and
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To simplify our development, we introduce some further notation. We use BlkDiag(X1, . . . ,XK)
to denote a block diagonal matrix whose diagonal blocks are X1, . . . ,XK .

A PROOF OF THEOREM 1

A.1 PRELIMINARY RESULTS

To prove Theorem 1, we first establish several probabilistic results about Gaussian random vectors.
First, we present a probabilistic bound on the deviation of the norm of Gaussian random vectors
from its mean. This is an extension of (Vershynin, 2018, Theorem 3.1.1).
Lemma 1. Let x ∼ N (0, δ2Id) be a Gaussian random vector. It holds with probability at least
1− 2 exp

(
−t2/2δ2

)
that ∣∣∣∥x∥ − δ

√
d
∣∣∣ ≤ t+ 2δ. (10)

Based on the above lemma, we can respectively estimate the norm of coefficients in the signal and
noise parts, the products between different pairs of Gaussian random vectors, and the bounds on the
soft-max values of these products.
Lemma 2. Consider the setting in Definition 1 with p = p1 = · · · = pK and N1 = · · · = NK =
N/K. Suppose that p ≥ 16(

√
logN + 1)2 and

N ≥ 8πK2 log3 N, δ ≤ 1

8

√
logN

p
. (11)

The following statements hold:
(i) With probability at least 1− 2KN−1, we have

|∥ai∥ −
√
p| ≤ 2

(√
logN + 1

)
,∀i ∈ [N ], (12)

|∥ei,l∥ − δ
√
p| ≤ 2δ

(√
logN + 1

)
,∀i ∈ Ck, l ̸= k ∈ [K]. (13)

(ii) With probability at least 1− 4KN−2, we have

|⟨ai,aj⟩| ≤ 3
√
logN∥ai∥,∀i ̸= j ∈ Ck, k ∈ [K], (14)

|⟨ai, ej,l⟩| ≤ 3
√

logN∥ej,l∥,∀i ∈ Ck, j ∈ Cl, k ̸= l ∈ [K], (15)

|⟨ei,k, ej,k⟩| ≤ 3δ
√
logN∥ej,k∥,∀i ∈ Cl, j ∈ Cm, l,m ̸= k. (16)

(iii) With probability at least 1− 2N−1, we have

max
i∈Ck

⟨ai, ej,k⟩ ≥
√
logN∥ej,k∥,∀j ∈ Cl, l ̸= k ∈ [K]. (17)

(iv) With probability at least 1− 4KN−1, we have

exp (⟨ai, ej,k⟩)∑
i′∈Ck

exp (⟨ai′ , ej,k⟩)
≤ 1

2
,∀i ∈ Ck, j ∈ Cl, k ̸= l ∈ [K], (18)

exp (⟨ei,k, ej,k⟩)∑
i′ ̸=j,i′∈Cl

exp (⟨ei′,k, ej,k⟩)
≤ 1

2
,∀i ̸= j, i ∈ Cl, j ∈ Cm, l,m ̸= k. (19)

Proof. (i) Applying Lemma 1 to ai ∼ N (0, Ip) with t = 2
√
logN yields

P
(
|∥ai∥ −

√
p| ≤ 2(

√
logN + 1)

)
≥ 1− 2N−2.

This, together with the union bound, yields that (12) holds for all i ∈ [N ] with probability at least
1− 2N−1. Using the same argument, we obtain that (13) holds for all i ∈ Ck and l ̸= k ∈ [K] with
probability at least 1− 2(K − 1)N−1. Finally, applying the union bound yields that the probability
is 1− 2KN−1.
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(ii) For each pair (i, j) with i ̸= j ∈ Ck and k ∈ [K], conditioned on ai, we have ⟨ai,aj⟩ ∼
N (0, ∥ai∥2). According to the tail bound the Gaussian random variable, we have

P
(
|⟨ai,aj⟩| ≥ 3∥ai∥

√
logN

∣∣∣ai

)
≤ 2N−4.

This, together with the union bound, implies that conditioned on ai, it holds with probability at
least 1 − 2N−2 that |⟨ai,aj⟩| ≤ 2∥ai∥

√
logN for all i ̸= j ∈ Ck and k ∈ [K]. Using the same

argument, we obtain (15) and (16). Finally, applying the union bound yields the probability.

(iii) Conditioned on ej,k, we obtain that Xi := ⟨ai, ej,k⟩/∥ej,k∥ ∼ N (0, 1) for each i ∈ Ck are
i.i.d. standard normal random variables. Then, we have

P
(
max
i∈Ck

Xi ≥
√

logN

)
= 1−

(
P
(
X1 <

√
logN

))Nk

. (20)

Using the property of the standard Gaussian random variable, we have

P (X1 ≥ t) ≥
(
1

t
− 1

t3

)
1√
2π

exp

(
− t2

2

)
.

Taking t =
√
logN , we obtain

P
(
X1 ≥

√
logN

)
=

1√
logN

(
1− 1

logN

)
1√
2π

exp

(
− logN

2

)
≥ 1

2
√
2πN logN

, (21)

where the inequality follows from N ≥ exp(2). Substituting this into (20) yields

P
(
max
i∈Ck

Xi ≥
√
logN

)
≥ 1−

(
1− 1

2
√
2πN logN

)N/K

≥ 1− exp

(
−

√
N

2K
√
2π logN

)
≥ 1−N−1,

where the second inequality uses 1 − x ≤ exp (−x) for all x > 0 and the last inequality follows
from N ≥ 8πK2 log3 N . This, together with the definition of Xi, implies (17).

(iv) Conditioned on ej,k, we have Xi := ⟨ai, ej,k⟩ ∼ N (0, ∥ej,k∥2) for each i ∈ Ck are i.i.d.
normal random variables. Suppose that (13) holds for all i ∈ Ck, l ̸= k ∈ [K], which happens with
probability at least 1− 2(K − 1)N−1 according to (i). This implies for all j ∈ Ck and k ∈ [K],

∥ej,k∥ ≤ δ
(√

p+ 2
√

logN + 2
)
≤ 3

2
δ
√
p, (22)

where the last inequality follows from p ≥ 16(
√
logN +1)2 due to (11). For ease of exposition, let

σ := ∥ej,k∥, S :=
∑
i∈Ck

exp(Xi). (23)

Obviously, showing (18) is equivalent to proving

2 exp(Xi) ≤
∑
i′∈Ck

exp (Xi′) = S, ∀i ∈ Ck. (24)

Note that Xi/σ ∼ N (0, 1) for all i ∈ Ck. Using the tail bound of the standard normal random
variable, we have

P
(
|Xi|
σ

≥ 2
√

logN

)
≤ 2N−2, ∀i ∈ Ck.

This, together with the union bound, yields that it holds with probability 1 − 2N−1 that |Xi| ≤
2σ

√
logN for all i ∈ [N ]. Using this, (22), (23), and the union bound, we obtain with probability

at least 1− 2KN−1,

|Xi| ≤ 3δ
√

p logN, ∀i ∈ [N ].
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Therefore, we have

exp
(
−3δ

√
p logN

)
≤ exp(Xi) ≤ exp

(
3δ
√

p logN
)
, ∀i ∈ [N ]. (25)

Using this and (23), we have

S ≥ N

K
exp

(
−3δ

√
p logN

)
.

This, together with (25), implies that proving (24) is sufficient to proving

logN ≥ 6δ
√

p logN + log (2K) ,

which holds when N ≥ max{16K4, exp
(
64δ2p

)
} due to (11). According to the union bound, (18)

holds with probability at least 1 − 2KN−1. Using the same argument, (19) holds with probability
at least 1− 2KN−1.

A.2 PROOF OF THEOREM 1

To simplify our development, let

M1 :=


θ2AT

1 A1 θAT
1 E2,1 . . . θAT

1 EK,1

θET
2,1A1 ET

2,1E2,1 . . . ET
2,1EK,1

...
...

. . .
...

θET
K,1A1 ET

K,1E2,1 . . . ET
K,1EK,1

 ∈ RN×N , (26)

M2 :=


ET

1,2E1,2 θET
1,2A2 . . . ET

1,2EK,2

θAT
2 E

T
1,2 θ2AT

2 A2 . . . θAT
2 EK,2

...
...

. . .
...

ET
K,2E1,2 θET

K,2A2 . . . ET
K,2EK,2

 ∈ RN×N ,

...

MK :=


ET

1,KE1,K ET
1,KE2,K . . . θET

1,KAK

ET
2,KE1,K ET

2,KE2,K . . . θET
2,KAk

...
...

. . .
...

θAT
KE1,K θAT

KE2,K . . . θ2AT
KAK

 ∈ RN×N .

where θ ≥ 1. Recall that

Z(0) =
[
Z

(0)
1 . . . Z

(0)
K

]
=
[
U1A1 +

∑
j ̸=1 UjE1,j . . . UKAK +

∑
j ̸=K UjEK,j

]
,

(27)

Lemma 3. Consider the setting in Definition 1 with p = p1 = · · · = pK and N1 = · · · = NK =
N/K. Let φ(·) be

φ(x) = h(σ(x)), (28)

where σ : RN → RN is the soft-max function and h : RN → RN is an element-wise thresholding
function with h(x) = τI {x > τ} for each i ∈ [N ]. Suppose that (11) holds. Suppose in addition
that p ≥ 64(

√
logN + 1)2 and

τ ∈
(
1

2
,

1

1 +N exp(−9p/32)

]
(29)

The following statements hold with probability at least 1−KN−Ω(1) that ,

φ(M1) = BlkDiag(τI,0, . . . ,0), . . . , φ(MK) = BlkDiag(0,0, . . . , τI). (30)
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Proof. Suppose that (12)-(19) hold, which happens with probability at least 1−KN−Ω(1) according
to Lemma 2, (11), and the union bound. Now, we focus on studying M1 as defined in (26). For ease
of exposition, we denote the i-th column of M1 by mi ∈ RN for each i ∈ [N ]. Moreover, recall
that

C1 =

{
1, 2, . . . ,

N

K

}
, . . . , CK =

{
(K − 1)N

K
+ 1,

(K − 1)N

K
+ 2, . . . , N

}
.

We now divide our proof into two cases. We first study the i-th column of M1 for each i ∈ C1, and
then study the i-th column of M1 for each i ∈ Ck with k ̸= 1.

Case 1. According to (26), we have for each i ∈ C1,

mij = θ2⟨ai,aj⟩,∀j ∈ C1, mij = θ⟨ai, ej,k⟩,∀j ∈ Ck, k ̸= 1.

For each pair (i, j) with i ̸= j ∈ C1, we compute

σi(mi)

σj(mi)
= exp (mii −mij) ≥ exp

(
θ∥ai∥

(
θ∥ai∥ − 3

√
logN

))
≥ exp

(
9θ2p

32

)
, (31)

where the first inequality follows from (14) and the second uses (12) and
√
p ≥ 8(

√
logN + 1).

Using the same argument, for each pair (i, j) with i ∈ C1, j ∈ Ck, and k ̸= 1, we obtain

σi(mi)

σj(mi)
≥ exp

(
9θ2p

32

)
,

This, together with
∑N

j=1 σj(mi) = 1, yields
(
1 + (N − 1) exp

(
−9θ2p/32

))
σi(mi) ≥ 1. There-

fore, we have for each i ∈ C1,

σi(mi) ≥
1

1 +N exp(−9θ2p/32)
>

1

2
, σj(mi) ≤

1

2
, ∀j ̸= i, (32)

where the last inequality follows from p ≥ 64(
√
logN + 1)2. This, together with the value of τ in

(29), yields for each i ∈ C1,

σj(mi) < τ < σi(mi), ∀j ̸= i.

Using this and (28), we have for each i ∈ C1,

h (σi(mi)) = τ, h (σj(mi)) = 0, ∀j ̸= i.

Case 2. For each i ∈ Ck with k ̸= 1, it follows from (26) that

mij = θ⟨ei,1,aj⟩,∀j ∈ C1, mij = ⟨ei,1, ej,1⟩, ∀j ∈ Cl, l ̸= 1.

Consider a fixed i ∈ Ck with k ̸= 1, it follows from (17) that there exists ji ∈ C1 such that
miji ≥ θ∥ei,1∥

√
logN . This implies

σji(mi)

σi(mi)
= exp (θmiji −mii) ≥ exp

(
∥ei,1∥

(
θ
√

logN − ∥ei,1∥
))

≥ exp

(
3δθ

4

√
p logN − 25

16
δ2p

)
,

where the second inequality follows from (13). This, together with σi(mi) + σji(mi) < 1, implies

σi(mi) <
1

1 + exp
(
3δθ

√
p logN/4− 25δ2p/16

) <
1

1 + exp
(
δθ
√
p logN/2

) <
1

2
, (33)

where the second inequality uses δ
√
p ≤

√
logN/8 due to (11). On the other hand, it follows from

(18) and (19) that

σj(mi) ≤
1

2
,∀j ̸= i.

18
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This, together with (33), δ ≤ 1/8,
√
p ≥ 8(

√
logN +1), and the value of τ by (29), yields for each

i ∈ Ck with k ̸= 1,

σj(mi) < τ, ∀j ∈ [N ]. (34)

This directly implies

h (σ(mi)) = 0, ∀i ∈ Ck, k ̸= 1.

Then, we have φ(M1) =

[
τI 0
0 0

]
. Applying the same argument to M2, . . . ,MK , we obtain

(30).

Armed with the above result, we are ready to prove Theorem 1.

Proof of Theorem 1. For ease of exposition, let M (l)
k := Z(l)TUkU

T
k Z(l) for each k ∈ [K] and

l ∈ [L]. Suppose that (30) holds, which happens with probability at least 1 −KN−Ω(1) according
to (11), and (29), Lemma 3. We claim that for each l ∈ [L], we have

Z(l) =
[
(1 + ητ)

l
U1A1 +

∑
j ̸=1 UjE1,j . . . (1 + ητ)

l
UKAK +

∑
j ̸=K UjEK,j

]
. (35)

This, together with (6), yields for each k ∈ [K] and l ∈ [L],

SNR(Z
(l)
k ) =

∥UkU
T
k Z

(l)
k ∥F

∥(I −UkUT
k )Z

(l)
k ∥F

=
(1 + ητ)l∥Ak∥F
∥
∑

j ̸=k UjEk,j∥F
,

which directly implies (8) for each k ∈ [K] and l ∈ [L − 1]. According to the union bound, the
probability is 1−KLN−Ω(1).

The rest of the proof is devoted to proving the claim (35) using the induction method. First, we
consider the base case l = 1. According to (27) and (7), we compute

U1U
T
1 Z(0) = [U1A1 U1E2,1 . . . U1EK,1] ,

M
(0)
1 = (U1U

T
1 Z(0))T (U1U

T
1 Z(0)) =


AT

1 A1 AT
1 E2,1 . . . AT

1 EK,1

ET
2,1A1 ET

2,1E2,1 . . . ET
2,1EK,1

...
...

. . .
...

ET
K,1A1 ET

K,1E2,1 . . . ET
K,1EK,1

 .

Using the same argument, we can compute M
(0)
k for each k ∈ [K]. This, together with (30) for

each k ∈ [K], yields
K∑

k=1

UkU
T
k Z(0)φ(M

(0)
k ) = [τU1A1 τU2A2 . . . τUKAK ] .

Using this, (27), and (3), we directly obtain that (35) holds for l = 1. Next, we consider the case
l ≥ 2. Suppose that (35) holds for some l ≥ 1. We compute

U1U
T
1 Z(l) =

[
(1 + ητ)lU1A1 U1E2,1 . . . U1EK,1

]
,

M
(l)
1 =


(1 + ητ)2lAT

1 A1 (1 + ητ)lAT
1 E2,1 . . . (1 + ητ)lAT

1 EK,1

(1 + ητ)lET
2,1A1 ET

2,1E2,1 . . . ET
2,1EK,1

...
...

. . .
...

(1 + ητ)lET
K,1A1 ET

K,1E2,1 . . . ET
K,1EK,1

 .

Using the same argument, we can compute M (l)
k for each k ∈ [K]. This, together with (30) for each

k ∈ [K], yields
K∑

k=1

UkU
T
k Z(0)φ(M

(0)
k ) =

[
(1 + ητ)lτU1A1 (1 + ητ)lτU2A2 . . . (1 + ητ)lτUKAK

]
.

Using this, (27), and (3), we directly obtain that (35) holds for l+ 1. Then, we prove the claim.
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(a) Linear regression (b) Sparse linear regression
Figure 7: Evaluating models of Llama architectures on in-context learning linear functions. We plot
the normalized squared error as a function of in-context examples.

B SUPPLEMENTARY EXPERIMENTS

B.0.1 MORE ON ICL

In addition, we performed the same ICL analysis as in Section 4.1.2. All the settings are the same,
except that we changed the base model architecture to Llama (Touvron et al., 2023). And, we can
see that the results are similar.

B.0.2 EMERGENCE OF SEMANTIC PROPERTIES

The attention heads in our models have different semantic meanings, and indeed demonstrate the
interpretability of our proposed architecture in practice. In Figure 8, we visualize the self-attention
heatmaps between the [CLS] token and other image patches. We select 5 attention heads by man-
ual inspection and find that they capture different parts of objects, displaying different semantic
meanings.

B.0.3 COMPUTING REQUIREMENT

In this section, we present the computing resources of a forward pass used by AoT-based language
models and GPT-2 empirically in Table 3. The context window is 1024 tokens and the batch size is
16. The GFLOPS is measured by the PyTorch profiler, the total GPU memory consumption by the
NVIDIA System Management Interface, and the running time of one forward pass by the Python
time module. The only optimization we use is the default mode of the PyTorch compiler.

Table 3: The GFLOPS, total GPU memory consumption, and the running time of one forward pass
are shown of AoT and GPT-2 at different sizes.

Models GFLOPS Total GPU Memory in MiB Running time in ms

Base 102M 1651 21482 43
Medium 182M 3868 36198 78

Large 326M 8056 57896 225
GPT-2 Base 124M 2785 23300 27

GPT-2 Medium 335M 9898 51578 158
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Figure 8: Visualization of attention heads. We feed our AoT a mini-batch of images and extract
the attention maps of different heads from the penultimate layer. We show that these heads capture
certain semantic meanings across different images.
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