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ABSTRACT

The exponential growth of knowledge and the increasing complexity of interdisci-
plinary research pose significant challenges for researchers, including information
overload and difficulties in exploring novel ideas. The advancements in large lan-
guage models (LLMs), such as GPT-4, have shown great potential in enhancing
idea proposals, but how to effectively utilize large models for reasonable idea
proposal has not been thoroughly explored. This paper proposes a scientific paper
idea proposer (SciPIP). Based on a user-provided research background, SciPIP re-
trieves helpful papers from a literature database while leveraging the capabilities
of LLMs to generate more novel and feasible ideas. To this end, 1) we construct
a literature retrieval database, extracting lots of papers’ multi-dimension informa-
tion for fast access. Then, a literature retrieval method based on semantics, entity,
and citation co-occurrences is proposed to search relevant literature from multiple
aspects based on the user-provided background. 2) After literature retrieval, we
introduce dual-path idea proposal strategies, where one path infers solutions from
the retrieved literature and the other path generates original ideas through model
brainstorming. We then combine the two to achieve a good balance between fea-
sibility and originality. Through extensive experiments on the natural language
processing (NLP) field, we demonstrate that SciPIP can retrieve citations similar
to those of existing top conference papers and generate many ideas consistent with
them. Additionally, we evaluate the originality of other ideas generated by SciPIP
using large language models, further validating the effectiveness of our proposed
metho

1 INTRODUCTION

With the exponential growth of knowledge and the increasing complexity of interdisciplinary re-
search, machine learning researchers face significant challenges, including information overload
and difficulties in exploring novel ideas. Against this backdrop, generating new ideas and inno-
vative concepts efficiently has become a pressing need. Recent advancements in large language
models (e.g., GPT-4 (Ouyang et al., 2022), LLaMA (Touvron et al., |2023ajb), Qwen (Bai et al.,
2023;|Yang et al., [2024), GLM-4 (Zeng et al.,|2024)), and etc), have demonstrated immense potential
in enhancing innovation generation. These models are not only capable of understanding and gen-
erating complex academic content but also excel in aligning multimodal information, constructing
implicit chains of thought, and uncovering non-obvious connections. Leveraging LLMs to assist
researchers in generating new ideas holds significant implications for improving research produc-
tivity and offers a theoretical foundation and practical guidance for the design of future intelligent
research assistants.

Large language model (LLM)-based idea proposers should have the ability to understand the user-
provided research background, autonomously retrieve relevant literature, and generate novel and
feasible ideas aimed at addressing problems within the given background. Some previous works
have proposed their methods (Wang et al.| 2024; |Baek et al., 2024; Lu et al., 2024). However, exist-
ing LLM-based idea proposers still face two challenges: 1) Similar to human researchers, literature
retrieval is essential to inspire new ideas and avoid repetitive ideas. Nevertheless, online literature

"The code and the database will be available soon.
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searches are limited to simple keyword matching and cannot fully leverage the user-provided infor-
mation or the existing literature, leading to incomplete and inaccurate retrieval results. 2) Scientific
paper ideas require both novelty and feasibility. However, it is still under-explored about how to
enable LLMs to generate entirely new ideas while ensuring their feasibility.

To address the above challenges, we propose our Scientific Paper Idea Proposer (SciPIP). In terms
of challenge 1), SciPIP first constructs a literature retrieval database. Specifically, we collect a
large body of literature from the natural language processing (NLP) field and extract multiple dimen-
sions of information for each paper using techniques such as entity extraction, semantic encoding,
summarization, and citation analysis. The information is stored in the database, enabling rapid ac-
cess to various aspects of the literature during retrieval. Building on this database, we propose a
literature retrieval method based on semantics, entities, and citation co-occurrence (SEC-based
retrieval). In this framework, “semantics” captures the global information of a paper, “entities”
focus on local details, and “citation co-occurrence” reflects the hidden relationships uncovered by
previous researchers. By matching at these three different levels of granularity, SciPIP offers more
comprehensive literature retrieval.

To address the challenge 2), SciPIP introduces a new method for idea proposal. It first organizes
the retrieved literature and generates ideas inspired by the retrieved works. Subsequently, SciPIP
uses a brainstorming approach to generate new ideas without reference to the literature. Depending
on the combination of literature-based and brainstorming-based idea generation, we derive three
variants of SciPIP. The ideas generated by our method are further filtered and refined to enhance
both their novelty and feasibility.

Extensive experiments are conducted to evaluate both idea proposal and literature retrieval on the
NLP field. In the retrospective experiments, we use the backgrounds of ACL 2024 papers as in-
puts to test whether the models could generate the same ideas as those in the published papers, or
whether SciPIP could retrieve the same references as the actual citations. Additionally, we conduct
innovation experiments, in which the models are prompted to freely propose ideas based on a given
background, and the quality of the proposed ideas are assessed by an LLM in terms of novelty, fea-
sibility, and efc. The experimental results demonstrate that, compared to existing methods, SciPIP
can match more existing ideas and generate ideas with significantly greater novelty and potential.

2 RELATED WORKS

Around 60 years ago, scientists began exploring scientific discoveries based on literature retrieval,
known as Literature-Based Discovery (LBD) (Swanson, [1986). This approach concentrated on a
specific, narrow type of hypothesis: the connections between pairs of concepts, often involving
drugs and diseases. LBD introduced the “ABC” model, positing that two concepts A and C are hy-
pothesized to be linked if they appear in conjunction with an intermediate concept B in the literature.

The advent of large language models (LLMs) has revolutionized various fields, and one of the most
intriguing applications is their ability to generate scientific hypotheses (Wang et al.| 2024} [Baek
et al.| 2024} [Lu et al.| 2024). LLMs, trained on extensive datasets encompassing a vast array of
scientific literature, possess an impressive capacity to recognize patterns and synthesize information
across disciplines. By leveraging their advanced natural language processing (NLP) capabilities,
these models can propose novel hypotheses that might not be immediately apparent to researchers.
The process begins with the model receiving a prompt, typically related to a specific scientific do-
main, which guides it to generate hypotheses grounded in existing knowledge while also incorporat-
ing innovative perspectives. For example, SCIMON (Wang et al.l [2024) uses retrieval of “inspira-
tions” from past scientific papers to generate ideas. It explicitly optimizes for novelty by iteratively
comparing generated ideas with prior papers and updating them until sufficient novelty is achieved.
In contrast, Research Agent (Baek et al.| [2024) starts with a core paper as the primary focus and
expands its knowledge by connecting information over an academic graph and retrieving entities
from an entity-centric knowledge store based on their underlying concepts. It also leverages mul-
tiple Reviewing Agents to provide iterative reviews and feedback for refining the generated ideas.
Al Scientist leverages large language models (LLMs) to autonomously generate research ideas, im-
plement and execute experiments, search for related works, and produce comprehensive research
papers in machine learning. The AI Scientist is designed to automate the entire scientific process,
from ideation to experimentation and iterative refinement.
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Figure 1: The pipeline of constructing the literature database.

3 METHODS

We propose a Scientific Paper Idea Proposer (SciPIP) that takes the user-provided background of a
specific research field as input, retrieves relevant literature from the database, and generates novel
and feasible ideas. To achieve this, we will first construct a literature database in Section [3.1] for
literature retrieval during the idea proposal process. Then, in Section we detail how to retrieve
literature related to the user-provided background. Finally, in Section we outline the process of
idea proposal.

3.1 LITERATURE DATABASE CONSTRUCTION

Just like human researchers, reading other literature and drawing inspirations from them is an im-
portant process for LLMs to generate valuable ideas. However, online literature reading is a very
time-consuming process, so we collect a literature database in advance for the following literature
retrieval and idea proposal process.

To be specific, we collect papers published in ICLR, NeurIPS, ICML, ACL, NAACL, and EMNLP
in past ten years, yielding a database with 48,895 papers. For each paper, we parse the PDF file and
extract its title, abstract, introduction, method, and references sections. Then, as shown in Figure
, given an LLM f, we prompt it to read and summarize the paper as:

E® = f(TlaTép))v
(@7, 10, 1) = f (7o, TP, TP, T, @
T = f(rs, T, T,

where Tt(p ) TP 7P TP are the paper p’s title, abstract, introduction, and method sections.

E(p), Tb(p ), Ts(p ), Ti(p ), Tcgp ), T7§P ) are extracted entities, background, summary, main ideas, detailed
ideas, and core references, as shwon in Figure|[ll 7;,i € {1,2,3} represent our designed prompt
templates, and specific prompts are shown in the Appendix In practice, we use GLM-4-|(Zeng
et al) [2024) as f. Besides, “Core References” in Figure [I| means extracting papers referenced in
introduction and method sections, because we believe these references have the greatest impact on
paper p among all references.

Additionally, the background, summary, and main ideas are also encoded with Sentence-

BERT (Reimers & Gurevych, [2019) for their embeddings el()p ), e and ez(-p ). respectively. All ex-
tracted information are recorded into our literature database.

2We use the GLM-4 released in May 20th, 2024 (glm4-20240520).
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user-provided background are entity examples.

To retrieve literature faster, we also construct a paper-entity graph in the database. we also store all
occurrence relationships of papers and entities in the database. As shown in Figure [T} if an entity
T, appears in the paper pl, there will be an edge between the two paper nodes.

3.2 LITERATURE RETRIEVAL AND FILTERING

Literature retrieval is an essential process for idea proposal. It should follow the rule of comprehen-
siveness and low-redundancy. On the one hand, a comprehensive retrieval can provide researchers
with instructive inspirations and avoid repetitive idea proposal. On the other hand, more retrieved
papers are not necessarily better because redundant papers may also introduce noise and disperse a
researcher’s attention. To this end, we first propose a SEC-based (Semantics, Entities, and Citation
co-occurrence) literature retrieval. Then, we propose a clustering-based literature filtering to pick
out the most helpful papers. The process is shown in Figure 2]

3.2.1 SEC-BASED LITERATURE RETRIEVAL

Semantics-based retrieval. As shown in Figure EL given a user-provided background Tb(“), we

encode it as an embedding with Sentence-BERT (Reimers & Gurevych, 2019), marked as el()u).

Then, el()") is used to search in the literature database DD for its semantic neighbors. Specifically,

el()“) is compared with e, of all papers’ backgrounds in the literature database to identify a subset

of papers with the minimum cosine similarity as the semantic-based retrieval results. Assume the
retrieved papers as Ny,

N; = {plelP) € TopK(cosine(el™, el")) for i € D}, )

where p or ¢ represents a paper in the literature database. In practice, we take K = 55 for the TopK
operation.

Entity-based retrieval. As we can see in Figure @ after semantic literature retrieval, we take the

user-provided background Tb(u) as input and prompt GLM-4 to extract all entities in the background.
Then, the abstract section of semantics-based retrieved papers (i.e., p € Nj) are also given to the
GLM-4 to extract their entities. The exact prompt we use is provided in the Appendix [A.T] After
entity extraction, we also expand the entity set by giving these entities back to GLM-4 and let it
generate some synonyms. The motivation behind entity expansion is that the same concept may
express in different ways, and entity expansion can help us retrieve papers that use synonyms in the
following process. We notate the entity set after synonym expansion as [E;.

Additionally, we further expand the entity set through an entity-neighborhood-based approach. In
simple terms, for an entity 7, in the current entity set [£;, any paper p that includes entity 7, should
also have its other entities included in the candidate entity set. However, we find that this will induce
many redundant or even noisy entities, and the reasons are twofold:

1. Two entities with low relevance may appear together in a paper due to the specific content
requirements of that paper.
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2. High-frequency words do not effectively characterize a paper or its background. For in-
stance, the user-provided background might include the term “Transformer”, but this does
not imply that all entities co-occurring with “Transformer” in other papers are significant
to us. This is because “Transformer” is a high-frequency term that may appear in many
recent publications.

To this end, we propose two filtering mechanisms for neighborhood-based entity expansion:

1. An entity will only be supplemented if it has appeared together with another entity in at
least m papers. In practice, we take m = 2.

2. Inspired by the TF-IDF (Jones| [2004) algorithm, we believe that if an entity appears fre-
quently across the entire paper database, it indicates that the entity is less representative.
Therefore, we only select the n entities that appear the least in all literature as the final
entity set. In practice, we take n = 5.

The entity set after a second expansion is represented as E(*). Entities are key words that are most
relevant with a paper’s topic. A paper is likely to be helpful to us if it contains entities that match
those in our entity set E(*). Thus, for any entity 7, in set E(*), we search for papers that also contain
T, in our database. Marking all searched papers as a set Ny,

Ny = {p|3T. eEM AT, € Tb(p),p € D}. (3)

Co-occurrence-based retrieval. In the above, we retrieve literature relevant to the user-provided
background through entities and semantics. Wherein, entities represent specific details of a paper,
while semantics represent the broader, overall meaning within the background. However, in actual
research, we often encounter two papers, p; and po, which are neither similar in details nor in
semantics, yet are cited together. This indicates that researchers have discovered a latent relationship
between p; and p in past studies. To capture and fully utilize these insights, we propose a literature
retrieval method based on citation co-occurrence. Specifically, as shown in Figure [2} for any paper
p1 we have already retrieved, if p, is frequently cited alongside p; in other papers, we will include
po in our literature retrieval set:

N3 = {p2|p1 € (N1 UNy) A co-cite(p1, p2)}, €]

where co-cite means p; and ps are often simultaneously cited by other papers. In practice, we select
the 2 papers that are most frequently co-cited with each paper.

Finally, the whole retrieved papers can be represented as N = N; U Ny U Nj.

3.2.2 LITERATURE CLUSTERING

After SEC-based literature retrieval, we may get over 500 papers, so further filtering is essential to
pick out the most significant ones. Since we have observed that the retrieved papers often present
similar ideas, we hope to retain only one paper among those with similar content during the gen-
eration of new ideas. To achieve this, we propose clustering the papers based on cosine similarity
measures. Specifically, we first define the embedding of a retrieved paper as:

e = el 4 wiel(»p), %)
where eff ) and egp ) are embeddings for summary and main ideas of an idea, as illustrated in Figure
We choose ws = w; = 0.5 in practice. Then, we apply clustering to group papers according to their
cosine similarity. In practice, since the semantic embeddings of all papers are pre-recorded in a
database, we only need to perform the similarity comparison and clustering processes. Finally, we
select one paper from each cluster, respectively, and make up the retrieved papers.

3.3 IDEA PROPOSAL

Upon completion of the literature retrieval, we propose three approaches for generating research
paper ideas. In essence, the idea generation process can leverage two types of information: the first
is derived from the content of the retrieved papers, which inspires the LLM to generate ideas; the
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Figure 3: Three pipelines for idea proposal.

second involves the LLM freely brainstorming to produce new ideas. Based on this principle, we
delineate three methods of idea generation that vary in their application of brainstorming.

As illustrated in Figure[3[(a), the direct proposal method (SciPIP-A), does not use brainstorm. While
the first dual-path proposal method (SciPIP-B), as Figure [3[b) shows, utilizes the user-provided
background into two branches. The first branch employs this background for literature retrieval,
problem summarization, and idea generation based on the retrieved literature, while the second
branch engages in brainstorming solutions directly from the user-provided background. Following
the independent generation of ideas in both branches, the outputs are merged and subsequently fil-
tered and refined to yield the final ideas. Similarly, as shown in Figure [3{c), the second dual-path
proposal method (SciPIP-C) follows a process analogous to SciPIP-B, with the key distinction being
that the content generated through the LLM’s brainstorming is utilized not only for idea generation
but also integrated with the user-provided background for entity extraction and other literature re-
trieval processes. We will provide a detailed exposition of these three methods of idea proposal in
the following sections. We use GPT-4 by default in this section.

3.3.1 DIRECT IDEA PROPOSAL METHOD

As depicted in Figure [3(a), in the direct proposal method, we first retrieve papers following the
pipeline described in Section Then, the user-provided background along with the retrieved
papers are utilized to prompt the LLM to summarize the core problem we aim to address and provide
justifications. The specific prompts can be found in the Appendix[A.1]

With the summarized problem and justifications, the LLM is prompted to generate around 10 initial
ideas. In the prompt, both the problem, the justification and the retrieved papers are provided. The
LLM is encouraged to generate clear, innovative, valid, and comprehensive ideas. The specific
prompts for this step can be also found in the Appendix

Though the prompt has declared, the initially generated ideas may still have shortcomings in terms
of novelty or relevance to the problem. To address this, we filter the initial ideas using prompt engi-
neering (prompts are illustrated in the Appendix [A.1I)), with the primary criterion being that the ideas
are generated in response to the given problem. Additionally, the ideas must exhibit a high degree
of novelty and feasibility. During this process, each generated idea is evaluated independently, and
about half of them will be filtered.

Then, the LLM is encouraged to further improve the filtered ideas by considering their inter-
relationships. That is, the LLM is tasked with considering the compatibility of the ideas, ensuring
that it does not generate conflicting or repetitive ideas. Moreover, the LLM is required to gen-
erate formulas or algorithms to better elaborate the ideas if needed. The prompt is shown in the
Appendix Finally, about 3 to 4 refined ideas will be proposed.

3We use the GPT-4o released in May 13th, 2024 (gpt-40-2024-05-13), which has an October 2023 knowl-
edge cutoff.
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Table 1: The number of proposed ideas that successfully matched ACL 2024 ideas. More high-
scoring ideas are better. “#” means “the number of”. The results with T are averaged over 1968
input backgrounds.

91 2305 3492 1681 69

| | #Backgrounds/ | #ldeas of Similarity Score
Proposal Methods = Variants
| | #Proposed Ideas | 4 3 2 1 0
Al Scientist ‘ - ‘ 100 / 400 ‘ 0 58 211 123 8
SciPIP-A 100/ 385 5 115 192 71 2
SciPIP-B 100/379 4 139 157 75 4
SciPIP SciPIP-C' 100/ 388 5 117 177 85 4
|

| SciPIP-C | 1968 /7638

3.3.2 DUAL-PATH IDEA PROPOSAL METHODS

We find that the directly generated ideas often rely heavily on the retrieved literature, sometimes
closely resembling the methods presented in those papers. They frequently involve transferring
approaches from other fields or making minor improvements to existing methods within the same
field, resulting in relatively ordinary novelty and rarely yielding breakthrough thinking.

Therefore, we further propose idea proposers that incorporates brainstorming, encouraging the LLM
to produce more novel thoughts. Specifically, brainstorming can play a role in both processes of idea
generation. As shown in Figure [3[b), the SciPIP-B has two paths, where one path follows the direct
proposal approach, while the other path uses the LLM to brainstorm possible solutions based on the
user-input background, outputting these as ideas. Ultimately, these ideas will be merged with those
generated based on the retrieved papers, filtered and refined to produce the final ideas. In this model,
the results of brainstorming are independent of the generation based on retrieved papers.

In another approach, as shown in Figure [3|c), brainstorming generates ideas independently while
also being utilized in literature retrieval. Specifically, we extract entities from the brainstorming
results and incorporate them as part of the entity set in the literature retrieval process. With this
method, some keywords arising from the brainstorming will also help enhance the effectiveness
of literature retrieval. The ideas generated through brainstorming will also be merged with those
produced after literature retrieval.

4 EXPERIMENTS

4.1 EVALUATION DATASET

We collect all papers accepted by ACL 2024, including long papers, short papers, findings, and
workshop papers. After excluding a few PDFs that could not be correctly parsed, 1,968 papers
are remained for analysis. The remaining papers are processed similarly to those in the literature
database in Section@ with their entities, backgrounds, summaries, main ideas, detailed ideas, and
references extracted in advance.

The experiments in this study are divided into two parts: retrospective experiments and innovation
experiments. Retrospective experiments refer to testing whether different algorithms can generate
the same ideas and literature retrieval results as the original papers on the evaluation dataset (i.e.,
ACL 2024 papers) with providing the background of the papers as input. In contrast, innovation
experiments allow the models to freely propose new ideas, which are then evaluated from multiple
perspectives, including novelty and feasibility.

4.2 RETROSPECTIVE EXPERIMENTS FOR IDEA PROPOSAL.

Compared algorithms. Al Scientist (Lu et al., [2024)), when given an existing idea, iteratively
refines the idea through multiple rounds of LLM inference. Afterward, the Al Scientist will expand
the Idea into a full paper. Since our algorithm only focuses on proposing ideas, we only compare
the idea proposal part with Al Scientist. For this purpose, we make slight adjustments to the Al

Scientist’s process. Specifically, for the user-provided background Tb(u), we first retrieve a paper
from the literature database with a similar background. The idea from this paper serves as the initial
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Table 2: The win rate of proposed ideas in terms of novelty and feasibility. The ideas are classified
in terms of their similarity scores with their most similar existing ideas. The experiments are done
on SciPIP-C proposed 7638 ideas.

Similarity Score | 4 3 2 1 0
Novelty 10.2% 13.1% 16.4% 20.1% 40.2%
Feasibility 19.1% 11.5% 16.7% 25.5% 23.2%

Table 3: The novelty scores of proposed ideas. The scores are evaluated by GPT-40 after comparing
with similar papers in Semantic Scholar.

| #Backgrounds/ | #1deas of Novelty Score
Proposal Methods

| #Proposed Ideas | 10 9 8 7 6 5 4 3 2 10
Al Scientist 100 /400 0 12 131 98 55 30 44 26 4 0 O
SciPIP-A 100 /385 0 92 145 73 37 16 14 8 0 0 O
SciPIP-B 100/ 379 0 63 161 55 37 19 26 14 4 0 O
SciPIP-C 100/ 373 0 67 155 64 40 15 20 10 2 0 O

idea for refinement by the Al Scientist. In contrast, our algorithm directly uses the user-provided

background Tb(“) as input for idea proposal. We then compare the similarity of generated ideas by
two algorithms to the ideas from ACL 2024 papers.

Evaluation Protocol. To evaluate the matching rate between the generated ideas and those from
ACL 2024, we first preprocess all ACL papers following the method in Section[3.1]and store them in
a database. The generated ideas are then compared based on cosine distance to retrieve the 10 most
similar ideas from the database. Next, using prompt engineering, GPT-40 selects the most similar
idea and assigns a similarity score between 0 and 5, where a higher score indicates greater similarity.
From our observations, a score of 4 indicates that the two ideas are almost identical, differing only in
minor details, while a score of 3 or lower suggests more significant differences. Wherein, SciPIP-C
is tested on all ACL 2024 papers, while other methods are tested with 100 backgrounds randomly
sampled from the whole test set.

However, we believe that low-scoring ideas in the retrospective experiments do not necessarily lack
value. On the contrary, some of these ideas exhibit strong novelty and feasibility, though they do
not ideas published at ACL 2024. To further assess the novelty and feasibility of all ideas generated
by SciPIP, we employ the LLMs for evaluation. For each round of comparison, we sample one idea
from each of 5 similarity scores and ask the LLM to rank them based on their novelty and feasibility.
We then record the win rate (i.e., the probability of ranking first) of ideas across different similarity
scores in all rounds.

Results and analyses. As we can see in Table |1} our proposed three idea proposal strategies can,
on average, generate 4 to 5 ideas that highly match ACL 2024 conference papers out of every 100
input backgrounds. This indicates that SciPIP is capable of generating ideas consistent with human
thought, whereas the highest similarity score for all ideas generated by the Al Scientist is only 3.
Additionally, the three methods we propose exhibit similar performance.

Moreover, the results in Table 2] illustrates that ideas with lower similarities to published ideas even
show higher novelty, while the reasons still need more explorations. Further, ideas do not show
much difference in terms of their feasibility.

Besides, we also provide two examples of SciPIP proposed ideas in Figure[d] The two examples both
get a similarity score of 4 to an existing paper in ACL 2024, and the generated idea is indeed very
similar to the matched idea. For example, in the second example (with the yellow background), the
background points out the drawback of existing code generation algorithms. Both our generated and
the matched idea propose to iteratively refine the generated code, and reinforcement learning based
reward model should be used to evaluate the generated code. The reward should be decided by the
error resolution, the severity of errors, and so on. More examples can be seen in the Appendix
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1. The limitations of existing methods in leveraging nonverbal information for discerning complex semantics in unsupervised scenarios.
2. The recognition that non-verbal modalities (video and audio) play a critical role in performing unsupervised clustering and can
provide useful cues for semantics discovery."

Contrastive Multimodal Clustering (CMC) - The Contrastive Multimodal
Clustering (CMC) model adapts multimodal contrastive learning for clustering
by aligning embeddings of video, audio, and text data in a joint embedding
space. It minimizes a contrastive loss function to bring similar instances from
different modalities closer together, optimizing cosine similarity for positive
pairs and minimizing it for negative pairs. This approach captures
semantically rich representations without label supervision, effectively unsupervised contrastive learning loss for learning
incorporating nonverbal cues into the clustering task. implicit similarities in shared modalities.

Background

An unsupervised multimodal clustering method
constructs augmentation views for multimodal data to
perform pre-training by initializing representations for
clustering with positive augmentation views, retaining
text modality as core and masking either video or
audio for data augmentation, utilizing a multimodal

1. The current challenge of large language models (LLMs) in code generation, where the correct solution is not always generated in a
single attempt.

2. The need to move beyond traditional verification properties from software engineering that are assumed to be superior to generated
code solutions, but are often produced by the same model.

SciPIP generated idea Matched groundtruth idea

Adoption of a reward model that acts as a critic to provide feedback
for the fine-tuned language model's actions, using reinforcement
learning to optimize the model's repair policies. The reward model
serves as a virtual tool that assesses the quality of the program
outputs. It is trained using pairwise ranking based on the severity of
program errors, providing feedback to the language model. This
approach uses reinforcement learning, specifically the Proximal
Policy Optimization (PPO) algorithm, to fine-tune the language
model. The model iteratively refines programs based on the
feedback from the reward model, aiming to maximize the rewards
received. The process continues until no further improvement is
detected or a predefined maximum number of iterations is reached.

Persistent Error-Guided Code Refinement Loop: Introduce a
continuous feedback mechanism where the LLM-generated code
undergoes iterative cycles of execution and refinement. Each
cycle utilizes error messages and runtime exceptions to make
corrections. A dynamic reinforcement learning (RL) model is
incorporated to reward sequences of effective corrective actions
that lead to successful code execution. Specifically, a reward
function R(s, a) evaluates the efficacy of a correction action a in
a state s, based on error resolution and code performance
improvement metrics. This loop ensures persistent reduction of
errors and refinement of generated code.

LLM-based similarity score: 4

Figure 4: Randomly picked samples of SciPIP proposed ideas. Matched groundtruth idea means
ideas proposed in some paper of ACL 2024.

4.3 NOVELTY EXPERIMENTS FOR IDEA PROPOSAL

Compared algorithms and evaluation protocol. We also compare with AI Scientist
for novelty verification. The verification way is drawn from the official source code of Al
Scientist with some modifications. To be specific, a proposed idea will give some key words that
being used to search similar papers in Semantic Scholaﬂ Through comparison with several similar
papers drawn from Semantic ScholarGPT-4o0 judges the novelty of the generated idea. The novelty
score is from O to 10, higher score means smaller similarity with existing papers or higher novelty.

Results and analyses. The results are in Table 3] It can be seen that both SciPIP and Al Scientist
can generate very novel ideas with score 9. While our proposed ideas with 9 score are much more
than AI Scientist (92 vs. 12). Unexpectedly, SciPIP with brainstorm perform worse than the direct
proposal. It may be because brainstorm utilizes the knowledge from the GPT-4o itself in essence.
Therefore, it is hard for the model to generate brand new ideas that are totally different with existing
literature. However, we believe brainstorming will be a significant supplement to retrieval-based
generation, so we still preserve the results of SciPIP-B/C, hoping attract the community’s attention.
At least, all versions of SciPIP generate over 270 high-scoring (score > 7) ideas even though they
only match 4 to 5 ideas in ACL 2024. The results indicate that non-matching ideas may be more
valuable because SciPIP generate novel ideas that do not appear (or even do not put forward by
human).

4.4 RETROSPECTIVE EXPERIMENTS FOR PAPER RETRIEVAL

Compared algorithms. Since Al Scientist does not perform a literature retrieval when generat-

ing ideas, the results primarily on SCIMON (Wang et all 2024) and ResearchAgent

*https://www.semanticscholar.org/
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Table 4: The literature retrieval results. The groundtruth are the real citations of the tested papers.
Recall;( means the recall rate of the top 10 ranked papers among the retrieved literature compared
to the ground truth citations.

Retrieval Methods \ Recallyg Recallyg Recallgg Recallyg Recallsg
Al Scientist Not Applicable

SCIMON-like 0.381 0.481 0.548 0.587 0.616
ResearchAgent-like 0.377 0.484 0.550 0.598 0.622
SciPIP (Ours) 0.419 0.544 0.615 0.657 0.684

Table 5: Ablation studies for literature retrieval. SE means our proposed semantic-entity based
retrieval, CC means citation co-occurrence, and CL means clustering.

Semantics Entity SE | CC CL | Recallyy Recallyy Recallyy Recallyy Recallsg

v 0.377 0.484 0.550 0.598 0.622
v 0.316 0.383 0.421 0.462 0.487

v v 0.348 0.428 0.468 0.506 0.529

v 0.383 0.475 0.548 0.602 0.633

vV I Vv 0.391 0.497 0.576 0.624 0.668

v v 0.395 0.506 0.574 0.616 0.643

ViV Vv 0.419 0.544 0.615 0.657 0.684

2024). However, the experimental setups and literature database of SCIMON and ResearchAgent
for generating scientific paper ideas differ from those in this study. Additionally, ResearchAgent is
not open source, making it challenging to fully replicate the exact algorithm. Therefore, based on
the descriptions in the original papers, we implement similar literature search algorithms, namely
SCIMON:-like and ResearchAgent-like in Table 4]

Evaluation protocol. Only a few reference papers are crucial for generating a paper’s idea; using
all citations as ground truth may introduce significant noise. Among contemporaneous papers, there
may be similar ideas, and researchers might only cite one of them. To address this, we propose
two strategies: We believe that the most important citations for a paper typically appear in the
introduction and method sections; thus, we extract only these sections’ citations as ground truth
during PDF parsing. Additionally, as mentioned earlier, our method clusters the retrieved literature
after searching, treating all papers in the same cluster as similar. In the retrospective experiment, we
evaluate the distance between ground truth citations and cluster centers. If a ground truth citation
falls within a cluster retrieved by SciPIP, we consider the retrieval result correct.

Results and analyses. The results are shown in Table 4] where Recall;( represents the propor-
tion of correctly retrieved papers when the algorithm is restricted to returning only 10 papers. For
example, if the ground truth for a paper’s literature search includes 20 references, a recall rate of
0.684 indicates that approximately 13 relevant papers were correctly retrieved. From the data in the
table, it can be observed that our algorithm successfully retrieves more relevant papers compared
to SCIMON and ResearchAgent. We also provide some ablation studies about literature retrieval
in Table 5] As we can see, SE performs better than using only semantics or entities for retrieval.
Moreover, citation co-occurrence and clustering also help improve the retrieval results.

5 CONCLUSIONS AND LIMITATIONS

In this paper, we propose a method for generating scientific paper ideas and demonstrate its ef-
fectiveness on natural language processing datasets. The experimental results show that SciPIP is
capable of proposing numerous novel ideas through the capabilities of LLMs. These ideas not only
match papers published at recent academic conferences but also exhibit significant potential in terms
of novelty, feasibility, and other key aspects. Despite these positive results, we gain more questions
than conclusions in this work. For example, why do the ideas with lower similarity score looks more
novel (refereed as to Table2)). We need more explorations to answer these questions.

10
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A APPENDIX

A.1 PROMPTS USED IN THIS PAPER

We employ prompt engineering accomplishing our task in this paper, and the used prompts are
summarized in Table

A.2 EXAMPLES OF OUR GENERATED IDEAS

More examples of SciPIP proposed ideas are given in Figure[5]

Table 6: Summarization of our used prompts.

Prompts

The prompt for entity extraction, namely 7.

The prompt for summary, background, and main ideas extraction, namely 7o.

The prompt for detailed ideas extraction, namely 73.

The prompt for problem/rational generation.

The prompt for initial idea generation.

The prompt for idea filtering.

The prompt for idea improvement.

The prompt for brainstorming.

The prompt for picking out the most similar idea from several ideas.

The prompt for evaluating the similarity score between two ideas.

The prompt for scoring the novelty of an idea.

The prompt for comparing two ideas for their clarity, novelty, feasibility, and generalizability.
The prompt for comparing five ideas for their clarity, novelty, feasibility, and generalizability.
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Table 7: The prompt for entity extraction, namely 77 .

System Message

Now you are an expert in extracting key entities from research contents.
You are good at identifying the most important keywords or phrases that
summarize the main topics or concepts discussed in the content.

User Message

Task Description:

I will provide you with a content from a research paper. Your task
is to extract the key entities from this content. These entities are the most
important keywords or phrases that summarize the main topics or concepts
discussed in the content.

Instruction:

Content: The content is your key focus, and the extracted entities
should be based on the content. In other words, the entities you extract
should be concrete manifestations of the main themes and topics discussed
in the content.

Your approach should be systematic:

- Start by thoroughly reading the content to understand its main themes and
topics.

- Identify and list the key entities that are central to the content.

- Ensure that the entities are relevant, meaningful, and representative of the
content.

- Each entity in entities should be no longer than 5 words.

- Each entity in entities should contain at least 2 words.

- The number of entities should be less than or equal to 5.

- Each entity in entities should be nouns or noun phrases.

examples:
{examples}

Your turn:
Given the following content:
{content}

Your answer should follow this format:
entity 1, entity2, entity3, ......

13
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Table 8: The prompt for summary, background, and main ideas extraction, namely 7o.

System Message

Now you are an expert in extracting key entities from research contents.
You are good at identifying the most important keywords or phrases that
summarize the main topics or concepts discussed in the content.

User Message For
Summary

Task Description:

You are provided with the title, abstract, and introduction of a re-
search paper. Your task is to generate a concise summary of what kind
of problem does this paper aim to solve and what methods are proposed
to address it. The summary should follow this format: The problem of
[problem] can be addressed by [main idea/approach].

Instructions:

Title: Read the title to understand the general topic of the paper.
Abstract: Read the abstract to get a concise summary of the research,
including the problem addressed, the methods used, and the main findings.
Introduction: Read the introduction to gain a deeper understanding of
the background, significance, and specific problem the paper addresses,
as well as the proposed approach or solution. Based on the provided
information, generate a single sentence that captures the essence of the
paper, following the format specified above.

Your Turn:

Given the following paper information: Title: title Abstract: abstract
Introduction: introduction

Output: The problem of [problem] can be addressed by [main
idea/approach].

User Message For
Background And
Main Ideas

Please read the title, abstract, and introduction of the paper again, as well
as the summary you provided. Complete the following two tasks:

1.Briefly provide the two most critical motivations behind proposing these
methods to address the problems.

2.Briefly provide the three most critical or innovative details of the paper
that were not mentioned in your summary (It’s best if these details are the
new methods or techniques adopted in this paper).

Output:
Motivations:1.[motivationl]. 2.[motivation2]. Details:1.[detaill]. 2.[de-
tail2]. 3.[detail3].

14
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Table 9: The prompt for detailed ideas extraction, namely 3.

System Message

Now you are an expert in extracting key entities from research contents.
You are good at identifying the most important keywords or phrases that
summarize the main topics or concepts discussed in the content.

User Message

### Task Description:

You will be provided with the abstract and a text extracted from a paper
and three contributions of the paper. Your task is to filter, refine, and revise
the content of the contributions through the text provided to you.

### Information Provided:

1. **Abstract®*: It’s the abstract directly extracted from the paper.

2. *¥*Contributions**: These are the contributions (methods) we have sum-
marized based on the abstract and introduction of the paper.

3. **Text**: It’s the text directly extracted from the paper, containing the
methodology of the paper.

### Approach:

Your approach should be systematic:

- #*Step 1#*: Start by reading the abstract and contributions, to understand
the main work of this paper.

- **Step 2**: Then, read the text, to find information related to the contri-
butions and ignore other information. If you think there is missing content
in the contributions section, you can add one. On the contrary, if you think
there is content duplication, merge or delete one. Please ensure that the
final contributions have 2 to 4 entries.

- **Step 3**: Finally, provide specific details for each contribution as
detailed and comprehensive as possible based on the content in the text. If
applicable, you may include formulas or algorithms to support the ideas.

### Specific Information:

I will provide you with specific information now, please use them according
to the instructions above:

1. **Abstract**: {abstract}

2. **Contribution**: {contribution}

3. **Text**: {text}

### Format for Your Response:

Your output should follow the format, and please note that your subject
should not be ’the paper’ but ’this method’ or the specific method name:
**]dea 1**: [The first method idea]

- **Details**: [Details of the first idea]

**[dea 2**: [The second method idea]

- **Details**: [Details of the second idea]
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Table 10: The prompt for problem/rational generation.

System Message

Now you are a researcher in the field of Al with innovative and pioneering
abilities. You are good at proposing novel and valuable questions based on
research background.

User Message

### Task Description:

You will receive a research background along with summaries, back-
grounds, and contributions (methods) of several related papers. Your task
is to carefully analyze this information and propose a research problem that
is original, clear, feasible, relevant, and significant to its field. Additionally,
provide the rationales behind the proposed problem.

### Information Provided:

1. **Research Background**: This is your primary focus. The research
problem you propose should be a direct reflection of this background.

2. **Related Papers**: These papers offer studies directly related to the
primary research topic, providing additional insights and knowledge that
will inform your proposed problem.

### Approach:

Your approach should be systematic:

- **Step 1**: Begin by thoroughly understanding the core focus of the
research background.

- **Step 2**: Review the summaries, backgrounds, and contributions
(methods) of the related papers to gain broader insights into the primary
research topic.

- #*Step 3**: Based on the provided information, propose a research prob-
lem that meets the criteria of being original, clear, feasible, relevant, and
significant. Support your problem statement with clear rationales.

### Specific information:

I will provide you with specific information now, please use them according
to the instructions above:

1. **Research Background**: {background}

2. **Related Papers**: {related_papers_information}

### Format for Your Response:

**Research Problem**: [your problem]

- **Rationales**: [the rationale behind your problem]
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Table 11: The prompt for initial idea generation.

System Message

Now you are a researcher in the field of Al with innovative and pioneering
abilities. You are good at using innovative and original methods to solve
cutting-edge problems in the field of AL

User Message

### Task Description:

You will be provided with a research problem along with its rationales.
Your task is to brainstorm some ideas that are clear, innovative, valid,
and comprehensive to address the problem. Additionally, some cue words
along with summaries, backgrounds, and contributions (methods) of re-
lated papers will be provided as sources of inspiration for generating novel
ideas.

### Information Provided:

1. **Research Problem & Rationales**: The key issues or aspects of the
problem that need to be addressed. These will form the foundation for
generating your ideas.

2. **Related Papers**: Draw inspiration from the abstracts, backgrounds,
and methods of these papers. Delve deeply into these methods, understand
the motivations behind them, and think critically about how they might
inform your approach. Avoid merely stacking existing methods; instead,
integrate relevant aspects with your own insights to create original solu-
tions.

### Approach:

Your approach should be systematic:

- **Step 1**: Thoroughly read the research problem to understand your
primary focus.

- **Step 2**: Review the summaries, backgrounds, and contributions
(methods) of the related papers to gain a broader perspective and insights
relevant to the problem.

- **Step 3**: Based on the provided information, propose some ideas that
are clear, innovative, valid, and comprehensive.

### Specific Information:

I will provide you with specific information now, please use them according
to the instructions above:

1. **Research Problem & Rationales**: {problem}

2. **Related Papers**: {related,apers;n formation}

### Format for Your Response:

Please ensure that your final ideas include about 10 entries, presented in the
following format:

**]dea 1**: [The first method idea]

**[dea 2**: [The second method idea]

**[dea 3**: [The third method idea]
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Table 12: The prompt for idea filtering.

System Message

Now you are a researcher in the field of Al. You are good at selecting the
ideas that meet the requirements.

User Message

### Task Description:

You will be provided with some ideas you previously generated, and a re-
search background. Your task is to select 5-6 ideas that best address the
problems described in the research background (priority) and ideas that are
relatively novel and feasible (secondary).

### Information Provided:

1. **Ideas**: These are the ideas you previously generated based on the
research background and several related papers.

2. **Research Background**: This document describes specific problems
and challenges that need to be addressed.

### Approach:

Your approach should be systematic:

- **Step 1**: Analyze the research background to understand the specific
problems that need solutions.

- **Step 2**: Critically review the ideas, selecting 5-6 ideas that are most
effective in solving the problems in the research background (priority) and
that are also relatively novel and feasible (secondary).

### Specific Information:

I will provide you with specific information now; please use them accord-
ing to the instructions above:

1. **Ideas**: {idea}

2. **Research Background**: {background}

### Format for Your Response:

Please ensure that your final ideas include 5-6 entries, whose content has
not been modified. Don’t generate any explanation and just present the
filtered ideas as well as their content in the following format:

**[dea 1**: [The first method idea]

**]dea 2**: [The second method idea]

**]dea 3**: [The third method idea]
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Table 13: The prompt for idea improvement.

System Message

Now you are a researcher in the field of AI with innovative and pioneering
abilities. You are good at using innovative and original methods to solve
cutting-edge problems in the field of Al

User Message

### Task Description:

You will be provided with the research background and the original ideas
you previously generated. Your task is to refine these original ideas by fil-
tering out those with low feasibility and insufficient novelty while enhanc-
ing the most critical and relevant ideas to make them more novel, feasible,
targeted, and specific. If applicable, you may include formulas or algo-
rithms to support the ideas. Additionally, please adhere to the following
requirements:

1. Do not generate ideas that are repetitive or contradictory.

2. Ensure that the generated ideas are coherent and form a cohesive whole.
### Information Provided:

1. **Research background**: This is the starting point of the original idea
and the basis for analyzing whether the idea should be filtered.

2. **Qriginal ideas**: These are the ideas you previously generated based
on research background and several related papers.

### Approach:

Your approach should be systematic:

- **Step 1**: Thoroughly review the research background to understand
the context and objectives.

- #*Step 2**: Analyze the original ideas critically, identifying aspects with
low feasibility or insufficient novelty, and then filter out them.

- #*Step 3**: Enhance the most critical and relevant ideas by making them
more novel, feasible, targeted, and specific. Incorporate formulas or algo-
rithms if they strengthen the ideas.

### Specific Information:

I will provide you with specific information now, please use them according
to the instructions above:

1. **Research background**: {background}

2. **Qriginal idea**: {idea}

### Format for Your Response:

Please ensure that your response only includes the final ideas, which in-
clude 2 to 4 entries, presented in the following format:

**[dea 1**: [The first method idea]

- **¥PDetails**: [Details of the first idea]

**]dea 2**: [The second method idea]

- **PDetails**: [Details of the second idea]
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Table 14: The prompt for brainstorming.

System Message

Now you are a researcher in the field of Al with innovative and pioneering
abilities. You are good at generating creative and original ideas.

User Message

### Task Description:

You are an Al researcher tasked with brainstorming initial, innovative
ideas to address a given research problem in Al. Focus on generating
diverse and creative approaches rather than finalized methods. The ideas
can be rough and in their infancy but should cover a range of possible
directions that could be explored further.

### Information Provided:
- **Research Background**: {background}

### Approach:

Your brainstorming should be systematic:

- **Step 1**: Thoroughly understand the research background.

- **Step 2**: Generate a list of 4 to 6 high-level ideas or directions that
could potentially solve problems in the given background. Be creative,
think outside the box, and avoid merely rephrasing existing methods.

### Format for Your Response:

Please present 4 to 6 ideas in the following format:
**[dea 1**: [Brief description of the first idea]
**]dea 2**: [Brief description of the second idea]

Table 15: The prompt for picking out the most similar idea from several ideas.

System Message | -

User Message

### Task Description:

You will be provided with an idea you previously generated, and some
reference ideas. Your task is to select the idea that is most similar to the
one you generated from the reference ideas.

### Information Provided:

1. **Generated Idea™*: This is the idea you previously generated based on
research background and several related papers.

2. **Reference Ideas**: These are the ideas that you should select from.

### Approach:

Your approach should be systematic:

- **Step 1**: Analyze the generated idea to understand the methods it
describes.

- **Step 2**: Critically review the reference ideas, selecting the idea that
is most similar to the methods in the generated idea.

### Specific Information:

I will provide you with specific information now, please use them according
to the instructions above:

1. **Idea**: {idea}

2. **Reference Ideas**: {reference_ideas}

### Format for Your Response:
Your answer can only have one number (strating from 1), indicating the
number of the most similar idea, and cannot contain any other content.
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Table 16: The prompt for evaluating the similarity score between two ideas.

System Message

### Task Description:

You will be provided with an idea you previously generated, and a refer-
ence idea. Your task is to determine the similarity between the generated
idea and the reference idea and give a score from O to 5.

### Information Provided:

1. **Generated Idea**: This is the idea you previously generated based on
research background and several related papers.

2. **Reference Idea**: This is the idea we provide you with that you need
to compare with the generated idea.

### Approach:

You should follow the following scoring criteria:

- #¥0**: The generated idea and reference idea are completely unrelated
with no discernible similarities.

- #*¥1**: The generated idea and reference idea have a vague connection,
but differ significantly in their main concepts or approach.

- ##2%*: The generated idea and reference idea share a general concept but
differ in most key aspects such as methodology or application.

- ##3%*: The generated idea and reference idea are similar in several areas,
including general concept and some aspects of methodology, but differ in
details or specific approaches.

- *#%4%%: The generated idea and reference idea are largely similar in con-
cept, methodology, and approach, with only minor differences in specifics.
- #*5%%*: The generated idea and reference idea are nearly identical in all
key aspects, including concept, methodology, and approach.

User Message

### Specific Information:

I will provide you with specific information now, please use them according
to the instructions above:

1. **Generated Idea**: {idea}

2. **Reference Idea**: {reference_idea}

### Format for Your Response:
Your answer can only have one number (from O to 5), indicating the simi-
larity score, and cannot contain any other content.
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Table 17: The prompt for scoring the novelty of an idea.

System Message

You are an ambitious AI PhD student who is looking to publish a paper that
will contribute significantly to the field.

You have an idea and you want to check if it is novel or not. Le., not
overlapping significantly with existing literature or already well explored.
Be a harsh critic for novelty, ensure there is a sufficient contribution in the
idea for a new conference or workshop paper.

You will be given access to the Semantic Scholar API, which you may
use to survey the literature and find relevant papers to help you make your
decision.

The top 10 results for any search query will be presented to you with the
abstracts.

You will be given num,.oundsroundstodecideonthepaper.

At any round, compare the provided idea with the information found in the
article and provide a novelty score from O to 10.

In each search round, you should give a query and a novelty score based on
the information in the relevant papers.

If there are no relevant papers, give a novelty score based on your own
feelings.

User Message

Round current_round/num_rounds.
You have this idea:

“idea”

The results of the last query are (empty on first round):
“last_query _results”

Respond in the following format:

THOUGHT:
<THOUGHT>

RESPONSE:
! json
<JSON>

"

In <THOUGHT>, first briefly reason over the idea and identify any
query that could help you suggest a score based on its novelty. Then give
your perceived novelty score.

In <JSON>, respond in JSON format with ONLY the following
field:

- “Query”: An optional search query to search the literature (e.g. attention
is all you need). You must make a query if you have not decided this round.
- “Novelty Score”: A novelty score from 0 to 10.

A query will work best if you are able to recall the exact name of
the paper you are looking for, or the authors.

This JSON will be automatically parsed, so ensure the format is precise.
(the JSON MUST contain the “Query” and the “Novelty Score”)

In the last round, you should assign a “”” value to the “Query” even if you
don’t need to generate it.
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Table 18: The prompt for comparing two ideas for their clarity, novelty, feasibility, and generaliz-
ability.

You are an artificial intelligence researcher with extensive knowledge in
this field, and now you need to make a comprehensive comparison between
System Message | two ideas.

You will obtain a comparison standard, compare every point on the stan-
dard, and make a summary comparison at the end.

### Comparison Standard:

*#*Clarity**: It evaluates whether the method is articulated in a straightfor-
ward and coherent manner, facilitating a comprehensive understanding for
both practitioners and researchers, thus enabling effective application and
potential adaptation in similar studies.

**Novelty**: It assesses the degree to which the method presents novel
ideas or transformative strategies that challenge conventional practices, fos-
tering advancements in the field and inspiring future research directions.
**Feasibility**: It examines the practicality and implementability of the
method, ensuring that the required resources, time, and expertise are real-
istically available for its execution within the constraints of the study envi-
ronment.

**Generalizability**: It determines how broadly the method can be ex-
tended or adapted to various contexts, populations, or situations, evaluating
its applicability beyond the specific conditions of the study while maintain-
ing relevance and effectiveness.

93 99 9

### You should compare these two ideas:
X L‘IDEAl

ideal

X L‘IDEAZ

User Message idea2

93 39 9

### Respond in the following format:

THOUGHT:
<THOUGHT>

RESPONSE:
///j son

<JSON>

n

In <THOUGHT>, You can record your reasoning process to make
your comparison more organized..

In <JSON>, respond in JSON format with ONLY the following
field:

- “Clarity”: Choose between 1 and 2 (If ideal is better, fill in 1; otherwise,
fill in 2. The same applies below.)

- “Novelty”: Choose between 1 and 2

- “Feasibility”: Choose between 1 and 2

- “Generalizability”: Choose between 1 and 2

- “summary”’: Choose between 1 and 2

This JSON will be automatically parsed, so ensure the format is precise.
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Table 19: The prompt for comparing five ideas for their clarity, novelty, feasibility, and generaliz-
ability.

You are an artificial intelligence researcher with extensive knowledge in
this field, and now you need to make a comprehensive comparison among
System Message | five ideas.

You will obtain a comparison standard, compare every point on the stan-
dard, and make a overall ranking at the end.

### Comparison Standard:

**Clarity**: It evaluates whether the method is articulated in a straightfor-
ward and coherent manner, facilitating a comprehensive understanding for
both practitioners and researchers, thus enabling effective application and
potential adaptation in similar studies.

**Novelty**: It assesses the degree to which the method presents novel
ideas or transformative strategies that challenge conventional practices, fos-
tering advancements in the field and inspiring future research directions.
**Feasibility**: It examines the practicality and implementability of the
method, ensuring that the required resources, time, and expertise are real-
istically available for its execution within the constraints of the study envi-
ronment.

**Generalizability**: It determines how broadly the method can be ex-
tended or adapted to various contexts, populations, or situations, evaluating
its applicability beyond the specific conditions of the study while maintain-
ing relevance and effectiveness.

93 99 9

### You should compare these five ideas:
[IXO C‘IDEAl

ideal

[IXO C‘IDEAZ

User Message },d S 2,1,2

### Respond in the following format:

THOUGHT:
<THOUGHT>

RESPONSE:
///j son

<JSON>

"

In <THOUGHT>, You can record your reasoning process to make
your comparison more organized..

In <JSON>, respond in JSON format with ONLY the following
field:

- ”Clarity”: Provide an array consisting of 1-5, representing each idea sep-
arately, with the better idea placed at the beginning (e.g. [4, 5, 3, 2, 1])

- “Novelty”: Same as above.

- “Feasibility”: Same as above.

- “Generalizability”: Same as above.

- “Overall Ranking”: Same as above.

This JSON will be automatically parsed, so ensure the format is pre-
cise.
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1. The need to reduce hallucinated content in responses from LLM-based chatbots, which limits their reliability in sensitive domains like
healthcare and education.

2. The requirement for a training-free and easy-to-use method that can improve the credibility of chatbot responses without additional
data annotation or extensive retraining.

Idea 1: LIME-Based Post-Processing Filter with Reinforced Logical Verification Step-by-step \{erlflca'tlon pratocallfor
Details: Enhance the basic LIME-based post-processing filter by integrating a reinforcement | | €@soning chains. This protocol
mechanism that goes beyond mere flagging of suspect segments. After LIME evaluates formalizes the process of verifying the
which parts of the response are grounded in factual data and which may be hallucinated, an CETEEHESS O.f 22 S8 [ B\ (CESEL G
additional logical verification step is applied using a lightweight, training-free logical chain, including the refevance of each
consistency checker. This checker could employ principles from SATNet to ensure the step, the attribution of each SEp @
logical coherence of the flagged segments. If logical inconsistencies are detected, the external sources, and the logical

response can either be discarded, revised, or accompanied by a disclaimer highlighting the cor_rectness of e'ach S enapling fi'n'e-
possibly unreliable segments. grained evaluation of reasoning verifiers..

L /

|

Background

1. The need to improve the effectiveness of large language models in utilizing retrieved information for enhanced text generation in
retrieval-augmented generation frameworks.
2. The absence of a clear training mechanism that teaches LLMs to refine and integrate knowledge from retrieved texts of varying quality.

SciPIP generated idea Matched groundtruth idea

Contrastive Learning for Enhanced Knowledge i . i
Integration: Employ contrastive learning techniques A method for generating training data using Large Language Models (LLMs)
to train the LLM using pairs of relevant and irrelevant  that incorporates both positive and negative examples and employs a

retrieval instances, with a contrastive loss function contrastive loss objective. This method leverages LLMSs to generate a diverse
\\( L_{\text{contrastive}} = d_{\text{pos}} - set of training examples, which includes both positive utterances related to an
d_{\text{neg}} \\). This approach helps the model intent and negative utterances that are unrelated or express a negation of the
distinguish between high-quality and low-quality intent. By using a contrastive loss term, the model is encouraged to encode
information, improving the integration of the most similar semantic meanings closer together in the embedding space, while
informative and pertinent knowledge for text pushing apart embeddings of differing or opposite meanings. This approach
generation. aims to enhance the model's semantic encoding capabilities, particularly for

understanding negations and implicatures.

LLM-based similarity score: 4

1. The need to bridge the gap between the capabilities of current benchmarks and the real-world visually grounded tasks that require
agents to process both visual and textual information.

2. The desire to advance the development of autonomous agents by providing a rigorous assessment that simulates human interaction
with modern computing interfaces.

Contribution 1: Introduction of VisualWebArena, a
Multimodal Benchmark for Web-based Tasks

Details: This method introduces a novel benchmark suite
called VisualWebArena, which is specifically designed to
evaluate the performance of autonomous multimodal agents
on visually grounded web tasks. It comprises a diverse set
of web environments including Classifieds, Shopping, and
Reddit. These environments contain realistic tasks that
demand agents to process and understand image-text inputs,
interpret natural language instructions, and execute actions
on websites to achieve predefined objectives.

Interactive Contextual Scenario Emulation

- Details: Design advanced contextual scenarios that require agents to
interact dynamically with both text and visual content. These scenarios
should emulate real-world tasks such as web browsing, multimedia
interpretation, and virtual assistants navigating through user instructions.
Implement a simulation environment where these tasks evolve based on
the agent's interactions, measuring adaptability and decision-making in
context-rich environments. The evaluation metrics should include task
completion accuracy, adaptability to new information, and
responsiveness to real-time changes, simulating human-computer

\_interaction dynamics more rigorously. )

Figure 5: Some more randomly picked samples of SciPIP proposed ideas. Matched groundtruth
idea means ideas proposed in some paper of ACL 2024.

25



	Introduction
	Related works
	Methods
	Literature database construction
	Literature retrieval and filtering
	SEC-based literature retrieval
	Literature clustering

	Idea proposal
	Direct idea proposal method
	Dual-path idea proposal methods


	Experiments
	Evaluation dataset
	Retrospective experiments for idea proposal.
	Novelty experiments for idea proposal
	Retrospective experiments for paper retrieval

	Conclusions and limitations
	Appendix
	Prompts used in this paper
	Examples of our generated ideas


