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Abstract

Causal reasoning is the primary bottleneck that Large Language Models (LLMs) must over-
come to attain human-level intelligence. To address this, we introduce the Causal Chain of
Prompting (C2P) as the first reasoning framework that equips current LLMs with causal
reasoning capabilities. C2P operates autonomously, avoiding reliance on external tools or
modules during both the causal learning and reasoning phases, and can be seamlessly im-
plemented during the training or fine-tuning of LLMs. Experimental results across various
benchmark datasets demonstrate a significant improvement in causal learning and sub-
sequent reasoning accuracy of LLMs. We illustrate how C2P enhances LLMs’ ability to
causally reason in real-world scenarios, addressing complex problems in fields such as health-
care, medicine, economics, education, social sciences, environmental science, and marketing.
With few-shot learning, GPT-4 Turbo using C2P with as few as six examples achieves sig-
nificant performance improvements, boasting over a 33% increase in reasoning accuracy over
the most state-of-the-art LLMs, which perform nearly randomly in similar circumstances.
This demonstrates the transformative potential of integrating C2P into LLM training or
fine-tuning processes, thereby empowering these models with advanced causal reasoning
capabilities.

1 Introduction

Recent advancements in Large Language Models (LLMs) have impacted existing AI paradigms and height-
ened expectations regarding AI’s capabilities (Achiam et al., 2023; Brown et al., 2020). Despite significant
architectural differences in LLMs, they generally produce outputs based on the most likely results learned
from vast amounts of training data (Vaswani et al., 2017). This enables them to acquire extensive knowledge
ranging from common sense to specialized domains such as mathematics and science (Jiralerspong et al.,
2024). Despite this, the inefficiency of LLMs in addressing causal reasoning questions remains their pri-
mary bottleneck and simple tasks can completely break down reasoning in state-of-the-art LLMs (Nezhurina
et al., 2024). Additionally, studies such as Kalai & Vempala (2023); Xu et al. (2024) have demonstrated
that, despite the training data containing numerous examples of interventions, outcomes, and explanations,
as well as similar tasks, hallucinatory responses persist and there is a lack of causal reasoning capability. As
a result, while they may talk causality, they are not causal (Zečević et al., 2023). This deficiency represents
a fundamental drawback of LLMs as AI systems compared to human intelligence, which goes beyond mere
correlations and depends on causal relationships for decision-making (Penn & Povinelli, 2007; Anwar et al.,
2024).

Recently, answering cause and effect questions with LLMs has gained extensive interest (Shin et al., 2020;
Jin et al., 2023b; Ashwani et al., 2024). To address this issue, it is important to note that LLMs have been
utilized in conjunction with external tools to extract causal structures, as demonstrated in (Jiralerspong
et al., 2024). However, their architectures lack specialized modules specifically designed to enhance the
understanding of cause-and-effect relationships within their outputs (Wang et al., 2023; Imani et al., 2023).
Aside from studies that reason causally based on the knowledge that is already in their training data (Petroni
et al., 2019; Jiang et al., 2020) and the ones that use LLMs in causality (Kıcıman et al., 2023; Zhang et al.,
2023; Feder et al., 2024; Khatibi et al., 2024), chain-of-thought prompting is presented in (Wei et al., 2022) as
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A: No
Output:

A: Yes

Output:

Standard prompting Causal Chain of Prompting (C2oP)

Premise: In the (co)evolution of supermassive black holes (SMBHs) and their host galaxies,
the data supports the following observations. Existing studies show that with a change in
central density, there is no significant change in bulge stellar mass. However, there is a
decrease in black hole mass with higher central density. Additionally, when black hole
mass is fixed, central density and velocity dispersion change simultaneously. Conversely,
higher velocity dispersion or effective radius results in lower bulge stellar mass, while
velocity dispersion and effective radius do not change simultaneously.

Hypothesis: Central density affects black hole mass.

Input:
Premise: In the (co)evolution of supermassive black holes (SMBHs) and their host
galaxies, the data supports the following observations. Existing studies show that with a
change in central density, there is no significant change in bulge stellar mass. However,
there is a decrease in black hole mass with higher central density. Additionally, when
black hole mass is fixed, central density and velocity dispersion change simultaneously.
Conversely, higher velocity dispersion or effective radius results in lower bulge stellar
mass, while velocity dispersion and effective radius do not change simultaneously.

1- Causal learning with 4 first sub-tasks :

2- Causal reasoning with 5th sub-task: Central density affects black hole mass.

Input:

CD VD ER

BHM BSM

CD VD ER

BHM BSM

Figure 1: Example of the standard prompting vs few-shot learned GPT-4 with C2P in open problem in
astrophysics (Pasquato et al., 2023)

.

one of the initial attempts in enhancing the reasoning in LLMs that shows improvement based on the data of
the given query. However, LLMs still struggle with rigorous numerical and abstract reasoning among many
other tasks (Xu et al., 2023). For example, a recent work, Causal Reasoning Assessment Benchmark (CRAB,
Romanou et al., 2023), is designed to evaluate the causal understanding of events in real-world narratives.
This study demonstrated that most systems perform poorly in identifying cause-and-effect tasks. Similarly,
in (Jin et al., 2023b), the CORR2CAUSE dataset is introduced and demonstrated that current models often
perform no better than random chance when tasked with causal questions. Following that, in (Jin et al.,
2023a), the CLADDER dataset is introduced to asses Average Treatment Effects with LLMs and it is demon-
strated that these models struggle with causal tasks. In their study, with the implementation of the proposed
framework, CAUSALCoT, progress has been made in evaluating the average treatment effect where LLMs
are provided with a collection of causal graphs and various types of queries (associational, interventional,
and counterfactual), such as those included in the CLADDER dataset. More recently, in (Ashwani et al.,
2024), a novel architecture called the Context-Aware Reasoning Enhancement with Counterfactual Analysis
(CARE-CA) framework is presented to enhance causal reasoning and explainability. Their proposed frame-
work incorporates an external explicit causal detection module with ConceptNet (Speer et al., 2017) and
counterfactual statements, as well as implicit causal detection through LLMs, showing progress in causal
reasoning in short and simple queries. Several other works at the intersection of causal inference and LLMs
are discussed in an extensive survey by Liu et al. (2024).

As argued by Pearl (1995), causal Directed Acyclic Graphs (DAGs), along with d-separation, allow for the
investigation of cause-and-effect relationships without relying on structural equation models in computa-
tional studies. Inspired by Pearl’s foundational work, we propose a novel framework, named Causal Chain
of Prompting (C2P), to address the inefficiencies of LLMs in handling causal queries (see Figure 1 as an
example). We show that by identifying the adjacency matrix, equivalent to and instead of the causal DAG in
Pearl’s work, the causal relationships among the variables in the premise’s cause-and-effect relationships can
be effectively reasoned within the context of language models. Contrary to the existing research in address-
ing weaknesses of LLMs in causal reasoning, the C2P operates autonomously, avoiding reliance on external
tools or modules during both the learning and reasoning phases to answer causal questions. Additionally,
C2P can easily be implemented in the training or fine-tuning process of LLMs. C2P includes five simple
main sub-tasks, as follows: (1) Prompting for extracting the random variables from the provided data. (2)
Prompting for extracting all conditional and unconditional relations and cause and effect relations specifically
mentioned among the random variables. (3) Prompting to create the initial adjacency matrix with values 1
for all elements except the diagonal elements and the ones corresponding to effect-cause relations (the cause
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and effects elements are also one). (4) Prompting of the conditional and unconditional independencies and
identification of the colliders, step by step, to extract the causal adjacency matrix; and, (5) Prompting for
reasoning questions or hypotheses. To evaluate the accuracy and reliability of implementing the C2P on
LLMs, we initially assess it using publicly available synthetic datasets such as (Jin et al., 2023b). Subse-
quently, we evaluate it in more realistic and complex scenarios in real-world problems presented in (Pearl &
Mackenzie, 2018) and (Pasquato et al., 2023). Moreover, we present results on few-shot learning with C2P
on both synthetics and realistic scenarios.

Contributions. In this work, we present several important contributions to facilitate causal reasoning in
language models. Concretely,

1. We introduce the C2P framework as the first reasoning framework to equip LLMs with the ability
of causal reasoning within real-world scenarios, without relying on external tools.

2. Through extensive experiments with our framework, we demonstrate a significant improvement of
LLMs in causal reasoning in various benchmarks. Additionally, we examine the performance of the
C2P framework on more complex and real-world scenarios in various domains.

3. We perform few-shot learning experiments in section 4 with GPT-4 Turbo using our C2P framework
and show how integrating C2P during the training or fine-tuning of LLMs can revolutionize existing
models. This approach equips them with causal reasoning capabilities akin to the transformative
impact of ‘Chain of Tought’ (Wei et al., 2022) on LLMs, as discussed by Chung et al. (2024).

The codes for sections 3 and 4 are publicly available at https://anonymous.4open.science/r/C2P-5C2A/.

2 Preliminaries on Causal Learning and Reasoning

To lay the groundwork for our framework, understanding the fundamental concept of cause and effect is
paramount. A foundational and widely acknowledged principle in causality is the one proposed by Reichen-
bach, which posits the following:

Principle 1 (Common cause principle (Reichenbach, 1991)) If two random variables X1 and X2 are
statistically dependent, i.e., X1 ⊥̸⊥ X2, then there exists a third variable X3 that causally influences both. (As
a special case, X3 may coincide with either X1 or X2.) Furthermore, this variable X3 screens X1 and X2
from each other in the sense that given X3, they become independent, X1 ⊥⊥ X2|X3.

Markov Property: The Markov property in a DAG G states that each node Xi is conditionally independent
of its non-descendants given its parents, namely Xi ⊥⊥ NonDe(Xi)|Pa(Xi), where NonDe(Xi) denotes the
non-descendants of Xi excluding itself, and Pa(Xi) denotes the parents of Xi. Using the Markov property, we
can factorize the joint distribution of all the nodes in the graph into P (X1, . . . , XN ) =

∏N
i=1 P (Xi|Pa(Xi)).

To infer the causal graph from probability distributions, a common assumption is faithfulness, namely the
validity to infer all the d-separation sets in the graph from the independence relations in the probability
distribution. In our work, we also take this broadly taken assumption which holds for most real-world
scenarios.

Directed Acyclic graph: A graph G is called a partially directed acyclic graph (PDAG) if there is no
directed cycle, that is, if there is no pair (j, k) with directed paths from j to k and from k to j. G is called
a directed acyclic graph (DAG) if it is a PDAG and all edges are directed.

Markov Equivalence of Graphs: We denote two DAGs as Markov equivalent if they induce the same
joint distribution P (X). The set of DAGs that are Markov equivalent to each other is called a Markov
equivalence class (MEC). Causal graphs in the same MEC can be easily identified since they have the same
skeleton (i.e., undirected edges) and V-structures (i.e., structures in the form of X1 → X2 ← X3 where X1
and X3 are not connected).

The be able to perform any level of causal reasoning, the Ladder of Causation is proposed with three main
rungs, “seeing”, “doing”, and “imagining”, in (Pearl & Mackenzie, 2018). To fulfill all rungs of the ladder,
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more information on the causal structure is needed, which can be mostly provided with structural causal
models (SCM) (Assuming all the assumptions are satisfied) (Bareinboim et al., 2022). The current causal
discovery methods are divided into two groups, constraint-based algorithm such as the PC algorithm, which
has a PDAG as an output, that represents the MEC of the true underlying graph and is the best result such
methods can extract. Second is score-based methods such as NOTEARS (Zheng et al., 2018), GOLEM (Ng
et al., 2020), and DAGMA (Bello et al., 2022), among many others, that extract a DAG that mostly fits the
data and demonstrated very high accuracy in extracting Bayesian networks. Score-based methods require
solving an optimization problem based on the numerical values of variables, rendering them impractical for
implementation in LLM models.

PC algorithm: Following these materials, the PC algorithm is developed based on Reichenbach’s common
cause principle and Markov property as follows for a causal mechanism with p random variables (Spirtes
et al., 2001);

(i) Form a complete undirected graph

(ii) Eliminate edges between variables that are unconditionally independent

(iii) For each pair of variables (X1, X2) having an edge between them, and for each variable, X3 with an
edge connected to either of them, eliminate the edge between X1 and X2 if X1 ⊥⊥ X2|X3

(iv) For each pair of variables X1, X2 having an edge between them, and for each pair of variables
{X3, X4} with edges both connected to X1 or both connected to B, eliminate the edge between X1
and X2 if X1 ⊥⊥ X2|{X3, X4}.

(v) For each triple of variables (X1, X2, X3) such that X1 and X2 are adjacent, X2 and X3 are adjacent,
and A and C are not adjacent, orient the edges X1 −X2 −X3 as X1 → X2 ← X3, if X2 was not
in the set conditioning on which X1 and X3 became independent and the edge between them was
accordingly eliminated. We call such a triple of variables a V-structure.

(vi) For each triple of variables such that X1 → X2 −X3, and X1 and X2 are not adjacent, orient the
edge X2 −X3 as X2 → X3. This is called orientation propagation.

d-separation and do calculus (Pearl, 1995): do-calculus, developed by Judea Pearl and others, is a set
of rules used to transform and manipulate causal expressions within causal diagrams (or graphical models).
It is a generalization of do-calculus, which is itself a formal tool used to reason in causal relationships from
a mixture of experimental and observational data. do-calculus consists of three main rules that enable one
to rewrite expressions involving interventions (typically represented as do(x), indicating an intervention to
set variable X to value x):

1. Insertion/deletion of observations: If a variable X2 is independent of X1 given a set of other
variables X3, then the conditional distribution of X2 given do(X1) and X3 is the same as the
conditional distribution of X2 given X3 alone. This rule can be applied when X1 and X2 are
d-separated by X3 in the graph modified by removing all arrows pointing into X1.

2. Action/observation exchange: If X2 is independent of X1 given X3 and another set W where
X1 is intervened, then the graph can be modified to reflect this exchange.

3. Insertion/deletion of actions: This rule states that if intervening on X1 does not affect X2 after
accounting for X3, the intervention can be ignored in the expression.

These rules are crucial for determining the identifiability of causal effects from data, allowing researchers to
reason in causal relationships from a combination of experimental and observational data.

d-Separation is a criterion used in the analysis of Bayesian networks to determine whether a set of variables X1
is independent of another set of variables X2, given a third set of variables X3. This concept is foundational
in understanding the flow of causal influence in graphical models and helps in deciding whether a path
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between two variables is "blocked" or not by conditioning on other variables. The basic rule of d-separation
is: A path between two variables is blocked if it includes an intermediate variable that is a collider and is
not conditioned on or a non-collider that is conditioned on. Here, a collider is a variable that has inward
arrows from two other nodes (i.e., X1 → X2 ← X3), whereas a non-collider does not meet this criterion.

3 Developing Causal Chain of Prompting

To develop C2P framework, we aim to extract the adjacency matrix of variables in a given premise. The
adjacency matrix acts as equivalent to and instead of the causal DAG in Pearl’s work leading to answering
the causal reasoning question. In developing the Causal Chain of Prompting, we use a few steps similar to
the PC algorithm for the given premise.

3.1 Causal Chain of Prompting (C2P)

The C2P frameworks consist of 5 main sub-tasks as follows, for learning and reasoning cause and effect
relation for the given premise;

1. Prompting to extract the random variables in the provided data.

2. Prompting to extract all the cause and effect relations along with all conditional and unconditional
relations among the random variables specifically mentioned in the given premise.

3. Prompting to create an initial adjacency matrix where all elements are 1, except for the diagonal
elements and the elements corresponding to the cause-and-effect relationships specifically mentioned
in the given premise (extracted in sub-task 2).

4. Prompting of the conditional and unconditional independency valuation and identifying the colliders,
step by step, to extract the causal PDAG.

5. Prompting for cause-and-effect questions or hypotheses.

Each sub-task in C2P includes multiple steps and overall, to execute the frameworks, 9 main prompts have
to be completed. The exact prompts for all the steps are provided in the Appendix, A.1.

3.2 Few-shot learning agenda

LLMs have powerful zero-shot capabilities, yet they might struggle with complex tasks with insufficient
examples in the training process. In these situations, few-shot learning is a versatile and efficient technique
for in-context learning that can be used to quickly adapt LLMs to new tasks and significantly enhance their
performance (Min et al., 2022; Touvron et al., 2023). This approach involves providing several examples with
desired answers, which condition the LLMs to produce the correct response for new instances with similar
patterns. The few-shot learning process of C2P is similar to the previous subsection, with the prompts
being based on the more abstract prompts presented there (Due to the token limitation). The prompts and
an example of the given story are included in the Appendix, A.2. Depending on the token limitation of
employed LLMs, the number of given examples (shots) varies. Comparing the token limitation of GPTs, we
use GPT-4 Turbo, which has a 30000 token limit.

Steps from other constraint-based methods can be used instead or along with some steps of the PC algorithm
in C2P methods, comprehensively discussed in (Glymour et al., 2019). For instance, steps in the FCI method
can be used in cases where the causal sufficiency assumption is violated, i.e., latent variables and selection
bias may be present (Spirtes et al., 1995). Additionally, it is important that the classifiers proposed by
Ceraolo et al. (2024) that formalize the definition of causal questions and establish a taxonomy for finer-
grained classification can be used before our framework to identify the causal question as a prerequisite of
our method.
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4 Results of the experiment for featuring LLMs with Causal Reasoning

4.1 Experimental setup

The experimental setup is divided into two data groups: synthetic dataset and realistic scenarios.

In a first synthetic dataset, and similar to the experimental setup of (Jin et al., 2023b), we set up the
following list of LLMs for the experiments on the CORR2CAUSE dataset. Various types of LLMs are tested
in (Jin et al., 2023b) and we only include powerful LLMs in our experiment to avoid reproducing the same
results. To test existing LLMs, we first include two BERT-based NLI models in the transformers library
(Wolf et al., 2020): BART (Lewis et al., 2019), DistilBART (Shleifer & Rush, 2020). We also evaluate
the recent, more efficient models, LLaMa3-8B (Touvron et al., 2023) and LLaMa3-70B (Taori et al., 2023).
We assess the GPT-3.5 (i.e., ChatGPT), and the latest GPT-4 (OpenAI, 2023) by April 2023, using the
OpenAI API (https://openai.com/api/) with temperature 0. We employed the most recent GPTO as well.
Then, we assess C2P on a proposed synthetic dataset, similar to the one in (Jin et al., 2023a), but more
complex and with less information provided on the premises. Then we test the reliability of C2P in different
numbers of nodes. Due to the limitation of tokens for different versions of GPTs, we employed GP4-Turbo
which has a 30000 maximum token limit. We selected 50 samples at random from the corr2cause dataset
for our experiment, ensuring a balanced distribution with 50 "Yes" and 50 "No" answers. In the corr2cause
dataset, the majority of responses are "No", as a result, they used the F1 score as the primary metric for
accuracy. Our experiment design enhances both the realism and comprehensibility of the results. These
samples explore reasoning within three causal scenarios: direct cause-and-effect relationships (Fig. 2 i),
indirect cause-and-effect relationships (Fig. 2 ii), and the presence of an effect due to two causes (Fig. 2 iii).

(i) (ii) (iii)

𝑋! X"𝑋#𝑋! X"𝑋#X#𝑋!

Figure 2: All possible in cause and effect relations. i. X1 directly causes X2 (X2 is directly effect of X1).
ii. X1 indirectly causes X3 (X3 is indirectly effect of X1). iii. X1 and X3 are causes of X2 (X2 is common
effect of X1 and X3)

To evaluate the proposed framework on natural stories, we utilized the state-of-the-art large language model,
GPT-4, which excels at story generation. We crafted detailed instructions in the prompts and generated
approximately 20 stories for our case study in fields such as healthcare and medicine, economics, education,
social sciences, environmental science, and marketing, all emphasizing the importance of causality. This
process is similar to the one presented in (Jin et al., 2023b), but our generated stories are more complex.
Our approach can be tested using the examples of the Simpson’s Paradox discussed in (Pearl & Mackenzie,
2018). However, since these examples are already included in the training data of current LLMs, the models
simply repeat the correct answers based on that training data, similar to the parrot study in (Zečević et al.,
2023). Consequently, our generated natural stories replicate these examples in a manner that the LLM
cannot address within its existing training data.

Additionally, we assess the coevolution of supermassive black holes (SMBHs) and their host galaxies using
our proposed framework, replicating the results provided in (Pasquato et al., 2023).

4.2 Evaluation of the C2P on synthetic dataset

Results of the C2P on CORR2CAUSE dataset: In Table 1, we show the performance of the more
powerful LLMs in the cause-effect task reported in (Jin et al., 2023b) compared to the results of the C2P
framework. According to Table 1, performing pure causal reasoning tasks presents a significant challenge
for all existing LLMs, even when it is asked to think step by step similar to (Wei et al., 2022). Notably,
several models perform worse than a random guess, indicating a complete failure in this specific task of pure
causal reason. Nevertheless, applying our proposed framework to GPT-4 Turbo has boosted at least 33%
in the model’s ability to respond to causal inquiries, suggesting a substantial improvement over the existing
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Table 1: Main results: Comparison of using C2P frameworks compared to the existing LLMs
Models F1 Precision Recall Accuracy

Random Baselines
Random (Proportional) 13.5 12.53 14.62 71.46
Random (Uniform) 20.38 15.11 31.29 62.78

BERT-Based Models
DistilBART MNLI 26.74 15.92 83.63 30.23
BART MNLI 33.38 31.59 35.38 78.50

LLaMa-Based Models
LLaMa3-8B 48.97 51.06 47.05 51
LLaMa3-70B 70.8 60.7 56.6 60

GPT-Based Models
GPT-3.5 48.8 55 44 54
GPT-4 48.4 53.3 48 53
GPT-4O 57.7 59.5 56 59
C2P on GPT-4 Turbo 92.78 95.74 90 93
Few-shot learned GPT-4 Turbo 81.06 82.97 79.24 81

capabilities of LLMs. It is important to note that the primary factor contributing to the discrepancy between
the LLaMa and GPT results and those reported in (Jin et al., 2023b) stems from the distribution of the
provided premise. This table indicates that when reasoning questions are posed to LLMs, the responses
slightly tend towards the "No" answer. More interestingly, in cases where existing models without C2P
responded correctly, their explanations often revealed flawed logic. This highlights the randomness of their
responses more clearly.

Robustness analysis: To assess the robustness of the proposed prompts, Table 2 shows the computed
accuracy computed in each sub-task of implementing C2P on GPT-4 for different numbers of variables in
the given premise.

Table 2: Accuracy by Number of Variables and sub-tasks
Number of variables Accuracy

First sub-task Second
sub-task

Third
sub-task

Fourth
sub-task

Fifth sub-task

3 variables 100% 100% 100% 100% 99%
4 variables 100% 100% 100% 98% 83.2%
5 variables 100% 100% 100% 88.3% 75.2%
6 variables 100% 100% 100% 79.1% 70.1%

4.3 Evaluation of the C2P on natural stories

To evaluate the proposed framework on natural stories, we utilize the same process presented in (Jin et al.,
2023b) and generate premises. The result of applying the C2P framework, both step-by-step and few-shot
learned, is provided in Table 3 and compared to the result of GPTs. This table clearly demonstrates that
the existing method responds randomly to reasoning prompts. It is important to note that even when GPTs
provide the correct final answer, the reasoning process leading to that answer is still incorrect. In contrast,
GPT-4 Turbo, enhanced with step-by-step prompting of the C2P framework and few-shot learned C2P,
boosts the accuracy of these models in similar scenarios involving natural stories.
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Table 3: Result of applying the C2P framework and GPTs, TP: True Positives, FP: False Positives, TN:
true negatives, FN: False Negatives

Models TP FP TN FN
GPTs

GPT-4.5 2 2 3 3
GPT-4 2 2 3 3
GPT-4o 3 2 3 3

Featured GPT
C2P on GPT-4 Turbo 5 0 5 0
Few-shot learned GPT-4 Turbo 4 0 5 1

Additionally, Table 4 provides an example of such natural stories and demonstrates the result of applying
a few-shot learned GP4-Turbo with C2P to it. This showcases how GPT models (including versions 3.5,
4, 4 Turbo, and 4o) fail to respond correctly. It is important to note that the few-shot learning process of
GPT-4 Turbo was performed using only six examples from the CORR2CAUSE dataset, without including
any natural story examples. Note that there are no natural stories employed in the few-shot learning process.

Table 4: Example of a natural story and the result of few-shot learned GPT-4-Turbo with C2P
Example of true story Results of few-shot learned GPT-4 Turbo with C2P
Premise: eating junk food (A), obesity
(C), and watching television (B) have
relations with each other. There is a
correlation between eating junk food and
obesity, and between watching television
and obesity. However, eating junk food
and watching television are independent
from each other. Hypothesis: Eating
junk food directly affects obesity

Step 1: Number of random variable:3
Names of random variable: A, B, C

Step 2: All of Statistical Relations:{
Dependencies: [[A, C], [B, C]],
Unconditional Independencies: [[A, B]],
Conditional Independencies: []}

Step 3: A: {A: 0, B: 1, C: 1},
B: {A: 1, B: 0, C: 1},
C: {A: 1, B: 1, C: 0}

Step 4: A: {A: 0, B: 0, C: 1},
B: {A: 0, B: 0, C: 1},
C: {A: 1, B: 1, C: 0}

Step 5: A: {A: 0, B: 0, C: 1},
B: {A: 0, B: 0, C: 1},
C: {A: 1, B: 1, C: 0}

Step 6: C: [A, B]

Step 7: C: [A, B]

Step 8: A: {A: 0, B: 0, C: 1},
B: {A: 0, B: 0, C: 1},
C: {A: 0, B: 0, C: 0}

Step 9: Checking matrix[A][D] = 1 and matrix[D][A]
= 0. According to rule 2, this suggests A
is a direct cause of D, or D is a direct effect of A.
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4.4 Evaluation of the C2P framework on the (co)evolution of supermassive black holes and their
host galaxies

In astrophysics, experiments are impossible. Thus, causal reasoning must rely exclusively on observational
data. Similar to the study in (Pasquato et al., 2023), we (co)evolute supermassive black holes (SMBHs) and
their host galaxies. We implement C2P on GPT-4 Turbo to a comprehensive catalog of galaxy properties to
obtain a PDAG and then reason the causal questions.

Fig. 3 shows the results of each sub-tasks of implementing C2P According to the extracted PDAG, many
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Sub-task 1 Q: Prompting for extracting the random variables from the provided data A:   

CD: Central density
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Sub-task 5 Q: Infer hypothesis based on the extracted causal graph A: Yes
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Output:

CD VD ER

BHM BSM

(i)

CD VD ER

BHM BSM

(ii)

CD VD ER

BHM BSM

(iii)

CD VD ER

BHM BSM

(iv)

CD VD ER

BHM BSM

Sub-task 4

CD VD ER

BHM BSM

Figure 3: Prompts (Q) and results (A) of sub-tasks application of the C2P framework to real-world complex
scenarios and steps of sub-task 3 for the given premise.

questions such as the causal given can be answered which is too complicated for the existing LLMs to answer.
It is important to note that by implementing C2P, not only many causal questions can be answered with
this approach, but it is easy to show which causal questions can not be answered based on the given premise
and which more information has to be given to be able to causally reason. More importantly, it is worth
noting that this is not the limitation of the C2P framework, any rational agent needs such information to
answer such causal questions.

5 Discussion, Limitations and Future Work

Causal reasoning and identifiability: Having a PDAG of an SCM of a causal mechanism is the most
effective way to achieve this with observational data. Based on this, two main questions arise: Given a PDAG,
under what conditions can we make causal reasoning? This involves determining the necessary assumptions
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and data required to address a causal question—this issue is known as identification. It is generally possible
to answer some cause-effect questions based on the PDAG, represented by a causal graph, and lower-level
data. These questions are mainly the ones that are related to the part where we have extracted a collider,
or if the question is just about the existence of a cause-effect relation; in some cases, these questions can
be answered as well. However, it is almost impossible to answer all the causal questions based on the given
information, as discussed in (Bareinboim et al., 2022; Pearl & Bareinboim, 2022). As a result, the second
question is, what else is needed to answer all the causal questions? In such cases, interventional data is
necessary to explicitly extract the direction of causal relations in a mechanism. To do so, while a naive
baseline approach would require O(n2) interventions, various methods have been proposed, such as those in
(Kocaoglu et al., 2017; Choo & Shiragur, 2023; von Kügelgen et al., 2024; Squires & Uhler, 2023), for cases
in different situations. However, one clear thing is that it is not possible to reason all the causal questions.
For instance,

• Directions cannot be discovered: PDAGs typically include both directed and undirected edges. The
undirected edges indicate uncertainty about the direction of causality. It is important to note that
without further data or assumptions, it is not possible to definitively determine the causal direction
for these relationships with any method.

• Full Causal Path Analysis: While PDAGs can indicate possible paths between variables, they may
not fully reveal which paths are indeed causal and which are due to confounding or indirect effects.
Questions about specific causal pathways can thus be hard to answer definitively.

• Predictions Under Interventions: Questions about the outcomes of hypothetical or actual interven-
tions on one or more variables (do-calculus questions) often require a fully specified causal model.
PDAGs, with their partial specification, might not support detailed predictions under interventions
without resolving the ambiguities in causal direction.

Causal reasoning is a broad and complex task in AI and LLMs. While current machine learning methods
struggle with extracting causal structures and subsequently reasoning causally, this problem is even more
intricate in the context of LLMs. The primary reason for this complexity is the inherent structure of LLMs
and their reliance on the concept of attention. To enable LLMs to reason causally, the first step is to identify
the causal question. Recently, a comprehensive database was compiled, and an AI model was trained to
identify causal questions (Ceraolo et al., 2024). This model can be used prior to applying our framework to
determine whether a causal reasoning process has to be activated or not. Additionally, more comprehensive
examples and scenarios need to be generated to aid in the learning process of an LLM. Due to the vast
variety of causal scenarios and the token limitations of current models, our approach must be integrated into
the learning or fine-tuning process of an LLM. This ensures that the model can effectively learn and apply
causal reasoning within its capabilities.
Scaling Instruction-Finetuned Language Models: LLMs primarily function through pattern recogni-
tion without the capability to recognize causal relationships, as indicated by prior research (). This limitation
highlights the importance of implementing these models with causal analysis techniques to enhance their
causal reasoning ability. Previous attempts to boost LLMs’ causal reasoning involved using external tools
or manually crafted prompts, which, although insightful, are impractical for easy integration. Our study in-
troduced an algorithm that leverages LLMs’ inherent abilities to foster causal reasoning autonomously. Our
findings demonstrate a marked increase in the accuracy of LLMs’ causal understanding, even in scenarios
involving complex causal interactions. Additionally, incorporating a chain of thought into LLMs’ training
has been proven to enhance performance across various tasks (Chung et al., 2024). Based on the extracted
results on the benchmark and provided datasets in our study, and the results of the few-shot learning pro-
cess, we strongly hypothesize that our approach could similarly benefit the training of language models,
particularly in boosting their causal reasoning, even in smaller models that would lead to a revelation in
LLMs. This enhancement could be realized using a carefully selected set of examples or synthetic samples
created by LLMs, following the guidelines outlined in our algorithm.
Future works As demonstrated in the results section, C2P has significantly enhanced the reasoning capa-
bilities of LLMs. We have shown that extracting the adjacency matrix of the variables in a given premise
can function as the DAG in Pearl’s works, leading to improved reasoning ability. Our experimental results of
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few-shot learned LLMs indicate a significant increase in accuracy for tasks where users inquire about direct
cause-and-effect relationships or common cause questions. However, the models still struggle with indirect
cause-and-effect questions. Pearl demonstrated that the concepts of a DAG and d-separation complement
each other in causal reasoning tasks. To address the low accuracy in answering indirect causal reasoning
questions, more sub-tasks can be introduced to LLMs to perform d-separation in a more structured manner.
As mentioned, due to the token limitation of LLMs, we were able to use only six or even fewer examples in
the few-shot process of GPT-4-Turbo. As a result, our proposed framework can be seamlessly integrated into
the fine-tuning or learning process of an LLM by introducing more extensive examples with more complex
scenarios. Given the accuracy achieved in few-shot learned LLMs, the fine-tuned or trained LLMs with our
approach can achieve highly accurate results, effectively addressing the causal reasoning bottleneck of LLMs.
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A Appendix

A.1 Prompts for C2P frameworks

The proposed prompts for step-by-step proceeding with C2P are as follows:

1. Prompting for extracting the random variables from the provided data.

(i) Please give me the number of random variables in the given premise
(ii) Write the names of all random variables.

2. Prompting to extract all the cause and effect relations along with all conditional and
unconditional relations among the random variables specifically mentioned in the given
premise

• If 2 random variables, for instance, R1 and R2, are independent, write it in this form: "R1 is
independent of R2". If there exist 2 random variables, for instance, R1 and R2, are conditionally
independent given a third random variable, for instance, R3, write it in this form: "R1 and R2
are independent given R3". If two random variables, for instance, R1 and R2, are specially
mentioned to have cause and effect relation, write it in this form: "R1 is the cause of R2".

3. Prompting to create an adjacency matrix where all elements are 1, except for the
diagonal elements and the elements corresponding to the cause-and-effect relationships
specifically mentioned in the given premise.

• In this phase, each random variable is treated as a node within a fully connected undirected
graph. Then, for each pair, for instance, R1 and R2, presented in the form: "R1 is the cause of
R2", set the element in ["R2", "R1"] in the adjacency matrix to 0.

4. Prompting of the conditional and unconditional independency valuation and identifying
the colliders, step by step, to extract the causal PDAG.

(i) Update the adjacency matrix based on the specified unconditional independencies between
random variables. Each pair of variables that is declared independent should have their corre-
sponding value set to zero in the adjacency matrix. The initial adjacency matrix and the list of
independencies are provided below. Please ensure all independencies are correctly reflected in
the updated matrix. Instructions: - For each pair of variables listed as independent, set their
corresponding entries in the adjacency matrix to 0.

(ii) Update the adjacency matrix based on the specified conditional independencies between random
variables. Each pair of variables that is declared independent should have their corresponding
value set to zero in the adjacency matrix. The initial adjacency matrix and the list of inde-
pendencies are provided below. Please ensure all independencies are correctly reflected in the
updated matrix. Instructions: - For each pair of variables listed as independent given other
variable(s), set their corresponding entries in the adjacency matrix to 0.

(iii) Task: Given an initial adjacency matrix, follow these steps: Step 1: Identify all rows (key
values) in the matrix where there are two or more than two columns with the value "1" in them.
For each identified row, find all pairs of different columns where the values are "1".Ensure to
exclude rows that do not contain any pairs from the results. Step 2: Display these pairs, "All
Pairs", where each row name is key, and the value is a list of column names that are identified
in Step 1.
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(iv) Given the "All Pairs" and the list of independencies, follow these instructions step by step: In-
struction: For each key in "All Pairs", delete all the pairs that are not mentioned as independent
in the "independencies" list and return other with all their values. The "All Pairs" contains pairs
of elements associated with each key. The goal is to update this by removing pairs that are not
mentioned as independent. The list of independencies provides information about which pairs
are independent of each other.

(v) Given the initial adjacency matrix represented and the "All Pairs" list, for each key-value pair
("R") in "All Pairs", modify the initial adjacency matrix as follows: 1- Set the value in the "C1"
row and "R" column to 0: ("C1", "R") = 0. 2- Set the value in the "C2" row and "R" column to
0: ("C2", "R") = 0.

5. Prompting for cause-and-effect questions or hypotheses

• To extract and understand causal relations in the adjacency matrix: For each specified variable
"R" and "C", for instance, that are listed in the adjacency matrix: - If matrix entry at ["R",
"C"] = 1 and ["C", "R"] = 1, then the causal direction between "R" and "C" is undetermined. -
If matrix entry at ["R", "C"] = 1 and ["C", "R"] = 0, then "R" is a direct cause of "C" or "C" is
a direct effect of "R". - If matrix entry at ["R", "C"] = 0 and ["C", "R"] = 1, then "C" is a direct
cause of "R" or "R" is a direct effect of "C". If two variables directly affect a third variable,
the first two variables are common causes, and the third variable is a collider. Evaluate the
hypothesis based on the given partially directed acyclic graph presented as an adjacency matrix
with the given Instruction.

A.2 Prompts for few-shot learning of C2P

An example of given prompts for the few-shot learning process of C2P is as follows:

Premise: Suppose there is a closed system of 5 variables, A, B, C, D, and E. All the statistical relations
among these 5 variables are as follows: A correlates with C. A correlates with D. A correlates with E.
B correlates with D. B correlates with E. C correlates with D. C correlates with E. D correlates with E.
However, A is independent of B. A and B are independent given C. B is independent of C. B and C are
independent given A. C and E are independent given A, B, and D.

Hypothesis: There exists at least one collider (i.e., common effect) of A and B.

• "Subtask 1"- The number of random variables and their names in the given premise in JSON
format:
Output: "number of random variables: 5, "names of random variables": ["A", "B", "C", "D", "E"]

• "Subtask 2"- All the dependencies, conditional and unconditional independencies between all ran-
dom variables extracted in "subtask 1":
Output: {"All of Statistical Relations": {"Dependencies": [["A", "C"], ["A", "D"], ["A", "E"], ["B",
"D"], ["B", "E"], ["C", "D"], ["C", "E"], ["D", "E"]], "Unconditional Independencies": [["A", "B"], ["B",
"C"]], "Conditional Independencies": [["A", "B"], ["B", "C"], ["C", "E"]]}}

• "Subtask 3"- The adjacency matrix of all random variables extracted in "subtask 1" where each
random variable is treated as a node within a fully connected undirected graph:
Output: {"A": {"A": 0, "B": 1, "C": 1, "D": 1, "E": 1}, "B": {"A": 1, "B": 0, "C": 1, "D": 1, "E":
1}, "C": {"A": 1, "B": 1, "C": 0, "D": 1, "E": 1}, "D": {"A": 1, "B": 1, "C": 1, "D": 0, "E": 1}, "E":
{"A": 1, "B": 1, "C": 1, "D": 1, "E": 0}}

• "Subtask 4"- Update the adjacency matrix extracted in the output of "subtask 3" based on the
specified unconditional independencies between random variables. Each pair of variables that are
declared independent should have their corresponding value set to zero in the adjacency matrix. - For
each pair of variables listed as unconditional independent in "subtask 2", we set their corresponding
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entries in the adjacency matrix to 0. - We do not change any other entries except those specified by
the independence.
Output: {"A": {"A": 0, "B": 0, "C": 1, "D": 1, "E": 1}, "B": {"A": 0, "B": 0, "C": 0, "D": 1, "E":
1}, "C": {"A": 1, "B": 0, "C": 0, "D": 1, "E": 1}, "D": {"A": 1, "B": 1, "C": 1, "D": 0, "E": 1}, "E":
{"A": 1, "B": 1, "C": 1, "D": 1, "E": 0}}

• "Subtask 5"- Update the adjacency matrix in the output of "Subtask 4" based on the specified
conditional independencies between random variables extracted in "subtask 2". Each pair of variables
that are declared conditional independent should have their corresponding value set to zero in
the adjacency matrix. - For each pair of variables listed as conditionally independent given other
variable(s), we set their corresponding entries in the adjacency matrix to 0. - We do not change any
other entries except those specified by the conditional independence.
Output: {"A": {"A": 0, "B": 0, "C": 1, "D": 1, "E": 1}, "B": {"A": 0, "B": 0, "C": 0, "D": 1, "E":
1}, "C": {"A": 1, "B": 0, "C": 0, "D": 1, "E": 0}, "D": {"A": 1, "B": 1, "C": 1, "D": 0, "E": 1}, "E":
{"A": 1, "B": 1, "C": 0, "D": 1, "E": 0}}

• "Subtask 6": In this subtask, for each key value in the "Adjacency Matrix" mentioned in the output
of "Subtask 5", the task is to extract only pairs of columns with values "1" step by step according
to the provided steps and put it in "Candidates" dictionary: follow these steps: Step 1: Identify all
rows (key values) in the matrix where there are at least two or more columns with the value "1". For
each identified row, find all pairs of different columns where the values are "1". Ensure to exclude
rows that do not contain any pairs from the results. Make sure to check each row individually and
include all valid pairs for every row. Step 2: Display these pairs in a simplified JSON format, where
each row name is a key, and the pair values are a list of column names that are identified in step
1. If there are no such rows, show an empty JSON object. Step 3: Do not include any rows with
one or zero columns with "1" values in the output. Example output format: Candidates: { "row1
name": [["1value column1 name", "1value column2 name"], ["1value column1 name", "1value column3
name"], ["1value column2 name", "1value column3 name"]], "row2 name": [["1value column5 name",
"1value column6 name"]], ... } The values in each row have to be pairs and the output cannot be
as follows: { "row1 name": [["1value column1 name"], ["1value column1 name"], ["1value column2
name", "1value column3 name"]], "row2 name": [["1value column5 name"]], ... } Please provide only
the desired output formatted exactly as shown in the example without any further explanation.
Output: {"A": [["C", "D"], ["C", "E"], ["D", "E"]], "B": [["D", "E"]], "C": [["A", "D"]], "D": [["A", "B"],
["A", "C"], ["A", "E"], ["B", "C"], ["B", "E"], ["C", "E"]], "E": [["A", "B"], ["A", "D"], ["B", "D"]]}

• "Subtask 7"- In this subtask, given the output of "Subtask 6", "Candidates", and "Unconditional
Independencies" in "Subtask 2", the task is to identify and extract all the pairs in the "Candidates"
that are also present in the "Unconditional Independencies" step by step according to the provided
steps. follow these steps: 1- For each pair in the "Candidates" list, check if it is present in the "Un-
conditional Independencies" list. 3-Only keep all the pairs from "Candidates" that are also present in
"Unconditional Independencies". If a pair in "Candidates" is found in "Conditional Independencies",
keep it. 4-Remove any pairs in "Candidates" that are not found in "Conditional Independencies".
If a pair in "Candidates" is not found in "Unconditional Independencies", remove it. 5-Output the
result as the modified "Candidates" dictionary without any additional text or explanation. Only the
updated "Candidates" dictionary and nothing else.
Output: {"D": [["A", "B"], ["B", "C"]], "E": [["A", "B"]]}

• "Subtask 8"- Given the adjacency matrix in the output of "Subtask 5" and the "All Pairs" list in
the output of "Subtask 7", for each key-value pair ("R") in "All Pairs", we modify the adjacency
matrix as follows: -For each key "R" and pair ("C1", "C2") in the candidates, change the values in
key "R" and pairs ("C1", "C2") to zero. -Ensure that only the specified modifications are made, and
all other entries in the adjacency matrix remain unchanged.
Output: {"A": {"A": 0, "B": 0, "C": 1, "D": 1, "E": 1}, "B": {"A": 0, "B": 0, "C": 0, "D": 1, "E":
1}, "C": {"A": 1, "B": 0, "C": 0, "D": 1, "E": 0}, "D": {"A": 0, "B": 0, "C": 0, "D": 0, "E": 1}, "E":
{"A": 0, "B": 0, "C": 0, "D": 1, "E": 0}}
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• "Subtask 9"- In this subtask, given the "Adjacency Matrix" mentioned in the output of "Subtask
8", evaluate the correctness of the hypothesis step by step according to the provided rules. Rules:
1- If matrix["R"]["C"] = 1 and matrix["C"]["R"] = 1, then the causal direction between "R" and "C"
is undetermined. 2- If matrix["R"]["C"] = 1 and matrix["C"]["R"] = 0, then "R" is a direct cause of
"C", or "C" is a direct effect of "R". 3- If matrix["R"]["C"] = 0 and matrix["C"]["R"] = 1, then "C" is a
direct cause of "R", or "R" is a direct effect of "C". 4- Test each variable in the matrix, for instance,
"R", "R" is a collider if the matrix entries in ["R", "C1"] = 0, ["C1", "R"] = 1, ["R", "C2"] = 0, and
["C2", "R"] = 1 Perform it step by step and provide the final "Yes" or "No" answer.
Output: Step 1: According to the rules, a node is a collider (common effect) if the matrix entries
in ["R", "C1"] = 0, ["R","C2"] = 0, ["C1", "R"] = 1 and ["C2", "R"] = 1.
Step 2: According to rule 4, "R" is a collider if the matrix entries in ["R", "D"] = 0, ["R", "E"] = 0,
["D", "R"] = 1 and ["E", "R"] = 1.
Step 3: Checking each variable in the matrix
Node C: ["C", "A"] = 1 and ["A", "C"] = 1, so C is not a common effect of A and B.
Node D: ["D", "A"] = 0 and ["A", "D"] = 1, and ["D", "B"] = 0 and ["B", "D"] = 1, so D is a common
effect of A and B.
Node E: ["E","A"] = 0 and ["A","E"] = 1, and ["E","B"] = 0 and ["B", "E"] = 1, so E is a common
effect of A and B.
Step 4: So, the hypothesis that there exists at least one collider (i.e., common effect) of A and B is
correct. The answer is "Yes".
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