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Summary
In reinforcement learning, deep Q-learning algorithms are often more sample- and compute-

efficient than alternatives like the Monte Carlo policy gradient, but tend to suffer from instability
that limits their use in practice. Some of this instability can be mitigated through a delayed target
network, yet this usually slows down convergence. In this work, we explore the possibility of
stabilization without sacrificing the speed of convergence. Inspired by self-supervised learning
(SSL) and adaptive optimization, we empirically arrive at three modifications to the standard
deep Q-network (DQN) — no two of which work well alone in our experiments. These
modifications are, in the order of our experiments: 1) an Asymmetric predictor in the neural
network, 2) a particular combination of Normalization layers, and 3) Hypergradient descent on
the learning rate. Aligning with prior work in SSL, HANQ (pronounced "hank") avoids DQN’s
target network, uses the same number of hyperparameters as DQN, and yet matches or exceeds
DQN’s performance in our experiments on three out of four environments.

Contribution(s)
1. We propose to replace the target network in deep Q-network (DQN) with an asymmetric

predictor and normalization layers to stabilize training. Empirical results suggest the promise
of our approach given appropriate learning rate tuning.
Context: Asymmetric architectures have been explored in self-supervised learning (Grill
et al., 2020; Chen & He, 2021) and reinforcement learning (RL) (Pitis et al., 2020; Guo
et al., 2022; Liu et al., 2022; Tang et al., 2023; Wang, 2024; Eysenbach et al., 2024; Amortila
et al., 2024; Myers et al., 2025). However, to our knowledge, all prior RL works study
auxiliary losses or goal-based RL, and typically keep the target network and increase the total
hyperparameters. We study pure end-to-end reward maximization without a target network,
without increasing the total hyperparameters.

2. Noting that promise of our first contribution, we use hypergradient descent for that tuning,
which achieves stable convergence without compromising the convergence rate. In our ex-
periments, our algorithm (HANQ) matches or outscores DQN in three of four environments.
Context: Prior works investigate hypergradients for temporal difference learning (Sutton,
2022), but in our experiments using hypergradient descent alone (or asymmetry alone) scores
poorly.

3. Our extensive ablations suggest each component of HANQ is important for its high scores.
Context: None.
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Abstract

In reinforcement learning, deep Q-learning algorithms are often more sample- and1
compute-efficient than alternatives like the Monte Carlo policy gradient, but tend to2
suffer from instability that limits their use in practice. Some of this instability can be3
mitigated through a delayed target network, yet this usually slows down convergence.4
In this work, we explore the possibility of stabilization without sacrificing the speed of5
convergence. Inspired by self-supervised learning (SSL) and adaptive optimization, we6
empirically arrive at three modifications to the standard deep Q-network (DQN) — no7
two of which work well alone in our experiments. These modifications are, in the order8
of our experiments: 1) an Asymmetric predictor in the neural network, 2) a particular9
combination of Normalization layers, and 3) Hypergradient descent on the learning rate.10
Aligning with prior work in SSL, HANQ (pronounced "hank") avoids DQN’s target11
network, uses the same number of hyperparameters as DQN, and yet matches or exceeds12
DQN’s performance in our experiments on three out of four environments.13

1 Introduction14

Temporal difference (TD) algorithms such as Q-learning often improve sample- and compute-15
efficiency compared to Monte Carlo algorithms. Unfortunately, TD algorithms are more unstable,16
frequently learning worse policies when trained for longer (Agarwal et al., 2019; Brandfonbrener17
et al., 2021; Kumar et al., 2021). The most common stabilization approach requires delaying the18
update of the target, the values they bootstrap from. For example, the standard deep Q-learning19
algorithm, DQN (Mnih et al., 2015), uses a target network (a lagging copy of its main network20
weights) to slow down target updates. Yet, the target update rates typically used in practice are often21
not slow enough to fix instability, even though they already slow convergence (Agarwal et al., 2019;22
Brandfonbrener et al., 2021; Kumar et al., 2021).23

Recent works (Gallici et al., 2024; Elsayed et al., 2024; Bjorck et al., 2021) suggest that normalizations24
can stabilize Q-learning, and TD learning broadly, without delayed targets. However, it is not yet25
clear if any approach is so fast and stable as to make delayed targets obsolete. In parallel, other recent26
works (Guo et al., 2020; Kumar et al., 2021) note similarity between TD learning and self-supervised27
learning (SSL), a field that aims to learn representations of data that make downstream tasks more28
efficient. Some SSL works have found architectural asymmetries and normalizations necessary for29
good results (Chen & He, 2021; Zhang et al., 2022). Asymmetries have also been found useful in RL30
(Liu et al., 2022; Wang et al., 2023; Tang et al., 2023; Eysenbach et al., 2024; Khetarpal et al., 2024).31
However, perhaps due to tuning requirements or the need for additional empirical evidence, none32
have fully replaced the standard architectures in RL.33

In this work, we focus on offline RL, as it is easier to test on real-world data and can amplify the34
instability we study. Compared to online RL, offline RL is particularly valuable when new data is35
costly. Examples include autonomous vehicle data, medical data, and human expert data. Here,36
letting suboptimal policies collect training data can cost too much time, money, or even lives. This37
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also means we cannot afford to frequently measure the returns of the policies during training. As a38
result, algorithms that only temporarily reach high return during training may output a poor policy.39

Via asymmetries and normalizations similar to SSL algorithms, we aim for fast, stable, and high return40
in RL without more hyperparameters than DQN. In preliminary experiments, we find that a particular41
asymmetry greatly improves DQN’s stability when not using a target network. Those experiments42
also suggest that, when using asymmetry, an adaptive learning rate might yield more returns. We43
show hypergradient optimization achieves this. Similar to SSL, adding normalizations and more44
asymmetric elements further increases return. We ablate all three components (hypergradients,45
asymmetry, and normalization), finding that all three are important for high return.46

2 Background47

We consider the Markov decision process (MDP) formulation for RL. Let S be a state space, A a48
finite action space, R : S ×A → R a reward function, and P : S ×A → ∆(S) a transition function.49
We assume an offline dataset D = {(si, ai, ri, s′i)}Ni=1 has already been collected. In the dataset,50
each tuple (si, ai, ri, s

′
i) is a state si ∈ S, an action ai ∈ A taken in that state, the resulting reward51

ri ∈ R drawn with E[ri | si, ai] = R(si, ai), and next state s′i ∈ S drawn from s′i ∼ P (· | si, ai).52
We aim to learn a policy π : S → A to maximize the expected, discounted return (cumulative53
rewards), E

[∑∞
t=0 γ

tR(st, at)
]
, from any starting state s0, where γ ∈ [0, 1) is the discount factor.54

The Q-function for a policy π is Qπ(s, a) := Eπ[
∑∞

t=0 γ
tR(st, at) | s0 = s, a0 = a], where Eπ[·]55

is the expectation over trajectories from π. The optimal Q-function is Q⋆(s, a) := maxπ Q
π(s, a).56

Q-learning and Its Instability. A standard algorithm to approximate the optimal value function57
Q⋆ is Q-learning (Watkins, 1989). For the finite-state, finite-action case, Q-learning is guaranteed to58
converge to Q⋆ if the dataset D is sufficiently exploratory (Watkins & Dayan, 1992). With function59
approximation, convergence is no longer guaranteed. Let Qθ : S × A → R be a parameterized60
function. Given a (s, a, r, s′) tuple from D1, consider the following update based on the mean square61
Bellman error (MSBE):62

θ
−← α∇θ

(
Qθ(s, a)− r − γsg

[
max
a′∈A

Qθ(s
′, a′)

])2

(1)

where f
−← g means f ← f − g, α is the learning rate, and sg[·] is the stop-gradient operator.63

The stop-gradient means any function of θ in [·] will be treated as constant under the gradient64
operation. Eq. (1) is unstable in general — it can diverge even under the linear function approximation65
Qθ(s, a) = ϕ(s, a)⊤θ for some known feature ϕ(s, a) ∈ Rd. Some counterexamples provably66
diverge for any α (Baird, 1995; Tsitsiklis & Van Roy, 1996; Sutton & Barto, 2018). Nonlinear67
function approximators can introduce further instability (Tsitsiklis & Van Roy, 1997; Ollivier, 2018;68
Brandfonbrener & Bruna, 2019; Gallici et al., 2024).69

To address instability, TD algorithms often use a target network (Mnih, 2013; Mnih et al., 2015;70
Lillicrap et al., 2015). They maintain two copies of parameters θ, θ̄, in each iteration updating71

θ
−← α∇θ

(
Qθ(s, a)− r − γmax

a′∈A
Qθ̄(s

′, a′)

)2

, θ̄ ← (1− β)θ̄ + βθ, (2)

where Qθ̄ is the target network and β is the rate at which it is updated. Eq. (2) stabilizes training by72
slowing the movement of the target r + γmaxa′ Qθ̄(s

′, a′) due to the movement of θ. Notice that73
Eq. (1) is equivalent to Eq. (2) with β = 1. Although the target network helps stabilize learning, it74
also often slows down the overall algorithm. For example, on some environments, replacing the target75
network with alternative stabilization methods can give algorithms that reach equally high scores in76
fewer iterations (Gallici et al., 2024).77

1In fact, a mini-batch of (s, a, r, s′) tuples is sampled. We present the version with only one sample (i.e., mini-batch
size = 1) for ease of exposition. Similar for the rest of the paper.
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In fact, even a small β is not always enough to fully stabilize training: on many RL problems, the78
policy’s quality, i.e. the return it can achieve, often drops at some point in training and does not79
recover. Usually, when this return degradation occurs, the training loss also diverges. A common80
countermeasure is to modify the training loss so that the learned policy stays close to the behavior81
policy used to collect data. However, even when this pessimism approach succeeds at stabilization, it82
often reduces the return compared to the peak return temporarily reached in the unstabilized training.83
A temporary high peak return is impractical in offline RL because, in real-world problems, constantly84
measuring the returns during training is costly.85

Can we achieve stability without slowing down Q-learning? The mentioned counterexamples rely on86
linear function approximation for divergence. The possibility of improvement with feature learning,87
where ϕ(s, a) may change during training, remains open. We propose a particular combination of88
methods that, in our experiments, mitigates the downsides of removing the target network.89

predictor hω

input image x

zθ

pω,θ

minimize normalized  distanceℓ2

encoder fθ̄

z′ ̄θ

x x′ 

"#

z′ ̄θ

encoder fθ

random 
augmentation

random 
augmentation

Figure 1: Asymmetrically added
neural net weights, collectively
called a predictor , are often
key in SSL. A more symmet-
ric approach would use only
the green components, but is
unstable. We find preliminary
evidence that such asymmetry
might be similarly key for RL.

SSL with Asymmetry and Normalization. As our work aims to90
leverage the power of feature learning to stabilize Q-learning, we91
draw inspiration from feature learning schemes outside RL. A class92
of relevant approaches are Bootstrap Your Own Latent (BYOL)93
(Grill et al., 2020) and simple Siamese networks (SimSiam) (Chen94
& He, 2021) for self-supervised learning (SSL), whose original95
goal is to learn representations for images. Fig. 1 illustrates a96
simplification of BYOL’s architecture. In both methods, an input97
image is randomly augmented into two views x, x′, which are98
then individually encoded by the encoders fθ and fθ̄, respectively,99
yielding zθ = fθ(x) and z′

θ̄
= fθ̄(x

′). Then, an asymmetric100
predictor hω transforms the first output into pω,θ = hω(zθ) and101
tries to match it to the other output z′

θ̄
by minimizing their ℓ2 dis-102

tance under ℓ2-normalization: ℓ(pω,θ, z
′
θ̄
) =

∥∥∥ pω,θ

∥pω,θ∥2
− z′

θ̄

∥z′
θ̄
∥2

∥∥∥2.103

BYOL’s update is104

(ω, θ)
−← α∇ω,θℓ(pω,θ, z

′
θ̄), θ̄ ← (1− β)θ̄ + βθ. (3)

SimSiam removes the delayed update of θ̄. That is, it shares the105
parameters in the two branches in Fig. 1 and updates106

(ω, θ)
−← α∇ω,θℓ(pω,θ, sg[z

′
θ]). (4)

SimSiam is BYOL with β = 1. Eq. (3) and Eq. (4) are similar to Eq. (2) and Eq. (1), respectively,107
with pω,θ corresponding to Qθ(s, a) and z′θ corresponding to r + γmaxa′ Qθ(s

′, a′).108

As reported by Grill et al. (2020) and Chen & He (2021), BYOL and SimSiam can learn meaningful109
representation, even though a collapsing solution that encodes everything into the same vector is a110
clear minimizer of ℓ(pω,θ, z

′
θ̄
). To our knowledge, there still lacks a satisfying explanation for why111

BYOL or SimSiam avoids collapses. In previous attempts (Chen & He, 2021; Zhang et al., 2022;112
Wen & Li, 2022; Richemond et al., 2023; Tang et al., 2023), the theory either remains to be high-level113
or makes extra assumptions that are not required by the algorithm.114

However, one intriguing observation is that while Eq. (1) generally fails in RL, the similar update115
Eq. (4) of SimSiam succeeds in SSL. This leads to the question: Can we make Eq. (1) more similar116
to SimSiam to facilitate its convergence in RL? As argued in Chen & He (2021); Zhang et al. (2022);117
Wen & Li (2022), the predictor hω that asymmetrizes the two branches is key for preventing collapse.118
Incorporating this idea into Eq. (1) yields the update119

(ω, θ)
−← α∇ω,θ

(
hω(Qθ(s, a))− r − γsg

[
max
a′∈A

Qθ(s
′, a′)

])2
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where hω is the predictor an extra layer for Qθ. This is the starting point of our algorithm design.120

Besides asymmetry from the predictor, another critical element in SimSiam and BYOL is normalized121
ℓ2 loss, as shown in Fig. 1. Normalizing in the loss is not applicable to Q-learning (Eq. (1) or Eq. (2))122
since Q-learning values are scalars, but this suggests that normalization elsewhere could be important.123

3 HANQ: Three Components124

main net Qθ

state s

Qθ (s, ⋅ )

Qω(s, a)

Qθ (s′ , ⋅ )

(approximate) TD update

Qθ (s, a)

action a

Qθ (s′ , a′ )

reward r

main net Qθ

max a′ ∈ $


Qω(s, a) :=
ωscale Qθ (s, a)

next state s′ 

Q-learning / TD / DQN QS-DQN

%&

predictor 

scales 

ω
Q

× predictor

ωscale

Figure 2: SSAQ modifies DQN by adding
a predictor , and by using the main weights
θ for Q(s′, a′) instead of using delayed target
net parameters θ̄. SSAQ’s predictor is a single,
learned weight, ωscale. (A one-unit layer.)

Now we introduce the three components of HANQ,125
a modified Q-learning algorithm that aims to126
achieve both stability and fast convergence. We127
discuss each component individually in the follow-128
ing subsections, deferring ablations to Section 4.129

We compare policies by score — the empirical130
return when deployed, normalized for readability.131
Roughly the least return on an environment setup is132
0, and 100 roughly the most (details: Section 11).133

3.1 Component 1: Asymmetry134

Motivated by the success of SimSiam and BYOL,135
we start by adding a simple predictor to the standard136
DQN. Specifically, we only add a single, learned137
scaling parameter ω to the output of the main Q-138
network, Qθ. We also reuse the main Q-network139
for both terms in the loss, rather than using a target140
network Qθ̄ for the target term. This results in the following update (cf. Eq. (2)):141

(ω, θ)
−← α∇ω,θ

(
ωQθ(s, a)− r − γsg

[
max
a′∈A

Qθ(s
′, a′)

])2

. (SSAQ)

We call this algorithm SSAQ (Single-Scaler Asymmetric-Q), show its architecture in Fig. 2, and142
its pseudocode in Section 7. We compare DQN and SSAQ on an offline RL benchmark where143
DQN is known to have return degradation. The benchmark is a discrete-action version of the classic144
control problem Pendulum (Brockman et al., 2016; Xiao et al., 2022; Snyder et al., 2023). Following145
prior work (Xiao et al., 2022; Snyder et al., 2023), we collect an offline dataset of 1000 samples of146
state-action pairs, using a uniformly sampled initial state, taking uniformly random actions.147

learning rate: 10−1 10−1.5 10−2 10−2.5 10−3 10−3.5

Figure 3a: Every figure uses 30 seeds. Scores
(episodic return normalized for readability) on Pendu-
lum. Left: DQN’s score degrades over gradient steps.
Right: SSAQ with a target net. SSAQ stabilizes scores
at smaller learning rates, yet slows convergence.

learning rate: 10−2 10−2.5 10−3 10−3.5 10−4 10−4.5 10−5 10−5.5 10−6

Figure 3b: The same as Fig. 3a, but without target
nets. (From here on, we test our new algorithms only
without target nets.) Left: DQN scores poorly. Right:
SSAQ can score highly sometimes, but remains sensi-
tive to the learning rate.

Fig. 3a shows the scores of DQN and SSAQ when keeping the target network. For both algorithms,148
we use an intermediate target update rate of β = 10−3 here, because we find it gives DQN the149
highest gradient-step-averaged score (which we discuss later). Empirically, compared to DQN, SSAQ150

4



HANQ: Hypergradients, Asymmetry, and Normalization for Fast and Stable Deep Q-Learning

changes the effect of tuning the learning rate. With SSAQ, a large learning rate like 10−1 converges151
quickly, but also diverges quickly. A smaller learning rate like 10−2 converges slowly compared to152
10−1, but gains stability. In contrast, DQN remains unstable over all learning rates. This makes us153
conjecture that the asymmetric element ω takes a role similar to delaying the target update. This view154
has been shared by SimSiam (Chen & He, 2020). In preliminary experiments (not shown), placing155
the predictor on the Q(s′, a′) loss path scored no better than on the Q(s, a) loss path. This may align156
with Zhang et al. (2022). As a result, we test only the latter placement.157

Could a predictor avoid the need for a target network? Fig. 3b gives some evidence. When158
neither algorithm uses a target network, SSAQ’s peak score is over double DQN’s. Removing a target159
network in general would not only avoid the need to tune the delay hyperparameter, but might also160
avoid delay to the overall optimization. SimSiam’s success in SSL, without a target network, provides161
additional evidence that this might be possible in RL as well.162

Relation to adaptive discount factors. Scaling Q(s, a) relates to modifying the discount factor163
(see Section 8), and using a smaller discount factor is a regularization (Jiang et al., 2015). Thus, SSAQ164
relates to adaptive regularization. Later, we make ω state-dependent, which relates to state-dependent165
discount factors (Rathnam et al., 2024). Given these connections between asymmetric architectures166
and discount factors, we test discount tuning in Section 9.3.167

3.2 Component 2: Normalization168

Next, given the importance of normalizations in SSL, we try feature normalizations: ℓ2-normalization169
and Layer Normalization (LayerNorm). Unfortunately, neither help SSAQ in our experiments170
(Fig. 4a). See Section 10 for details, including some of the many supporting prior works in SSL and171
RL.172

learning rate: 10−2 10−2.5 10−3 10−3.5 10−4 10−4.5 10−5 10−5.5 10−6

Figure 4a: SSAQ (duplicated for reference) vs. SSAQ
with LayerNorm (which we call SSANQ). LayerNorm
has barely any noticeable effects here.

Figure 4b: SSAQ score (duplicated for reference) and
MSBE, for only the two best learning rates, 10−2.5

and 10−3 . MSBE anticorrelates with score, across
learning rates and across gradient steps.

3.3 Component 3: Hypergradients173

Compared to plain DQN, SSAQ enables either faster or stabler convergence on Pendulum (Fig. 3a,174
Fig. 3b). That tradeoff of speed vs stability for SSAQ is greatly controlled by the learning rate,175
whereas DQN’s learning rate does not appear to control that tradeoff much. Further, the MSBE176
(i.e., the value of (Qθ(s, a) − r − γmaxa′ Qθ(s

′, a′))2 on training data) anticorrelates with the177
score across learning rates and across gradient steps (Fig. 4b). It is tempting to try to automatically178
adjust SSAQ’s learning rate during training, to get both speed and stability. We attempt this with179
hypergradient optimization, which optimizes hyperparameters using gradient descent.180

The hypergradient tunes the learning rate as181

αi+1 ← αi − κ
∂L̃(θi)
∂αi

,

where αi is the learning rate used in iteration i, κ is the hyperlearning rate, θi is the neural net weights182
in iteration i (for simplicity, here we use θi for all weights in the network, i.e., both the θ and ω183
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described in previous sections), and L̃ is the hyperoptimization loss function, which is not necessarily184
the same as the main loss function. In Section 12, we consider two forms of L̃, deriving two ways to185
tune the learning rates. They are186

(i) αi+1 ← αi − κ (SGi · −SGi−1) and (ii) αi+1 ← αi − κ (RGi · −SGi−1) ,

where RGi =
∂LRG(θi)

∂θi
and SGi =

∂LSG(θi)
∂θi

, with LRG(θ) ≜ (Qθ(s, a)− r − γmaxa′ Qθ(s
′, a′))2187

and LSG(θ) ≜ (Qθ(s, a)− r − γsg[maxa′ Qθ(s
′, a′)])2.188

Due to high scores in preliminary experiments (Section 9.2), we use (ii). We test only deterministic189
environments for simplicity, avoiding double sampling bias (Baird, 1995). After we add hyperopti-190
mization to SSAQ, we call it HSSAQ. HSSAQ takes one hypergradient step (to update the learning191
rate) after every standard gradient step (to update the Q-network weights, including the metapredictor192
and predictor).193

Figure 5: HSSAQ with its best initial learning rate, 10−2.5 (and hyper-
learning rate κ = 10−4). HSSAQ’s hypergradient can stabilize the score
and MSBE greatly, but HSSAQ does not quite reach DQN’s peak score
(~100, Fig. 3a). For consistency with earlier plots, we omit error bars.

Might hypergradient op-194
timization give SSAQ195
both fast and stable196
scores? HSSAQ indeed197
automatically decreases198
the learning rate, adding199
some stability without200
sacrificing the early re-201
turns of larger learning202
rates (Fig. 5). However,203
HSSAQ tends not to reach scores quite as high or as quickly as DQN can (before DQN diverges).204

3.4 Revisiting Component 1: Additional Asymmetric Elements205

Inspired by the benefits of larger predictors in SSL (Zhang et al., 2022), we test the same for RL. To206
avoid adding hyperparameters, we avoid auxiliary losses such as self-predicting latent representations207
(Gelada et al., 2019). The simplest effective approach we found for adding more parameters is to add208
a metapredictor. The metapredictor outputs the ωscale parameter of the predictor, which is then used209
as before in the TD update (like SSAQ), with end-to-end training as usual.210

state s


!"#$%
&'%(")*+",*'-


ℓ2
-'%(")*+",*'-

metapredictor layer,

and $./

ωscale  and  ωbias

Qθ (s, ⋅ )

Qω(s, a)

next state ’s

Qθ (s′ , ⋅ )

(approximate) TD update (w/ hypergradient update)

Qθ (s, a)

action a

max a′ ∈ 3

Qθ (s′ , a′ )

reward r

ANQ

Q-learning / TD
shared weights

primary layer,

and 4$!5

67

Qω(s, a) := ωbias

+ ω+
scale Qθ (s, a)

base layer,

and 4$!5


!"#$%
&'%(")*+",*'-

primary layer,

and 4$!5

base layer,

and 4$!5

{ ωscale ,  ωbias }


ω+
scale

 and  ωbias

Figure 6a: HANQ modifies DQN by: adding a
metapredictor, which outputs the predictor; adding nor-
malizations; and adapting the learning rate for the TD
update, using hypergradients.

learning rate: 10−1 10−1.5 10−2 10−2.5 10−3 10−3.5

Figure 6b: Top: Like Fig. 3a, but DQN vs. HANQ
instead of DQN vs. SSAQ. HANQ’s scores are
more stable than DQN over gradient steps. Bottom:
Zoomed in to the first 20k gradient steps, showing
HANQ also learns more quickly than DQN. Overall:
Note that HANQ has the same number of hyperpa-
rameters as DQN.
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We combine Hypergradient optimization with this metapredictor Asymmetry, along with the211
Normalization layers discussed above, and call the combined Q-learning algorithm HANQ. HANQ212
reaches high scores both faster and more stably than DQN on our Pendulum problem. Fig. 6a shows213
HANQ’s architecture, and Fig. 6b compares the scores of DQN and HANQ.214

4 Further Experiments215

Unless marked otherwise, we use 30 seeds, tune baselines extensively ( Section 11), and show only216
the best score per algorithm–configuration–environment combination. That is, each table cell gives217
only the best score of e.g. the 7 learning rates we usually tune over, combined with tuning over e.g.218
DQN’s β, unless stated otherwise. Recall, scores are the return normalized for readability. We define219
score in Section 11. Unlike our graphs, scores in all tables are averaged over all gradient steps within220
each training run. This measures both training speed and stability.221

Table 1: Confidence intervals (CIs) overlapping the CI of the top mean are highlighted (Patterson
et al., 2023). Scores averaged over gradient steps. Recall, β is the target update rate (DQN only), and
κ is the hyperlearning rate (HANQ only). “DQN-LN” and “DQN-ℓ2N” are DQN with LayerNorm
or ℓ2-normalization.

Best β ∈ {100, 10−1, . . . , 10−4} β = 100 κ = 10−1

DQN DQN-LN DQN-ℓ2N DQN DQN-LN DQN-ℓ2N HANQ

Pendulum 72.4 83.0 86.1 30.0 40.1 31.9 100.1
(95% CI) (61.0, 82.5) (77.6, 87.9) (80.9, 91.0) (22.1, 37.0) (27.0, 53.6) (20.1, 43.0) (98.0, 102.2)

Acrobot 91.9 90.6 89.6 67.9 90.0 80.0 90.1
(95% CI) (90.3, 93.5) (89.0, 92.0) (87.3, 91.7) (61.7, 73.2) (87.9, 92.0) (77.1, 82.4) (88.0, 92.0)

CartPole 55.6 49.5 50.9 41.1 47.7 36.5 24.0
(95% CI) (51.3, 60.1) (47.8, 51.2) (43.7, 58.7) (39.1, 43.6) (45.3, 49.9) (33.0, 40.3) (19.1, 30.2)

HANQ vs Standard Algorithms: Classic Control. In our experiments, on two of the three total222
classic control environments we test, HANQ matches or outscores DQN (Table 1). On the third223
environment, CartPole, HANQ and all other asymmetries score poorly in our experiments. They224
often learn large predictor parameters (not shown). Their ωscale values reach, e.g., 1.5, which may225
relate to discount factors (Section 8) that are too small. Due to those consistently low scores, we226
exclude CartPole from the remaining ablations, leaving the issue for future work.227

PQN. Gallici et al. (2024) propose parallel Q-network, which avoids target networks by LayerNorm228
and ℓ2-regularization. The best configuration we test (Section 11) scores 43.3 (CI 30.2, 57.2), far229
below HANQ’s 100.1 (CI 98.0, 102.2) and comparable to using no regularization (DQN-LN with230
β = 100 in Table 1).231

Table 2: Ablating HANQ’s predictor does not improve scores.

Pendulum (95% CI) Acrobot (95% CI)

HANQ 100.1 (98.0, 102.2) 90.1 (88.0, 92.0)

w/o ω+
scale 84.3 (78.2, 90.3) 65.7 (50.7, 79.2)

w/o ωbias 94.8 (88.4, 99.5) 90.5 (88.7, 91.9)

w/o metapred. 93.6 (88.9, 97.7) 90.7 (88.0, 93.1)

w/o any pred. 43.5 (28.6, 56.7) 91.7 (90.2, 93.2)

symmetrized 39.2 (25.1, 54.0) 93.6 (92.2, 94.7)

HANQ’s Predictor. Our exper-232
iments suggest two changes to233
SSAQ’s predictor, both of which we234
use in HANQ (as shown in Fig. 6a).235
First, HANQ forces the predictor’s236
scaler parameter to be positive by237
optimizing ωscale ∈ R, and using238
ω+

scale := exp(ωscale) in the predictor.239
Second, HANQ also learns a bias240
parameter ωbias for the predictor. Ta-241
ble 2 shows the scores of HANQ242
again, compared with excluding either of those two changes (“w/o ωscale” and “w/o ωbias”), learning243
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those predictor parameters directly instead of a metapredictor (“w/o metapred.”), excluding all244
asymmetry (“w/o any pred.”), or using the metapredictor for both Q(s, a) and Q(s′, a′).245

Table 3: Removing normalizations lowers scores.

Pendulum (95% CI) Acrobot (95% CI)

HANQ 100.1 (98.0, 102.2) 90.1 (88.0, 92.0)

w/o ℓ2N 40.8 (27.7, 52.9) 87.9 (81.3, 92.5)

w/o LN 34.9 (32.1, 37.7) 25.0 (15.4, 34.4)

Ablating Normalizations. Table 3 sug-246
gests that HANQ’s particular normaliza-247
tions are important for its high scores.248
Removing either the metapredictor’s ℓ2-249
normalization (“w/o ℓ2N”) or the main250
network’s LayerNorm (“w/o LN”) scores251
less than half as high.252

Table 4 similarly suggests that changing253
the types of either of those normalizations might give worse algorithms. Here, we avoid hyper-254
gradient tuning for simplicity. We observed similar results in further experiments comparing these255
configurations (for example, when using hypergradient tuning; not shown).256

Table 4: Ablating more normalizations, without hypergradient tuning. In the column names, the first
item is the normalization type in the metapredictor, and the second item the type in the main network.
For example, the first column (“ℓ2N LN”) is HANQ. “__” indicates no normalization.

ℓ2N LN LN ℓ2N ℓ2N ℓ2N LN LN __ ℓ2N __ LN ℓ2N __ LN __ __ __

Pendulum 79.2 18.9 8.2 14.0 45.9 28.4 24.5 11.6 9.2
(95% CI) (73.5, 84.1) (15.4, 22.4) (4.9, 11.2) (11.2, 16.9) (40.5, 51.1) (24.3, 32.3) (21.7, 27.5) (9.1, 14.1) (4.7, 14.6)

4.1 Atari Seaquest257
Table 5: Preliminary, in that this uses
only 10 seeds. “w/o metapred.” is
HANQ without a metapredictor — i.e.,
HANQ with a standard predictor like
SSAQ has. No hypergradient learning.

Seaquest (95% CI)

DQN-LN 76.1 (74.7, 77.8)

HANQ 91.7 (83.0, 100.8)

w/o metapred. 87.4 (80.8, 93.3)

DQN 90.4 (86.2, 93.9)

To test a more complex, higher-dimensional problem, we258
use Atari (Bellemare et al., 2013) Seaquest. For each ran-259
dom seed, we collect an offline dataset of 100k state-action260
pairs using a uniformly random-action policy, then train261
for 1M gradient steps. For computational simplicity, we262
test only one target update rate for DQN, and only one hy-263
perlearning rate for HANQ. Preliminary experiments (not264
shown) suggested β = 10−5 (for DQN) and κ = 0 (for265
HANQ). We also compare against DQN-LN without a tar-266
get net, as in PQN (Gallici et al., 2024). Since we are not267
using hyperlearning, the only difference between DQN-LN268
and HANQ here is HANQ’s metapredictor and predictor.269
For DQN-LN, we test the normalization before or after the ReLU, and show only the best here270
(after the ReLU). Table 5 suggests that, compared to DQN-LN, asymmetry may be beneficial even271
for complex environments. Those scores also provide additional preliminary evidence for HANQ272
matching or exceeding DQN.273

5 Conclusions274

Our results add to the evidence that more asymmetry might be key for faster and stabler optimization275
for deep Q-learning. One future direction is to more closely compare such asymmetries with adaptive276
discount factors. Another direction may be: instead of treating ωscale as a parameter, treat it as a277
hyperparameter tuned via hyperoptimization. Treating it as a parameter risks modifying the original278
MSBE loss too much, effectively changing the discount factor. Rather, by hyperoptimizing ωscale for279
the original MSBE loss, we can preserve alignment with the original MSBE loss. Granted, to our280
knowledge, it is not yet clear when precisely either optimization approach would be theoretically281
sound, especially for the state-dependent ωscale case (like our metapredictor).282
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458

6 Plotting the Predictor Parameter459

Recall that HSSAQ is SSAQ (Single-Scaler Asymmetric-Q) with hypergradient learning (details in460
Section 3.3). Fig. 7 shows how HSSAQ’s learned predictor parameter, ωscale, changes over the course461
of training. At initialization, ωscale = 1 (which is hard to see due to plotting artifacts). It immediately462
rises high, past 1.3, then slowly drops back down again, close to 1.2. Interpreting ωscale as loosely463
similar to the inverse of the discount factor γ (Section 8), HSSAQ’s learning here resembles the464
finding that increasing the discount factor from a smaller value to a larger value over the course of465
training can improve scores (François-Lavet et al., 2015). In this analogy, HSSAQ automatically466
dropped to the smaller discount factor on its own, then automatically increased the discount factor467
again over the course of further training.468

Figure 7: The same as Fig. 5, but with a plot of the predictor parameter value ωscale (leftmost plot) as
well. The predictor parameter immediately increases at the start of training, then slowly returns to a
smaller value. Original caption, from Fig. 5: HSSAQ with its best initial learning rate, 10−2.5 (and
hyperlearning rate κ = 10−4)..

7 Algorithm Pseudocode469

Algorithm 1 SSAQ. (Changes from DQN (Mnih et al., 2015) with a soft target update (Lillicrap
et al., 2015) are in cyan blue.)

Parameters: target update rate τ , learning rate α.
Input: Offline dataset D of tuples {(s, a, r, s′)}.
Randomly initialize θ for the main network Qθ. ▷ Default SSAQ uses no target net
Initialize ωscale = 1.
for each algorithm step do

Sample a batch B = {(s, a, r, s′)} from D.
Compute the main Q-values and scale the result Qω,θ(s, a) := ωscaleQθ(s, a).
Compute the targets y := r + γmaxa′∈A Qθ(s

′, a′). ▷ Default SSAQ uses no target net
Take a gradient descent step

θ ← θ − α∇ω,θ

 1

|B|
∑

(s,a,r,s′)∈B

(Qω,θ(s, a)− sg[y])2


where sg[y] is a stop-gradient.

end for
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Algorithm 2 HANQ. (Changes from DQN (Mnih et al., 2015) with a soft target update (Lillicrap
et al., 2015) are in cyan blue.)

Parameters: target update rate τ , learning rate α, hyperlearning rate κ.
Input: Offline dataset D of tuples {(s, a, r, s′)}.
Randomly initialize θ for the main network Qθ and the metapredictor ωθ. ▷ Branching (Fig. 6a)
for each algorithm step do

Sample a batch B = {(s, a, r, s′)} from D.
Compute the main Q-values Qθ(s, a) and predictor parameters ωθ(s, a) = {ωscale, ωbias}.
Compute the forced positive scaler ω+

scale := exp(ωscale))
Scale and bias to get Qω,θ(s, a) := ω+

scaleQθ(s, a) + ωbias.
Compute the targets y := r + γmaxa′∈A Qθ(s

′, a′). ▷ Discard or do not compute ωθ(s
′, a′)

Take a gradient descent step

θ ← θ − α∇ω,θ

 1

|B|
∑

(s,a,r,s′)∈B

(Qω,θ(s, a)− sg[y])2


where sg[y] is a stop-gradient.
Compute the residual hypergradient and update the learning rate

α← α− κ
∂

∂α

 1

|B|
∑

(s,a,r,s′)∈B

(
Qω,θ(s, a)− (r + γmax

a′∈A
Qθ(s

′, a′))

)2


end for

8 Connection Between Scaling and Discount Factor470

We argue that the adding the scaling factor in SSAQ is effectively changing the discount factor.471
To see this, note that with the scaling factor ω, the loss minimization procedure essentially tries472
to find a fixed-point solution for ωQ(s, a) = R(s, a) + γEs′∼P (·|s,a)[maxa′ Q(s′, a′)], which can473
be found to be Q(s, a) = E

[
ω−1R(s, a) + ω−2γR(s1, a1) + · · ·

]
= ω−1E[

∑∞
t=0(γ/ω)

tR(st, at)]474
provided its existence, where (s0 = s, a0 = a, s1, a1, · · · ) is a trajectory that follows the policy475
π(s) = argmaxa Q(s, a). Clearly, the effective discount factor is γ/ω.476

This perhaps suggests additional connections with meta-gradient RL algorithms that learn discount477
factors (Xu et al., 2018).478

9 Supplementary Experiments479

9.1 Number of Parameters480

Even three-layer neural nets for DQN with normalization do not let it outscore HANQ in our481
experiments on Pendulum (Table 6). This provides further evidence, even beyond the “symmetrized”482
results in Table 2, that HANQ’s high score is not due to the small number of additional parameters in483
HANQ’s metapredictor. However, ideally we would test additional, symmetric DQN architectures484
with more parameters, especially wider architectures. In any case, note that three-layer DQN-LN in485
this setting has over 10 times as many parameters as two-layer HANQ, because the input and output486
dimensions for Pendulum are small.487

9.2 Hypergradients488
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Table 6: Even with a three-layer network (10× as many parameters as HANQ) and normalization,
DQN does not exceed HANQ’s score of 100.1 on Pendulum (Table 1; though their CIs do overlap).

No target net (β = 100) Best β ∈ {100, 10−1, . . . , 10−4}

DQN-ℓ2N DQN-LN DQN DQN-ℓ2N DQN-LN DQN

Pendulum 57.3 59.2 17.3 96.6 97.7 84.7
(95% CI) (45.4, 68.5) (48.1, 70.3) (5.4, 29.8) (93.5, 99.1) (95.3, 99.8) (77.4, 90.5)

Semi-Gradient vs Full-Gradient. Section 3.3 describes two possible objectives for hypergradient489
optimization of TD learning algorithms: the semi-gradient LSG and the full-gradient LRG. See490
Section 12 for the derivation. Table 7 compares their scores.491

Table 7: The residual gradient LRG (HANQ’s default) and
semi-gradient LSG hyperobjectives work equally well on
these two problems.

Pendulum (95% CI) Acrobot (95% CI)

LRG 100.1 (98.0, 102.2) 90.1 (88.0, 92.0)

LSG 98.7 (95.9, 101.2) 87.8 (85.8, 89.6)

Hypergradient DQN. Table 8 sug-492
gests that adding hypergradient learn-493
ing (optimizing the learning rate dur-494
ing training, as we do with HANQ)495
does not enable DQN to match496
HANQ’s scores on Pendulum. This497
aligns with, e.g., Fig. 3a, Fig. 3b, and498
Fig. 5 to suggest that architectural499
asymmetry as in SSAQ and HANQ500
can enable hypergradient learning to be more helpful in some cases.501

Table 8: Hypergradient learning might not enable DQN to match HANQ’s scores on Pendulum. We
use LRG here, like HANQ’s default. Recall, κ is the hypergradient learning rate. This table tunes
β ∈ {100, 10−1, . . . , 10−3}.

κ = 10−1 κ = 10−2 κ = 10−3 κ = 10−4 κ = 10−5 κ = 0

Pendulum 53.3 63.1 65.5 69.7 70.9 72.4
(95% CI) (39.8, 66.6) (49.6, 75.9) (51.2, 80.7) (54.8, 83.2) (56.1, 84.4) (61.0, 82.5)

9.3 Controlling For a Tuned Discount Factor502

Given the connection between a predictor and the discount factor (Section 8), we test manually503
tuning DQN’s discount factor, with and without normalizations, and with and without a target net504
(in combination with 7 learning rates for every configuration, as usual). Despite tuning over 5 new505
discount factors for DQN, for a total of three tuned hyperparameters compared to HANQ’s two tuned506
hyperparameters, no mean score reaches HANQ’s CIs. However, some configurations give CIs that507
overlap with HANQ’s CI on this problem. We show all these scores and CIs in Table 9.508

10 Details on Normalizations509

ℓ2-normalization is empirically important in many SSL algorithms (Grill et al., 2020; Chen & He,510
2021) and RL algorithms (Wang et al., 2019; Bjorck et al., 2021; Kumar et al., 2022; Hussing et al.,511
2024; Vasan et al., 2024). ℓ2-normalization operates independently on each data point x, over the512
feature axis, projecting the features to the unit hypersphere (of the same dimension as the input):513
f(x) := x/||x||2. Similar to ℓ2-normalization, LayerNorm (Ba et al., 2016) has extensive support514
in RL (Hiraoka et al., 2021; Smith et al., 2022; Ball et al., 2023; Lee et al., 2023; Lyle et al., 2023;515
Lee et al., 2024; Lyle et al., 2024a; Nauman et al., 2024; Vasan et al., 2024; Elsayed et al., 2024;516
Zheng et al., 2023; Li et al., 2023; Lyle et al., 2024b; Gallici et al., 2024). Also like ℓ2-normalization,517
LayerNorm operates independently on each data point x over the feature axis, without changing the518
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Table 9: Manually tuning the discount factor does not enable DQN to beat HANQ’s scores on
Pendulum. Recall, γ is the discount factor (which for HANQ we always leave at its upstream default
of 0.99), and κ is the hyperlearning rate (HANQ only). “DQN-LN” and “DQN-ℓ2N” are again DQN
with LayerNorm or ℓ2-normalization. For convenience, we include HANQ’s scores from Table 1 here
as well. We highlight every cell in this table whose CI overlaps the CI of the top mean score on this
problem (Pendulum).

β = 100 β = 10−3

DQN DQN-LN DQN-ℓ2N DQN DQN-LN DQN-ℓ2N

γ = 0.95 70.0 76.2 65.9 84.4 92.0 95.8
(95% CI) (55.8, 83.7) (63.8, 87.3) (52.4, 77.4) (72.3, 94.2) (85.7, 96.4) (91.0, 99.7)

γ = 0.9 91.6 89.6 87.4 92.3 93.6 96.1
(95% CI) (82.2, 99.5) (78.9, 98.3) (75.3, 96.4) (84.2, 98.4) (84.6, 99.7) (89.8, 100.5)

γ = 0.85 95.3 90.2 91.9 96.5 95.1 95.2
(95% CI) (90.4, 99.0) (80.1, 98.2) (86.3, 96.7) (94.6, 97.9) (89.9, 98.5) (92.1, 97.8)

γ = 0.8 83.4 88.0 87.7 81.5 85.1 87.0
(95% CI) (79.7, 86.5) (84.5, 91.5) (84.4, 90.6) (78.9, 83.8) (80.7, 88.7) (83.2, 90.1)

γ = 0.75 54.8 59.5 57.8 47.7 53.2 58.8
(95% CI) (46.6, 61.1) (55.3, 62.8) (53.3, 62.3) (45.2, 50.1) (51.2, 55.0) (55.6, 62.4)

dimensionality. In particular, for each data point x, LayerNorm maps it to f(x) := x−x̄√
s2+ϵ
⊙γLN+βLN,519

where x̄ and s2 are the mean and variance across the features, respectively, ϵ avoids division by520
zero, and γLN and βLN are per-feature learnable parameters. Similar to those prior works, we add the521
normalizations before the final weights of both the Qθ(s, a) and Qθ(s

′, a′) paths.522

11 Experiment Details523

For classic control, every algorithm is tuned over learning rates in {10−1, 10−1.5, . . . , 10−4}, ex-524
tended in either direction if the algorithm’s best learning rate is found to be the minimum or maximum525
of that set. Algorithms that use a target net (DQN and QS-DQN) are combinatorially tuned over526
target update rates in {100, 10−1, . . . , 10−5} unless stated otherwise. HANQ’s hypergradient step527
size is tuned in that latter set as well. For PQN, we test with LayerNorm both before or after the528
ReLU (rectified linear unit), and ℓ2-regularizations in {10−1, 10−2, . . . , 10−5, 10−6, 10−8, 10−10}.529

Every hyperparameter combination was compared using 30 random seeds unless otherwise stated,530
and we show only the best combination per algorithm–problem combination.531

For Atari, we use 10 random seeds for every hyperparameter combination, and tune learning rates532
in {10−2.5, 10−3, 10−3.5, . . . , 10−8}. For computational simplicity, we use only a target update rate533
β = 10−5 (for DQN) and a hyperlearning rate of κ = 0 (for HANQ), which were suggested by534
preliminary experiments (not shown).535

We use Adam (Kingma & Ba, 2014) for all algorithms. When using hyperoptimization, we hyperopti-536
mize Adam via Adam (Chandra et al., 2019).537

For classic control, we use two-layer neural networks (two sets of weights, one hidden layer) unless538
otherwise stated. (HANQ and SSAQ use additional parameters for one term of the loss function, i.e.539
for Q(s, a). However, to reiterate, our results in e.g. Section 9.1 and Section 4 suggest that adding540
more parameters in more standard ways does not increase speed and stability as much.) We also541
use, unless otherwise stated: a hidden width of 128; a batch size of 128; 200k gradient steps for542
training, unless otherwise stated; and a discount factor of γ = 0.99 (we ignore the theoretical issues543
in combining discount factors with function approximation (Sutton & Barto, 2018)).544
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For Atari, we use: the architecture from Huang et al. (2022), based on Mnih et al. (2015) (DQN-545
LN uses LayerNorm before the final weights, as in e.g. PQN (Gallici et al., 2024), and HANQ’s546
metapredictor again takes as input the features before they enter that LayerNorm, as in the classic547
control version of HANQ); a batch size of 128; 1M gradient steps for training; and a discount factor548
of γ = 0.99 unless otherwise stated.549

Normalizations placement. In preliminary experiments (not shown), placing normalizations before550
vs. after the ReLU typically made little difference, so unless otherwise noted we use only the latter551
(after the ReLU) for all algorithms.552

Environments. The environments we use are: CartPole-v1 and Acrobot-v1 from clas-553
sic control (Brockman et al., 2016); a discrete-action version of Pendulum-v1 (Brock-554
man et al., 2016; Xiao et al., 2022; Snyder et al., 2023) with action space {−2, 0,−2};555
SeaquestNoFrameskip-v4 with the manual 4-frame stacking, resizing, and grayscale transfor-556
mations of Huang et al. (2022), and with repeat_action_probability=0.0 for determin-557
ism.558

Offline dataset construction. We construct our offline datasets like prior work (Xiao et al., 2022;559
Snyder et al., 2023). For Pendulum, we collect an offline dataset of 1000 samples of state-action560
pairs, using uniformly sampled initial states, taking uniformly random actions. For CartPole and561
Acrobot, we instead use the standard initial states, and collect 10000 samples. For Atari, we again562
use the standard initial states, and collect 100k samples.563

11.1 Scores to Returns Conversion564

For readability, we give normalized “scores” throughout our paper instead of episodic return. Similar565
to Fu et al. (2020), we define566

score := 100

(
return− low_return

high_return− low_return

)
where low_return is unrigorously defined as the typical episodic return of a policy that takes567
random actions, and high_return is unrigorously defined as the typical episodic return of an568
expert policy. For Seaquest, we picked 300 as the high_return, which was roughly the peak569
return of our earliest experiments (note that our training dataset is 100k random actions, so this return570
is far lower than, e.g., human expert scores). Table 10 shows those return values.571

Table 10: Episodic returns for our definition of “score.”

Pendulum Acrobot CartPole Seaquest

low_return -1500 -500 0 0

high_return -200 -100 500 300

12 Derivation of Hypergradients572

We follow the derivation in Chandra et al. (2019). At the beginning of step i, let θi be the weights573
of the neural network (for simplicity, here we use θi to represent all parameters in the network,574
which include the θ and ω described in previous sections), αi be the main learning rate, L(θi) be the575
main loss function, and L̃(θi) be the hyperoptimization loss function (which could be the same as or576
different from the main loss function). Let κ be the hypergradient learning rate (hyperlearning rate).577
To hyperoptimize SGD, hypergradient descent updates the main learning rate and the weights in the578
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following manner:579

αi+1 = αi − κ
∂L̃(θi)
∂αi

, (5)

θi+1 = θi − αi+1
∂L(θi)
∂θi

. (6)

The hypergradient in Eq. (5) can be calculated as the following:580

∂L̃(θi)
∂αi

=
∂L̃(θi)
∂θi

· ∂θi
∂αi

=
∂L̃(θi)
∂θi

·
(
−∂L(θi−1)

∂θi−1

)
(7)

where the second equality is due to Eq. (6).581

When L̃ = L, the hypergradient is the negative dot product of the two most recent gradients.582
Intuitively, if the two most recent gradients have a large dot product, it is sensible to increase the583
learning rate.584

For the main loss L, we use the semi-gradient loss as in standard DQN: LSG(θ) ≜ (Qθ(s, a)− r −585
γsg[maxa′ Qθ(s

′, a′)])2. For hyperoptimization loss L̃, we tested two options: (i) the semi-gradient586
loss LSG same as the main optimizer, and (ii) the full-gradient loss LRG used in residual gradient587
(Baird, 1995), defined as LRG(θ) ≜ (Qθ(s, a)− r − γmaxa′ Qθ(s

′, a′))2.588

Denote SGi =
∂LSG(θi)

∂θi
and RGi =

∂LRG(θi)
∂θi

. By Eq. (7), option (i) L = LSG, L̃ = LSG leads to589
the hypergradient590

∂L̃(θi)
∂αi

= SGi · −SGi−1, (8)

and option (ii) L = LSG, L̃ = LRG leads to591

∂L̃(θi)
∂αi

= RGi · −SGi−1. (9)
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