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Abstract

Protecting the copyright of large language models (LLMs) has become crucial due
to their resource-intensive training and accompanying carefully designed licenses.
However, identifying the original base model of an LLM is challenging due to
potential parameter alterations. In this study, we introduce HuRef, a human-
readable fingerprint for LLMs that uniquely identifies the base model without
interfering with training or exposing model parameters to the public. We first
observe that the vector direction of LLM parameters remains stable after the model
has converged during pretraining, with negligible perturbations through subsequent
training steps, including continued pretraining, supervised fine-tuning, and RLHF,
which makes it a sufficient condition to identify the base model. The necessity
is validated by continuing to train an LLM with an extra term to drive away the
model parameters’ direction and the model becomes damaged. However, this
direction is vulnerable to simple attacks like dimension permutation or matrix
rotation, which significantly change it without affecting performance. To address
this, leveraging the Transformer structure, we systematically analyze potential
attacks and define three invariant terms that identify an LLM’s base model. Due to
the potential risk of information leakage, we cannot publish invariant terms directly.
Instead, we map them to a Gaussian vector using an encoder, then convert it into
a natural image using StyleGAN2, and finally publish the image. In our black-
box setting, all fingerprinting steps are internally conducted by the LLMs owners.
To ensure the published fingerprints are honestly generated, we introduced Zero-
Knowledge Proof (ZKP). Experimental results across various LLMs demonstrate
the effectiveness of our method.1

1 Introduction

Large language models (LLMs) have become the foundation models in many scenarios of artificial
intelligence. As training an LLM from scratch consumes a huge amount of computation and data
resources and the trained LLM needs to be carefully protected from malicious use, the parameters
of the LLMs become a crucial property to protect, for both commercial and ethical reasons. As a
result, many of the LLMs are open-sourced with carefully designed licenses to reject commercial
use (Touvron et al., 2023a; Taylor et al., 2022) or requiring an apply-and-approval process (Touvron
et al., 2023b; Zhang et al., 2022; Penedo et al., 2023; BaiChuan-Inc, 2023; Team, 2023; Zheng et al.,
2023b), let alone some LLMs are not open-sourced entirely (OpenAI, 2022; GPT-4, 2023; Brown
et al., 2020; Wu et al., 2023b; Chowdhery et al., 2022; Hoffmann et al., 2022).

∗Zhouhan Lin is the corresponding author.
1The code is available at https://github.com/LUMIA-Group/HuRef.
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Figure 1: An illustrative framework for LLM protection with fingerprints. The LLM manufacturers compute
invariant terms internally and feed them into the fingerprinting model (FPM2) to generate a fingerprint image. This
image is then released to the public along with zero-knowledge proofs (π1), allowing for intuitive identification of
shared base models through the fingerprint images. We also provide a limited one-to-one quantitative comparison
scheme (ICS & π2) as a complement. Zero-Knowledge Proof guarantees the reliability of the fingerprints and
comparison results, without interfering with LLM training or revealing model parameters to the public.

At the core of protecting LLMs from unauthorized use is to identify the base model of a given LLM.
However, different from other forms of property such as software or images, protecting LLMs is a
novel problem with unique challenges. First, the base model usually needs to be fine-tuned or even
continued pretraining to be applied to downstream tasks, resulting in parameter updates that make
the resulting model different from the original base model, which makes it disputable to identify
the base model. Second, many of the popular LLMs are not releasing their parameters, leaving the
identification in a black-box setting. Third, different from previous smaller-scale neural networks
that are only trained for specific tasks, LLMs are usually targeted for enormous forms of tasks that
are not yet defined during pretraining. This has made the watermarking methods for traditional
neural networks (Adi et al., 2018a; Xiang et al., 2021; Yadollahi et al., 2021) not suited in this case,
especially under extensive subsequent training steps.

In this work, we propose a novel way to overcome the aforementioned challenges by proposing a
method that reads part of the model parameters and computes a fingerprint for each LLM without
interfering with training or exposing model parameters to the public. The appearance of the fingerprint
is closely dependent on the base model, and invariant to almost all subsequent training steps, including
supervised fine-tuning (SFT), reinforcement learning with human feedback (RLHF), or even continue-
pretraining with augmented vocabulary in a new language.

The fingerprint is based on our observation that the vector direction of LLM parameters remains
stable against various subsequent training steps after the model has converged during pretraining.
This makes it a good indicator for base model identification. Empirically, the sufficiency of this
correlation is elaborated in Section 3.1.1, while its necessity is presented in Section 3.1.2.

Further, despite its stability towards training, the vector direction of the model parameter is vulnerable
to some simple direct weight rearrangements that could significantly change the direction of parameter
vectors without affecting the model’s performance. We construct three invariant terms that are robust
to these weight rearrangements by systematically analyzing possible rearrangements and leveraging
the Transformer structure. This is elaborated in Section 3.2.

Moreover, we generate human-readable fingerprints by mapping the invariant terms into a Gaussian
random vector through an encoder and then mapping the Gaussian vector to a natural image through
an off-the-shelf image generation model, such as StyleGAN2 (Karras et al., 2020). This generation
offers a dual benefit of mitigating information leakage and making our fingerprints straightforward
to decipher. To ensure the published fingerprints are honestly generated, we also introduced Zero-
Knowledge Proof (ZKP). This is elaborated in Section 4.

With this fingerprinting approach, we can sketch an outline for protecting LLMs in Figure 1.

2 Related Works

There are two primary categories of related approaches.

2FPM is open-sourced, as all LLM manufacturers need to use the same one. We have placed it on the private
side in Figure 1 solely because the fingerprinting process is private.
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PCS 99.87 99.91 99.68 99.80 99.73 99.90 99.82 99.89 99.70 99.52 0.83 1.16 0.28 1.51

ICS 99.60 99.95 93.57 99.42 99.60 99.86 99.63 99.89 99.20 91.35 0.32 0.32 0.03 3.16

Table 1: The cosine similarities of model parameters (PCS) and
invariant terms (ICS) between various LLMs w.r.t. the LLaMA-7B
base model. All models are of the same size.
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Figure 2: The model’s perfor-
mance quickly deteriorates as the
PCS decreases.

Post-hoc Detection methods involve analyzing text generated by LLMs after its production.
LLMDet (Wu et al., 2023a) calculates proxy perplexity by leveraging prior knowledge of the model’s
next-token probabilities. DetectGPT (Mitchell et al., 2023) uses model-predicted probabilities to
identify passages generated by a specific LLM. Li et al. (2023) employs perplexity scores and intricate
feature engineering. These methods are usually applicable to a specific LLM and could be affected
by supervised fine-tuning (SFT) and continued pretraining. More recently, Sadasivan et al. (2023)
presented theoretical findings that for highly advanced AI human mimickers, even the best possible
detection methods may only marginally outperform random guessing.

Watermarking Techniques can be divided into two main categories (Boenisch, 2021). The first
embeds watermarks or related information into the model parameters, such as explicit watermarking
scheme (Uchida et al., 2017) or leveraging another neural network (Wang et al., 2020), which could
potentially affect model performance (Wang & Kerschbaum, 2019). The second category focuses
on inducing unusual prediction behavior in the model. Xiang et al. (2021) explored embedding
phrase triggers, and Gu et al. (2022) extended this approach to LLM; however, they are task-
specific. Yadollahi et al. (2021) proposed a watermarking method but did not consider subsequent
fine-tuning. Christ et al. (2023) proposed a cryptographic approach, but it is not robust to text
editing. Kirchenbauer et al. (2023) involved using pre-selected tokens which inevitably alters the
model prediction. These methods may turn out to be vulnerable to attacks on certain tokens,
for example, Krishna et al. (2023) successfully evaded watermarking (Kirchenbauer et al., 2023),
GPTZero (Tian, 2023), and OpenAI’s text classifier (OpenAI, 2023) using paraphrasing attacks.

Our work doesn’t fall into any of the two categories since it is based on analyzing model weights
post-hoc and relies on a wide spectrum of tokens.

In Appendix A, we provide a more extensive discussion of additional related works.

3 Vector Direction of LLM Parameters and the Invariant Terms

3.1 Using Vector Direction of LLM Parameters to Identify the Base Model

We can flatten all weight matrices and biases of an LLM into vectors and concatenate them together
into a single huge vector. In this subsection, we are going to show how the direction of this vector
could be used to determine the base model by empirically showing its sufficiency and necessity.

3.1.1 Sufficiency

For sufficiency, we compute the cosine similarities between a base model LLaMA-7B and various of
its offspring models, as well as other independently pretrained LLMs (Geng & Liu, 2023) that are
of the same size. Table 1 shows a wide spectrum of models that inherit the LLaMA-7B base model,
whose subsequent training processes involve various training paradigms, such as SFT (Taori et al.,
2023; Xu et al., 2023a; Zheng et al., 2023a; Geng, 2023; Xu et al., 2023b; Han et al., 2023), SFT
with LoRA (Wang, 2023) and extensive continued pretraining in a new language (Cui et al., 2023),
extending to new modalities (Zhu et al., 2023), etc. We detail the subsequent training settings of these
models in Appendix Table 10.

Regardless of their various subsequent training setting, we can figure that all of these models show
almost full scores in cosine similarity, largely preserving the base model’s parameter vector direction.
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On the other hand, the models that are trained independently appear to be completely different in
parameter vector direction, showing almost zero cosine similarity with the LLaMA-7B model.

These observations indicate that a high cosine similarity between the two models highly suggests that
they share the same base model, and vice versa.

3.1.2 Necessity

From the necessity perspective, we want to verify if the base model’s ability can still be preserved
when the cosine similarity is intentionally suppressed in subsequent training steps. To this end,
we inherit the LLaMA-7B base model and interfere with the Alpaca’s SFT process by augmenting
the original SFT loss with an extra term that minimizes the absolute value of cosine similarity. i.e.

LA =

∣∣∣⟨VA,Vbase⟩
∣∣∣

|VA||Vbase|
. Here VA,Vbase stand for the parameter vector of the model being tuned and

that of the base model, respectively.

Figure 2 presents the average zero-shot performance on a set of standard benchmarks when LA(PCS)
is at different values. The benchmarks include BoolQ (Clark et al., 2019), PIQA (Bisk et al., 2020),
HellaSwag (Zellers et al., 2019), WinoGrande (Sakaguchi et al., 2021), ARC-e, ARC-c (Clark et al.,
2018), RACE (Lai et al., 2017) and MMLU (Hendrycks et al., 2020). (c.f. Appendix Table 5 for a
detailed breakdown of performances on each task.) We can see that despite the original training loss
is still present, the model quickly deteriorates to random guesses as the cosine similarity detaches
away from that of the base model.

These observations indicate that it is fairly hard for the model to preserve the base model’s perfor-
mance without keeping a high cosine similarity to it.

3.2 Deriving the Invariant Terms

Although the vector direction of model parameters is shown to closely stick to its base model,
directly comparing the vector direction through cosine similarity requires both models to reveal
their parameters, which is unacceptable in many cases. In addition, apart from training, parameter
vector direction is vulnerable to some attacks that directly rearrange the model weights. For example,
since the hidden units in a model layer are permutation-invariant, one can easily alter the parameter
vector direction by randomly permuting the hidden units along with the weights wired to the units.

Attention

Add & Norm

Feed Forward

Add & Norm

𝐻𝐴𝑡𝑡𝑛

𝐻𝑛+1

𝐻𝑛

𝐻𝐴𝑡𝑡𝑛
′

𝐻𝑛+1
′

Figure 3: Transformer layer

These attacks are invisible to discover since they could easily break
the cosine similarity but neither change the model structure nor affect
the model performance.

In this subsection, we are going to first systematically analyze and
formalize possible weight rearrangements by leveraging the structure
constraints of the Transformer, and then derive three terms that are
invariant under these rearrangements, even when they are combined.
Let’s first consider the Transformer layer as depicted in Figure 3.
Formally, the layer conducts the following computation:

H
′

Attn = softmax
(
HnWQ(HnWK)T√

d

)
HnWV WO (1)

H
′

n+1 = σ (HAttnW1 + b1)W2 + b2 (2)

where Hn ∈ Rl×d is the hidden state of the n-th layer, with l, d being sequence length and model
dimensions, respectively. H

′

Attn is the self-attention output. To reduce clutter, we omit equations
related to residual connection and LayerNorm, but denote the variables right before it with an
apostrophe. The W ’s and b’s are weights and biases.

Note that the first layer reads the word embedding, i.e., H0 = X ∈ Rl×d, and the final output
distribution P ∈ Rl×v is given by

P = softmax (HNE) (3)

where v is the vocabulary size, N is the total number of layers, and E ∈ Rd×v is the parameter
matrix in the softmax layer, which is sometimes tied with the word embedding matrix at the input.
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3.2.1 Forms of Weight Rearrangement Attacks

Putting Equation 1~ Equation 3 together, we can systematically analyze how the parameter vector
direction can be attacked through direct weight rearrangements. There are totally 3 forms of attacks
that could camouflage the model without changing its architecture or affecting its output.

1. Linear mapping attack on WQ,WK and WV ,WO. Consider Equation 1, one can transform
WQ and WK symmetrically so that the product WQW

T
K remains unchanged but both weights are

significantly modified. This will alter the parameter vector direction significantly. Formally, for any
invertible matrix C1, let

W̃Q = WQC1, W̃K = WKC−1
1 (4)

and substitute them respectively into the model, one can camouflage it as if it’s a brand new model,
without sacrificing any of the base model’s performance. The same holds for WV ,WO as well.

2. Permutation attack on W1,b1,W2. Consider Equation 2, since it consists of two fully connected
layers, one can randomly permute the hidden states in the middle layer without changing its output.
Formally, let PFFN be an arbitrary permutation matrix, one can camouflage the model without
sacrificing its performance by substituting the following three matrices accordingly

W̃1 = W1PFFN , W̃2 = P−1
FFNW2, b̃1 = b1PFFN (5)

3. Permutation attack on word embeddings. In a similar spirit, one can permute the dimensions in
the word embedding matrix as well, although it would require all remaining parameters to be permuted
accordingly. Formally, let PE be an arbitrary permutation matrix that permutes the dimensions in
X through X̃ = XPE , due to the existence of the residual connections, the output of all layers
have to be permuted in the same way, i.e., H̃n = HnPE . Note that it’s not necessarily the case in
the former two types of attacks. This permutation has to be canceled out at the final softmax layer
(Equation 3), by permuting the dimensions in E accordingly, i.e. Ẽ = P−1

E E. Specifically, all
remaining parameters have to be permuted in the following way:

W̃Q = P−1
E WQ, W̃K = P−1

E WK , W̃V = P−1
E WV , W̃O = WOPE

W̃1 = P−1
E W1, W̃2 = W2PE , b̃2 = b2PE

(6)

Moreover, putting everything together, one can combine all the aforementioned three types of attacks
altogether. Formally, the parameters can be camouflaged as:

W̃Q = P−1
E WQC1, W̃K = P−1

E WKC−T
1 , W̃V = P−1

E WV C2, W̃O = C−1
2 WOPE

W̃1 = P−1
E W1PFFN , b̃1 = b1PFFN , W̃2 = P−1

FFNW2PE , b̃2 = b2PE

X̃ = XPE , Ẽ = P−1
E E

(7)
Note that for permutation matrix we have P−1 = P T . This includes all possible attacks that 1) do
not change the model architecture, and 2) do not affect the model’s output.

3.2.2 The Invariant Terms to These Attacks

To find the invariant terms under all these attacks, we need to combine terms in Equation 7 to get the
invariant term that nicely cancels out all extra camouflaging matrices. To this end, we construct 3
invariant terms:

Ma = X̂WQW
T
KX̂

T
, Mb = X̂WV WOX̂

T
, Mf = X̂W1W2X̂

T
(8)

Note that for X̂ in these terms, we don’t include all tokens from a vocabulary or tokens in a specific
sentence; instead, we select a subset of tokens. There are two problems if we directly use all tokens’
embeddings X . First, using the whole embedding matrix will make the terms unnecessarily large and
of variable size between different models. Second, more importantly, since it is common to inherit
a base model with an augmented vocabulary, i.e., to append a set of new tokens at the end of the
original vocabulary, the invariant terms would have different sizes and be incomparable. Third, if we
designate specific tokens instead, the selected tokens may not always exist in all LLMs being tested.
Consequently, we carefully choose the tokens to be included in X̂ , by following these steps:

1. Select a sufficiently big corpus as a standard verifying corpus.

5



Maximize Cos Similarity

Contrastive Loss 𝓛𝑪

Minimize Cos Similarity

Feature Vectors 𝒗

InternLM

LLama Alpaca

OpenLLaMA

Feature Vectors 𝒗

GAN/VAE
Generator InternLMOpenLLaMA

Training

Inference

Discriminator Loss 𝓛𝑫 
Sample

Discriminator

Training Loss
𝓛 = 𝓛𝑪 +𝓛𝑫

Real data 𝒙
Fake data 𝒙′

𝒩 0,1

M = 𝑃(𝑃)𝑃*𝑃(,

𝑀- = 𝑃(-𝑃)-𝑃*-𝑃(-,

𝑀. = 𝑁(𝑁)𝑁*𝑁(,

𝜺$~𝓝 𝟎, 𝜶 𝑃# + 𝜺+

LLMs Invariant Terms 

LLama Alpaca

Training Data Generation

𝑴𝒂𝒕𝒓𝒊𝒄𝒆𝒔	𝑷𝒊, 𝑵𝒊~𝓝 𝟎,𝟏

Anchor

Encoder

Encoder

Figure 4: The training and inference of our fingerprinting model.

2. Tokenize the corpus with the LLM’s vocabulary and sort all tokens according to their frequency.
3. Delete all tokens in the vocabulary that don’t show up in the corpus.
4. Among the remaining tokens, select the least frequent K tokens as the tokens to be included in X̂ .

Here, using a standard corpus ensures that the resulting tokenization will be identical if a certain
model’s vocabulary is a subset of another; the sufficiently large corpus stabilizes the frequencies of
tokens in the vocabulary and provides enough chance for as many tokens as possible to show up.
Deleting zero-shot tokens automatically sweeps off augmented tokens. Selecting the rarest tokens
minimizes potential affections brought by parameter updates in subsequent training processes. A
properly large K will ensure a large enough set of tokens is included, making the resulting invariant
terms more generally representative. More importantly, it will make all the invariant terms have the
same size across all LLMs, regardless of their original sizes, i.e., Ma,Mb,Mf ∈ RK×K , regardless
of the index of the layer or LLM sizes.

As a result, we can tile up them to form a 3D input tensor M ∈ RK×K×C , where C is the channel
dimension. If we are using all layers, C = 3N . Again, in order to make M the same size across all
models, we only involve the last r layers in the LLM3. We show the cosine similarity between the
invariant terms in Table 1, they still preserve a high correlation to the base model.

4 Mapping the Invariant Terms to Image and Publish it through ZKP

Although invariant terms serve as robust and effective representations for LLMs, we cannot directly
publish them due to the potential risk of leaking hidden information, including the size, statistical
features, and distribution of parameters. Therefore, we further process invariant terms by mapping
them into an image through the fingerprinting model and then publish the image fingerprint instead.
This approach helps mitigate the risk of leakage while providing a human-readable fingerprint.

The fingerprinting model consists of a neural network encoder and an off-the-shelf image generator
as depicted in Figure 4. In principle, the encoder takes as input the invariant terms of a certain
model, tile them together, and deterministically maps them to a vector that appears to be filled with
Gaussian variables. The subsequent image generator reads this vector and maps it to a natural image.
Importantly, throughout the process, the locality of the inputs has to be preserved from end to end.
i.e., similar invariable terms should result in similar Gaussian variables and finally similar images.

3In fact, experimentally we find that a small r is already sufficient to discriminate LLMs, it’s not necessary
to involve many layers. In all of our experiments, r = 2, so there are only 6 channels in the input.
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4.1 Training

The encoder is the only component that needs to be trained in our fingerprinting model. Note that we
don’t need to use any real LLM weights for training the encoder (all the training data are synthesized
by randomly sampled matrices), as it only needs to learn a locality-preserving mapping between the
input tensor and the output Gaussian vector. We adopt contrastive learning to learn locality-preserving
mapping. To render the output vector to be Gaussian, we adopt the standard GAN (Karras et al.,
2019) training scheme. (c.f. Appendix B for details of data synthesis and the whole training process.)

4.2 Inference

In the inference stage, the encoder takes the invariant terms from real LLMs and outputs v. One image
generator converts v into a natural image. In principle, any image generator that takes a Gaussian
input and has the locality-preserving property would fit here. By visually representing the invariant
terms as fingerprints, we can easily identify base models based on their fingerprint images, enabling
reliable tracking of model origins. In this paper, we employ the StyleGAN2 generator pretrained on
the AFHQ (Choi et al., 2020) dog dataset to generate natural images, we detailed it in Appendix E.

4.3 Zero-knowledge Proof for Fingerprints

In our black-box setting, users are unable to access the model parameters, which presents a significant
challenge in ensuring the fingerprint is genuinely derived from the claimed LLM parameters. To
address this issue, we employ zero-knowledge proof, a cryptographic technique that allows the
prover to convince the verifier that a statement is true without revealing any information beyond the
statement’s validity (Ben-Sasson et al., 2013; Goldwasser et al., 2019; Chiesa et al., 2020).

The manufacturer generates a publicly verifiable zero-knowledge proof along with computing the
fingerprint, ensuring two critical aspects: (1) the input parameters indeed originate from the specific
LLM the manufacturer claims, thereby safeguarding against substitution attack. (c.f. Appendix D
for detailed discussion of substitution attack.) (2) the human-readable fingerprint is calculated
correctly, confirming the fingerprint is genuinely derived from the LLM parameters. The detailed
zero-knowledge proof generation process is as follows:

1. Select a random number t, commit to LLM parameters (which we denote by model) and input X̂ ,
commit(model, X̂, t) = cm. The commitment cm is public and does not reveal any information
about the model.

2. While calculating fingerprint, generate a ZK proof π1 prove that the manufacturer knows
model, X̂, t s.t.
(a) model is the claimed LLM parameters and X̂ satisfy commit(model, X̂, t) = cm;
(b) The last two layers parameters WQ,WK ,WV ,WO,W1,W2 in model and input X̂ satisfy

Ma = X̂WQW
T
KX̂

T
, Mb = X̂WV WOX̂

T
, Mf = X̂W1W2X̂

T
(9)

(c) The output human-readable fingerprint is indeed calculated from the invariant terms above.

As above( item 1. and item 2.a), the manufacturers commit to the claimed model and publish the
commitment first, which is a conventional approach to ensure the parameters are not altered during
the proof generation. All subsequent proof and inference processes will be carried out with this
commitment, and anyone can verify if the model parameters used match those sealed within the
commitment. The steps item 2.b and item 2.c are to ensure that the invariant terms and fingerprint
are correctly calculated. Anyone who gets proof π1 and the commitment cm can verify that the
fingerprint is calculated based on LLM.

Moreover, we also provide a limited quantitative comparison scheme, which supports one-to-one
comparison with open-source models. The manufacturers calculate the cosine similarity of invariant
terms and give the zero-knowledge proof π2 of this calculation process. Anyone who gets the proof
π2 and the open-source model can verify the cosine similarity without learning the private model.
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ICS Falcon-40B LLaMA2-13B MPT-30B LLaMA2-7B Qwen-7B Baichuan-13B InternLM-7B

Offspring1 99.61 99.50 99.99 99.47 98.98 99.76 99.28
Offspring2 99.69 99.49 99.99 99.41 99.71 99.98 99.02

Table 2: The ICS between offspring models and their corresponding base model.

ICS LLaMA MiGPT Alpaca MAlpaca Vicuna Wizard Baize AlpacaL CAlpaca Koala CLLaMA Beaver Guanaco BiLLa

LLaMA 100.00 99.20 99.95 99.86 99.42 99.89 99.60 99.60 91.35 99.63 93.57 99.97 92.62 82.56
MiGPT 99.20 100.00 99.17 99.10 99.10 99.15 98.83 98.82 90.65 99.00 92.84 99.19 91.93 82.24
Alpaca 99.95 99.17 100.00 99.82 99.38 99.85 99.55 99.57 91.31 99.59 93.53 99.97 92.59 82.52
MAlpaca 99.86 99.10 99.82 100.00 99.31 99.76 99.46 99.47 91.23 99.51 93.45 99.84 92.50 82.51
Vicuna 99.42 99.10 99.38 99.31 100.00 99.35 99.05 99.04 90.84 99.15 93.04 99.41 92.14 82.28
Wizard 99.89 99.15 99.85 99.76 99.35 100.00 99.50 99.50 91.25 99.56 93.47 99.87 92.52 82.57
Baize 99.60 98.83 99.55 99.46 99.05 99.50 100.00 99.23 90.97 99.25 93.19 99.57 92.25 82.25
AlpacaL 99.60 98.82 99.57 99.47 99.04 99.50 99.23 100.00 90.99 99.24 93.21 99.59 92.31 82.30
CAlpaca 91.35 90.65 91.31 91.23 90.84 91.25 90.97 90.99 100.00 91.04 97.44 91.33 85.19 75.60
Koala 99.63 99.00 99.59 99.51 99.15 99.56 99.25 99.24 91.04 100.00 93.23 99.61 92.27 82.34
CLLaMA 93.57 92.84 93.53 93.45 93.04 93.47 93.19 93.21 97.44 93.23 100.00 93.55 86.80 77.41
Beaver 99.97 99.19 99.97 99.84 99.41 99.87 99.57 99.59 91.33 99.61 93.55 100.00 92.60 82.57
Guanaco 92.62 91.93 92.59 92.50 92.14 92.52 92.25 92.31 85.19 92.27 86.80 92.60 100.00 77.17
BiLLa 82.56 82.24 82.52 82.51 82.28 82.57 82.25 82.30 75.60 82.34 77.41 82.57 77.17 100.00

Table 3: The cosine similarities of invariant terms (ICS) between various pairs of LLaMA-7B and
its offspring models. Abbreviations: MedAlpaca (MAlpaca), Alpaca-Lora (AlpacaL), MiniGPT-4
(MiGPT), WizardLM (Wizard), Chinese-Alpaca (CAlpaca), Chinese-LLaMA (CLLaMA).

5 Experiments

Our experiment is twofold. First, we validated the effectiveness and robustness of invariant terms for
identifying the base model. Second, we generated fingerprints based on invariant terms for 80 LLMs
and quantitatively assessed their discrimination ability through a human subject study.

5.1 Effectiveness and Robustness of Invariant Terms

In this subsection, we validate the effectiveness and robustness of invariant terms in identifying base
model through four key experiments. First, we compute the Invariant Terms’ Cosine Similarity (ICS)
between 8 widely used open-sourced LLM base models and their offspring models (including heavily
continue-pretrained models), verifying its robustness against subsequent training processes. Second,
we conduct extensive experiments on additional open-sourced LLMs, showcasing low ICS between
28 independently trained models. Third, we gather 51 offspring models and calculate the accuracy of
correctly identifying the base model. Finally, we compare our methods with two latest baselines.

5.1.1 High ICS between Base LLMs and Their Offspring Models

First, we perform experiments on 7 commonly used open-sourced LLMs, ranging in size from 7B to
40B. The 7 base models considered are Falcon-40B (Almazrouei et al., 2023), MPT-30B (Lin et al.,
2022), LLaMA2-7B, 13B, Qwen-7B (Bai et al., 2023), Internlm-7B and Baichuan-13B. For each of
these base models, we collect 2 popular offspring models. We extract the invariant terms for all these
models and calculate the ICS for each offspring model w.r.t. its base model (Table 2). Remarkably,
all offspring models exhibit very high ICS, with an average ICS of 99.56.

Second, we leverage the LLaMA-7B base model as a testing ground to assess the robustness of
invariant terms under diverse subsequent training processes. We include 10 offspring models detailed
in Section 3.1.1 and add Beaver, Guanaco (Dettmers et al., 2023), and BiLLa (Li, 2023) to the
collection. See Appendix Table 10 for detailed descriptions. We extract invariant terms following the
previous settings and compute the cosine similarity of the invariant terms (ICS) between each pair of
models. Despite undergoing various training paradigms, such as RLHF, SFT, modality extension, and
continued pretraining in a new language, we observe a high degree of similarity (Table 3), with an
average ICS of 94.14.
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FSR MiGPT Alpaca MAlpaca Vicuna Wizard Baize AlpacaL CAlpaca Koala CLLaMA Beaver Guanaco BiLLa Avg.

Trap 0 8.04 24.14 2.30 17.24 44.83 39.08 1.15 0 0 8.05 10.34 0 11.94
IF1

adapter 0 10 0 0 0 40 10 0 0 0 10 0 0 5.38
IF2

adapter 100 100 100 100 100 100 100 20 100 50 100 30 100 84.62
Ours 100 100 100 100 100 100 100 100 100 100 100 100 100 100.00

Table 4: Different methods’ FSR on various LLaMA’s offspring models. IF1
adapter and IF2

adapter
represent two different experimental settings of IF, with the former using all parameters and the latter
only using the embedding parameter. Abbreviations are consistent with Table 3.

MPT-30B

Instruct 

Qwen-7B

Chat Chat 

LLaMA2-7B

Chat 

Falcon-40B Baichuan-13B

Chat  

InternLM-7B

Chat 

SFT SFT Firefly Instruct Vicuna2 Firefly 

LLaMA2-13B

Chat

French

Figure 5: Fingerprints of 7 different base models (in the first row) and their corresponding offspring
models (the lower two rows) are presented. The base model’s name is omitted in the offspring models.

5.1.2 Low ICS between 28 Independently Trained LLMs

Besides the aforementioned base models, we assemble a comprehensive collection of 28 open-sourced
LLMs, ranging in size from 774M (GPT2-Large) to 180B (Falcon-180B). Please refer to Appendix F
for details. We extract invariant terms and calculate ICS between each pair of models. Notably, the
similarities between different models were consistently low, with an average ICS of 0.38, affirming
the effectiveness of invariant terms. (c.f. Appendix Table 7 for detailed ICSs.)

5.1.3 Accuracy in Identify 51 Offspring Models’ Base Model

To assess the effectiveness of our method, we gathered 51 offspring models derived from 18 distinct
base models. (c.f. Table 10 for detailed list and description.) Calculating the ICS between each
offspring model and the 18 base models, we predicted the base model with the highest ICS. Comparing
these predictions with the ground truth, our method accurately identified the base models for all 51
offspring LLMs, achieving 100% accuracy.

5.1.4 Comparing to Latest Fingerprinting Methods
There are few fingerprinting methods designed for LLMs. Trap (Gubri et al., 2024) optimizes
adversarial suffixes to elicit specific responses, while IF (Xu et al., 2024) fintuned LLMs to make
them generate predefined answers. We tested the Fingerprint Success Rate (FSR) (Gu et al., 2022)
of these methods on LLaMA’s offspring models. Our method demonstrates superior performance
(Table 4), even when compared to the white-box method IFadapter. (More illustrations in Appendix L.)

5.2 Discrimination Ability of Human-readable Fingerprints
Based on previous invariant terms, we employ the fingerprinting model illustrated in Section 4 to
generate and publish human-readable fingerprints for previously mentioned LLMs. In Figure 5, there
are fingerprints of the 7 independently trained LLMs and their offspring models (Section 5.1.1).
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Notably, for all the offspring models, their fingerprints closely resemble those of their base models. On
the other hand, LLMs based on different models yield highly distinctive fingerprints, encompassing
various appearances and breeds of dogs. Due to space limit, the fingerprints of LLaMA family models,
the rest offspring models, and the 28 independently trained LLMs are listed in Appendix H.

Furthermore, we conducted a human subject study and yielded a 94.74% accuracy rate (c.f. Ap-
pendix I for details), quantitatively demonstrate the discrimination ability of our generated fingerprints.
Although using human-readable fingerprints introduces minor losses, manufacturers can provide
one-to-one comparison results with proof to make up for this loss of misjudgment.

Except for the aforementioned experiments, we independently train LLMs on a smaller scale to
provide further validation for our method. (c.f. Appendix G)

6 Conclusion
In this paper, we introduce a novel approach that generates a human-readable fingerprint for LLM.
Owing to Zero-Knowledge Proof, all fingerprinting steps are internally conducted by the LLMs
owners. Our method is actually a black-box method as only the image fingerprint and corresponding
proof need to be released. There is no exposure of model weights or information leakage to the public
throughout the entire process. Furthermore, we detailed our works’ limitations in Appendix K.
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A Additional related works

Deep neural network copyright protection methods can generally be divided into two categories:
Watermarking and Fingerprinting.

Watermarking. There are three main types of watermarking methods. The first type involves
embedding watermarks into model weights (Chen et al., 2019a; Wang & Kerschbaum, 2021; Liu
et al., 2021; Uchida et al., 2017), hidden-layer activations (Rouhani et al., 2019), gradients (Li et al.,
2022b,a), model structures (Lou et al., 2022; Chen et al., 2021), or extra components (Fan et al., 2019,
2021). These methods are typically white-box approaches and may potentially degrade the model’s
performance. The second type achieves watermarking by injecting triggers into the model to produce
predefined outputs (Adi et al., 2018b; Guo & Potkonjak, 2018; Le Merrer et al., 2020; Chen et al.,
2019b); however, these methods often require fine-tuning or retraining the model. The third type
relies on extractor subnetworks (Wu et al., 2020; Abdelnabi & Fritz, 2021) or predefined rules (He
et al., 2022a,b) to embed watermarks into the model’s output.

Fingerprinting. Fingerprinting methods are primarily divided into two categories. The first category
involves copyright verification through the comparison of model weights (Jia et al., 2021) or their
corresponding hash values (Zheng et al., 2022; Chen et al., 2022; Xiong et al., 2022), but these
methods are limited to white-box scenarios and have only been tested on CNN-based visual models.
The second category includes more recent works (Zhao et al., 2020; Pan et al., 2022; Yang et al., 2022;
Lukas et al., 2019; Peng et al., 2022) that construct DNN fingerprints by analyzing model behaviors
on preset test cases. However, these methods often require additional models or data samples and
may involve extra training.

B Details of Data Synthesis and Encoder Training

B.1 Data Synthesis

For the anchor data M : Sample matrices P1,P2,P3 from a standard normal distribution. Consider
P1 as X̂ , and P2,P3 as model parameter matrices, then

M = P1P2P3P
T
1 (10)

For positive data M+: Independently sample noises ϵi from a normal distribution N (0, α), then

P+
i = Pi + ϵi, M+ = P+

1 P+
2 P+

3 P+T

1 (11)

For negative data M−: Independently sample matrices N1,N2,N3 from another standard normal
distribution, then

M− = N1N2N3N
T
1 (12)

B.2 Training the Encoder

Note that we don’t need to use any real LLM weights for training the encoder, as it only needs
to learn a locality-preserving mapping between the input tensor and the output Gaussian vector.
This ensures strict exclusivity between the training and test data. To construct the training data, we
synthesize the matrix in each channel of M on-the-fly, by randomly sampling 3 matrices P1,P2,P3

and multiplying them together as P1P2P3P
T
1 , as though they are model parameters.

To learn locality-preserving mapping, we adopt contrastive learning. For a randomly sampled input
M , its negative sample is given by another independently sampled tensor M−. For its positive
sample M+, we perturb the content in each of M ’s channel by adding small perturbation noises
ϵi ∈ N (0, α) to the 3 matrices behind it. Here α is a hyperparameter determining the small variance.
(c.f. Appendix B.1 for detailed data synthesis process.)

Subsequently, the contrastive loss LC is given by:

LC =
∣∣(1− SC(M ,M+))

∣∣+ ∣∣SC(M ,M−)
∣∣ (13)

where SC(·, ·) computes the cosine similarity between its two input matrices.
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Model BoolQ HellaSwag PIQA WinoGrande ARC-e ARC-c RACE MMLU Avg.

LLaMA 75.11 76.19 79.16 70.00 72.90 44.80 40.00 32.75 61.36
Alpaca 77.49 75.64 77.86 67.80 70.66 46.58 43.16 41.13 62.54
+LA(97.13) 45.44 31.16 67.63 48.70 49.03 34.13 22.78 23.13 40.25
+LA(87.21) 42.23 26.09 49.78 47.43 26.43 28.92 22.97 23.22 33.38
+LA(80.23) 39.05 26.40 49.95 48.30 26.52 28.75 22.97 23.98 33.24
+LA(77.56) 41.62 26.15 50.11 49.33 26.56 28.50 22.78 23.12 33.52

Table 5: Detailed zero-shot performance on multiple standard benchmarks of the original LLaMA,
Alpaca, and the tuning model at different LA(PCS) values.

To render the output vector to be Gaussian, we adopt the standard GAN (Karras et al., 2019) training
scheme. We add a simple MLP as the discriminator D that is trained to discriminate between real
Gaussian vectors and the output vector v. In this setting, the encoder serves as the generator. During
training, for every m step, we alternate between training the discriminator and the generator. The
discriminator loss LD is thus given by

LD =
1

m

m∑
i=1

log (1−D (v)) (14)

While training the generator we also need to incorporate the contrastive learning loss. Thus the actual
loss L for the training generator is a combination of LC and LD.

L = LC + LD (15)

C Implementation Details

C.1 Training Settings

In the training stage, we alternate training the discriminator and encoder every 10 steps. We set the
batch size to 10, the initial learning rate to 0.0001, and introduce a noise intensity α of 0.16 for
positive samples. After 8 epochs of training, we obtained the encoder used in our paper.

C.2 Model Architecture

For the encoder: We used a convolution neural network (CNN) as the encoder. The CNN encoder
takes invariant terms M ∈ R4096×4096×6 as input and produces a feature vector v as output. Our
CNN encoder structure, as depicted in Figure 4, consists of the first four convolutional layers and
the last mean pooling layer. The mean pooling layer simply calculates the average of the feature
maps obtained from each channel, resulting in a feature vector v with a length equal to the number of
channels. The hyperparameters for the four convolutional layers are provided in the table below:

CNN Layers Input Channel Output Channel Kernel Size Stride Padding

Layer 1 6 8 48 4 22
Layer 2 8 64 48 4 22
Layer 3 64 256 48 4 22
Layer 4 256 512 48 4 22

Table 6: Detailed hyperparameters of the stacked four convolutional layers.

For the discriminator: We utilize a simple 3-layer MLP as the discriminator. The 512-dimensional
feature vector v from the CNN encoder serves as fake data, while a 512-dimensional vector x
sampled from the standard normal distribution serves as real data. The discriminator processes v
and x, progressively reducing dimensionality through three linear layers, and finally outputs the
probability of a sample being real after applying a sigmoid activation function. The sizes of the three
linear layers are W1 ∈ R512×256, W2 ∈ R256×128, and W3 ∈ R128×1, respectively.
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Verify Proof

𝒄𝒎 =
𝑐𝑜𝑚𝑚𝑖𝑡(𝑚𝑜𝑑𝑒𝑙, ෡𝑿, 𝑟)
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Proof
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is consistent

check
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Figure 6: Flowchart for using commitment to defend against substitution attacks.

For the image generator: The pre-trained StyleGAN2 checkpoint we used can be found at:

https://nvlabs-fi-cdn.nvidia.com/stylegan2-ada-pytorch/pretrained/afhqdog.
pkl

D Substitution Attack
D.1 Training

Substitution attack is a classic problem in cryptography. A conventional approach to address this
issue is through cryptographic commitments (Kate et al., 2010; Wahby et al., 2018), which possess
the dual properties of being binding and hiding:

Binding: This property ensures that it is computationally infeasible to find more than one valid
opening for any given commitment, thereby preventing the substitution of the committed data.

Hiding: This ensures that the commitment itself discloses no information about the data it secures.

In our method, when a model developer wants to generate a fingerprint, they first commit to their
model and publish this commitment. The binding property guarantees that no other model can
match the same commitment, thereby preventing substitution attacks. All subsequent proof processes
are carried out with this commitment, allowing anyone to verify if the model parameters used
in calculations (such as fingerprinting or inferences) match those sealed within the commitment.
(See Figure 6 for an explanation of the process.)

For example, if a developer commits to model parameter A but uses a different model B for services,
the public can request inference proofs for the model of the API for verification. Since the parameters
used by model B inference are different from the parameters hidden in the commitment, the proof
cannot pass the verification, substitution attacks will be revealed. For the Zero-Knowledge proof of
LLM inference, we refer to Sun et al. (2024), which provides an effective implementation.

E StyleGAN2 Generator

StyleGAN2 is an improved model based on the style-based GAN architecture. One of its key
enhancements is the incorporation of the perceptual path length (PPL) metric, which was originally
introduced to quantify the smoothness of the mapping from the latent space to the output image. The
PPL metric measures the average LPIPS distances (Zhang et al., 2018) between generated images
under small perturbations in the latent space. Through the utilization of path length regularization,
StyleGAN2 achieves enhanced reliability, consistency, and robustness, resulting in a smoother
behavior of the generator. This regularization technique aligns with our objective of obtaining a
locality-preserving generator.

F Open-sourced Independently Trained LLMs

In this experiment, we aimed to gather diverse models covering various parameter sizes. For the
widely used LLaMA models, we included LLaMA-7B, 13B, 65B, LLaMA2-7B and 13B. We also
incorporated models with similar architectures to LLaMA, such as InternLM-7B, OpenLLaMA-
7B, and Baichuan-7B. To encompass a broader range of parameters, we expanded our collection
to include GPT2-Large (Radford et al., 2019), Cerebras-GPT-1.3B (Dey et al., 2023), Qwen-7B,
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72B, Galactica-120B and even the largest Falcon-180B. Additionally, we considered models like
MPT-7B, RedPajama-7B (Computer, 2023), ChatGLM-6B (Du et al., 2022), Bloom-7.1B (Workshop
et al., 2022), ChatGLM2-6B, Pythia-6.9B and 12B (Biderman et al., 2023), OPT-6.7B and 30B, and
GPT-NeoX-20B (Black et al., 2022), among other commonly used LLMs. Please refer to Table 7 for
the ICSs between the 28 models.

G Independently Trained LLMs in Smaller Scale

To validate the uniqueness and stability of the parameter direction of LLMs trained from scratch, we
independently trained GPT-NeoX-350M models on a subset of the Pile dataset (Gao et al., 2020).
First, we examined whether different parameter initializations merely caused by global random seeds
result in distinct parameter directions. Second, we explored the variation in the model’s parameter
vector direction during pretraining.

G.1 GPT-NeoX Models with Different Global Seeds

We investigated the impact of global random seeds on the model parameters’ direction by indepen-
dently training 4 GPT-NeoX-350M models on a subset of the Pile dataset. These models were trained
using different global random number seeds while sharing the same architecture, training data batches,
computational resources, and hyperparameters.

Subsequently, we computed the cosine similarities between these GPT-NeoX models’ invariant terms,
as shown in Table 8. We generated fingerprints for these models, depicted in Figure 7. The results
revealed a noteworthy pattern: when GPT-NeoX models are trained from scratch, as long as the
global random seed used for parameter initialization is different, it will lead to completely different
parameter vector directions after pretraining. Correspondingly, their fingerprints exhibited clear
distinctions from each other.

G.2 Model’s Parameter Vector Direction’s Variations During Pretraining

In addition, we have explored the variation in the model’s parameter vector direction during pre-
training by comparing neighboring checkpoints of a model and calculating their cosine similarities.
Specifically, we trained a GPT-NeoX-350M model on a subset of the Pile dataset for 360,000 steps
and saved a checkpoint every 50k steps. As pretraining progresses, we observed a diminishing change
in the model’s parameter direction, leading to gradual stabilization, as shown in Table 9. For larger
models and more pretraining steps, we expect this phenomenon to be more pronounced, indicating
that the parameter direction of LLMs tends to stabilize during pretraining.

H More Fingerprints

H.1 Offspring Models’ Fingerprints

For LLaMA and its offspring models (Section 5.1.1) , their fingerprints align with a similar finger-
print image of a Croatian sheepdog, exhibiting comparable poses, coat patterns, expressions, and
backgrounds (Figure 8).

In addition, the fingerprints of the rest offspring models listed in Table 10 and their respective base
models are depicted in Figure 9. Offspring models’ fingerprints still bear high similarity to their base
models.

H.1.1 28 Independently Trained LLMs’ Fingerprints

We also generate fingerprints for the 28 independently trained LLMs (Section 5.1.2), as shown
in Figure 10, their fingerprints exhibit high diversity, aligning with the distinct invariant terms of each
model.
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ICS Seed=1 Seed=2 Seed=3 Seed=4

Seed=1 100.00 2.08 2.23 2.08
Seed=2 2.08 100.00 2.40 2.26
Seed=3 2.23 2.40 100.00 2.29
Seed=4 2.08 2.26 2.29 100.00

Table 8: ICS values between GPT-NeoX
models with different global seeds.

Seed1 Seed2 Seed3 Seed4
Figure 7: Fingerprints of GPT-NeoX models trained with
varying global seeds.

Comparing CKPTs 10k-60k 60k-110k 110k-160k 160k-210k 210k-260k 260k-310k 310k-360k

Cosine similarity 56.23 84.65 88.95 90.96 92.13 93.22 94.25

Table 9: Cosine similarities between neighboring checkpoints (saved every 50k steps) of GPT-NeoX
models during pretraining.

Alpaca Vicuna

Chinese LLaMAKoalaChinese Alpaca

Baize

Alpaca Lora

MiniGPT-4LLaMA MedAlpaca

Beaver

WizardLM

BiLLaGuanaco

Figure 8: Fingerprints of LLaMA-7B and its offspring models.

Chat WizardQwen-72B Samantha InstructFalcon-7B

RedPajama-7B ChatIMLOPT30

Nous-HermesLLaMA2-13B Chinese-ChatEstopia Tiefighter

Chinese-ChatLLaMA2-7B WikiChat Function32K

GPT-NeoX-20B Chat

ChatFalcon-180B

ChatGLM-6B RLHF

MtBloom-7B P3

Baichuan-7B SFT Chat

Figure 9: Fingerprints of the other offspring models and their base models.
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Offspring Model Base Model Detail
Alpaca LLaMA-7B SFT on Stanford’s instruction-following data

Alpaca-Lora LLaMA-7B SFT used the Lora training method
MiniGPT-4 LLaMA-7B multimodal model aligned on 5 million image-text pairs

Chinese-LLaMA LLaMA-7B continued pretraining on Chinese corpus
Chinese-Alpaca LLaMA-7B continued pretraining and finetuned on Chinese corpus

Vicuna LLaMA-7B SFT on around 125K user-shared conversations
Baize LLaMA-7B finetuned on 100k ChatGPT generated dialogs
Koala LLaMA-7B SFT on dialogue data gathered from the web

WizardLM LLaMA-7B trained on complex instructions data
MedAlpaca LLaMA-7B finetuned on medical datasets

Beaver LLaMA-7B underwent RLHF
Guanaco LLaMA-7B finetuned on nearly 600K multilingual dataset
BiLLa LLaMA-7B continued pretraining on a new language

Falcon-40B-Instruct Falcon-40B finetuned on a mixture of Baize
Falcon-40B-SFT-Top1-560 Falcon-40B SFT based on the OASST dataset (Köpf et al., 2023)

MPT-7B-Instruct MPT-7B finetuned on Dolly2 and HH-RLHF (Bai et al., 2022)
MPT-7B-StoryWriter MPT-7B finetuned with super long context length

MPT-7B-Chat MPT-7B finetuned on a mixture of instruct datasets
Qwen-7B-Chat Qwen-7B trained with alignment techniques

Firefly-Qwen-7B Qwen-7B SFT by the Firefly project
Baichuan-13B-Chat Baichuan-13B dialogue version
Baichuan-13B-SFT Baichuan-13B bilingual instruction-tuned model
InternLM-7B-Chat InternLM-7B optimized for dialogue use cases
Firefly-InternLM InternLM-7B SFT by the Firefly project
Qwen-72B-Chat Qwen-72B trained with alignment techniques
OPT-IML-30B OPT-30B trained on 1500 tasks gathered from 8 NLP benchmarks

ChatGLM-fitness-RLHF ChatGLM-6B RLHF and SFT on millions data
GPT-NeoXT-Chat GPT-NeoX-20B fine-tuned with 43 million high-quality instructions
RedPajama-Chat RedPajama-7B fine-tuned on OASST1 and Dolly2 (Conover et al., 2023)

Bloomz-p3 Bloom-7B finetuned on crosslingual task(P3)
Bloomz-mt Bloom-7B multitask finetuned on xP3mt

Falcon-180B-Chat Falcon-180B finetuned on a mixture of instruct datasets
LLaMA2-7B-Chat LLaMA2-7B dialogue version
LLaMA2-7B-32K LLaMA2-7B continued pretraining and SFT to enhance long-context capacity

LLaMA2-function-calling LLaMA2-7B extends LLaMA2 model with function calling capabilities
Llama2-Chinese-7B LLaMA2-7B aligned with Chinese dataset

Vicuna2 LLaMA2-7B fine-tuned on user-shared conversations
LLaMA2-WikiChat LLaMA2-7B fine-tuned LLaMA-2 to retrieve data from Wikipedia
Falcon-7B-Instruct Falcon-7B finetuned on a 250M tokens mixture of instruct/chat datasets

Samantha-Falcon-7B Falcon-7B finetuned in philosophy, psychology, and personal relationships
WizardLM-Falcon-7B Falcon-7B WizardLM trained on top of Falcon-7B

MPT-30B-Chat MPT-30B finetuned on a mixture of instruct datasets
MPT-30B-Instruct MPT-30B finetuned on Dolly2 and HH-RLHF
Baichuan-7B-SFT Baichuan-7B bilingual instruction-tuned model
Baichuan-7B-Chat Baichuan-7B dialogue version
LLaMA2-13B-Chat LLaMA2-13B optimized for dialogue use cases

LLaMA2-French LLaMA2-13B fine-tuned for answer questions in French
LLaMA2-Estopia LLaMA2-13B focused on improving the dialogue and prose

LLaMA2-Tiefighter LLaMA2-13B merging two different Lora’s
Llama2-Chinese-13B LLaMA2-13B aligned with Chinese dataset

Nous-Hermes-Llama2-13B LLaMA2-13B fine-tuned on over 300,000 instructions

Table 10: Detailed descriptions of all 51 offspring models.
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Qwen-72BOPT-30B Falcon-180B

Cerebras-GPT-1.3B

LLaMA-30B LLaMA-65B

Pythia-12B LLaMA2-13B

GPT2-Large

Galactica-120B

GPT-NeoX-20B

ChatGLM2-6B

Qwen-7BOpenLLaMA-7B

Pythia-6.9BChatGLM-6B

Bloom-7BBaichuan-7B LLaMA-7B

LLaMA2-7B

InternLM-7B

RedPajama-7B

OPT-6.7B MPT-7B

Falcon-7B

Baichuan-13B

Falcon-40B

LLaMA-13B

Figure 10: Fingerprints of 28 independently trained LLMs.

I Human Subject Study

To evaluate the discrimination ability of our generated fingerprints, we generated fingerprints for the
51 offspring LLMs and their 18 base models (Table 10). We designed a single-choice test with 51
questions, each presenting an offspring model’s fingerprint and asking participants to select the most
similar image from the fingerprints of the 18 base models. (c.f. Figure 11 for an example question
and detailed description.) Conducted with 72 college-educated individuals, the test yielded a 94.74%
accuracy rate, highlighting the discrimination ability and intuitive reflection of model similarity in
our generated fingerprints.

J Experiments Compute Resources

We trianed the CNN encoder for 2 hours using a single RTX4090. For extracting invariant terms and
caculating cosine similarity, they only need a little cpu resources. The most compute resources are
consumed in reproduced baselines in Section 5.1.4, in which we used 4 A100 40G for 8 days.

K Limitations

Our method is only effective for transformer architecture LLMs, as the derivation of invariant terms
is based on the transformer architecture. For non-transformer LLMs, our method may require
modification to adapt to them.
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Referring to the provided image, select the most similar 
one from the following images.

Figure 11: An illustration of a question in the human subject study. Participants were presented with
the fingerprint of OPT-IML-30B (finetuned from OPT-30B) and asked to select the most similar
image from the fingerprints of 18 distinct base models. Correct responses were counted only when
participants precisely selected OPT-30B’s fingerprint.

L More Illustrations of Baseline Comparison

Although Trap and IF are fingerprinting methods for LLMs, they differ significantly from our approach
as they focus on protecting a specific LLM by eliciting predefined answers and then detecting them.
In contrast, our work aims to safeguard base LLMs by identifying the underlying model of a given
LLM.

Consequently, their evaluations are different from ours, and the results are not directly comparable.
For example, Trap and IF report the proportion of prompts that successfully elicit predefined answers
as the Fingerprint Success Rate (FSR). However, we cannot find a completely corresponding metric
for comparison as we do not have predefined prompt-answer pairs. To provide a rough baseline
comparison, we are compelled to report the accuracy of correctly identifying LLaMA’s offspring
models as LLaMA in Section 5.1.3 as FSR.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss our paper’s limitations in Appendix K.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer:[NA]
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Justification: Our work is empirical in nature.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We detailed our experiments in Section 5 and implementation in Appendix B
and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We uploaded our code file and the data we used is open-source.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detailed our settings in Appendix B and Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: For most experiment results (ICSs and fingerprints), the outcomes are consis-
tent across multiple runs, with no standard deviation observed.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We listed our experiments compute resources in Appendix J.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research conform with the NeurIPS Code of Ethics in every respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our paper could promote the safe use of LLMs.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The assets used in the paper are properly credited and respected.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: New assets introduced in the paper were well documented and the documenta-
tion is provided alongside the assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We detailed human subject study in Appendix I.
Guidelines: This paper does not release new assets.

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: We have described potential risks and got approvals.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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