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1 Approach

Motivation. Large Language Models (LLMs) can generate user-friendly expla-
nations from graph-based recommendation data; yet those are perceived as only
slightly more satisfying than template-based approaches [1]. To improve user
satisfaction [2] without extensive human evaluation, we explore reinforcement
learning with AT feedback (RLAIF) [3].

Pipeline. We use the MovieLens-32M dataset®, selecting the one million most
recent ratings from active users for computation efficiency. Additional metadata
was retrieved from IMDb and enriched with tag similarity information. For rec-
ommendation, we employ an item-based KNN model, providing intrinsic expla-
nations from the ten nearest neighbors. To provide a richer explanatory context,
we construct a knowledge graph that links users, movies, associated metadata,
and similar tags. Post-hoc explanations are then generated using Sorted Expla-
nation Paths [4]. This intrinsic explanation and post-explanation are provided
to an LLM tasked with generating a textual explanation.

LLM Fine-tuning. We aim to compare four models to assess whether odds ra-
tio preference optimization (ORPO) [5] provides added value beyond standard
supervised fine-tuning (SFT). Two of which serve as low-end (QWEN3 0.6B)
and high-end (GEMINI 2.5 FLASH) baselines. The other two are improved ver-
sions of QWEN3 0.6B: one with SFT using synthetic data generated with GEM-
INI 2.5 FLASH, and the other with ORPO using a preference dataset (comprising
preferred /rejected pairs of explanations). For the synthetic dataset, we gener-
ated 1,250 recommendations, each accompanied by both intrinsic and post-hoc
explanations as described above. For the preference dataset, we generated two
alternative explanations, for each recommendation, from GEMINI 2.5 FLASH
(the teacher model) to enable preference learning. We constructed this using

S https://grouplens.org/datasets /movielens/32m /



2 J. Albert et al.

AT feedback, with GPT-4.1 MINI acting as a judge to select between pairs of
explanations or to reject them if both were equally good or bad. This gives 942
preference/rejection pairs for ORPO training.

2 Model Comparison

Online Evaluation. Given the subjective nature of user satisfaction, we eval-
uated the four models described in the above section using a user-based ap-
proach. Pre-computed recommendations with explanations were integrated in
a lightweight web application”, enabling pairwise comparison between explana-
tions from different models, similarly to the Chatbot Arena platform [6]. We
then conducted an evaluation campaign with computer science researchers. Our
results (n = 216) show no statistically significant difference between the models,
although GEMINI 2.5 FLASH seems slightly better than SFT and ORPO mod-
els, which are slightly better than base QWEN3 0.6B. However, the main insight
is the poor overall user satisfaction with explanations, regardless of the model,
which was confirmed by some participants who were interviewed afterwards.

Heuristic-based Analysis. We analyzed the explanations along two dimen-
sions: syntactic and stylistic alignment with the teacher model. For syntac-
tic alignment, measured with ROUGE-L [7], both SFT and ORPO explana-
tions align more closely with the teacher model than the baseline, with ORPO
slightly outperforming SFT. For stylistic alignment, lexicon-based analysis re-
veals that the baseline and the teacher’s explanations contained a similar number
of domain-specific movie terms, whereas such terms were significantly less fre-
quent in the SFT and ORPO explanations. The baseline explanations retain
more residual technical terms from the input explanations than those of ORPO,
SFT, and the teacher model. Meanwhile, the teacher model uses more subjec-
tive and evaluative language, followed by ORPO, SFT, and the baseline models.
Overall, these results suggest that the ORPO explanations model achieves better
alignment with the teacher explanations, both syntactically and stylistically.

3 Insights & Future Work

The primary objective of this exploratory research was to implement a functional
pipeline that enables preliminary experiments. This lays a good foundation for
improvement through the integration of related work [8,9]. The results of the
online evaluation are mixed. In particular, they emphasize that designing expla-
nations to improve user satisfaction is not a trivial task. It must be the subject
of a dedicated design phase before any RLAIF process. Finally, heuristic analysis
has proven insightful for comparing models and enhancing our understanding of
the process of aligning fine-tuned models. This reinforces our conviction in the
value of combining complementary methods to obtain a comprehensive view.
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